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Abstract-The performance of routing protocolsin Mobile Ad hoc network (M ANET) always attracts many attentions. As
many previous works have shown, routing performance is greatly dependent to the availability and stability of wireless
links. Although there are some studies reported to evaluate the performance of routing protocolsin MANET, little work
isdonefor the system overall performance, which is generally referred to as the network throughput, delay and network
load. MANET is a self organized and self configurable network where the mobile nodes move arbitrarily. Routing is a
critical issuein MANET and hence the focus of this paper along with the performance analysis of routing protocols. We
compared three routing protocols i.e. AODV, OLSR and GRP. Our simulation tool will be OPNET modeler. The
performance of these routing protocols is analyzed by three metrics: delay, network load and throughput. All the three
routing protocols are explained in a deep way with metrics. The comparison analysis will be carrying out about these
protocols and in the last the conclusion will be presented, that which routing protocol is the best one for mobile ad hoc
networks. Thefinal evaluation ispresented at the end of this paper.
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1.INTRODUCTION

A MANET [1] is a collection of mobile nodes thatrc@ommunicate with each other without the use edpfined
infrastructure or centralized administrati®mce no fixed infrastructure or centralized adstiaition is available,
these networks are self-organized and end-to-emdnemication may require routing information via eeal
intermediate nodes. Nodes can connect each otimglomdy and forming arbitrary topologies. Each nade
MANET acts both as a host and as a router to fatwaessages for other nodes that are not withirsénee radio
range. The primary challenge in building a Mobild Aoc Network is equipping each device to contirsiypu
maintain the information required to route traffic.
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gbre 1.Trends of the MANET research from 2004 to 2007

Routing protocols then provide stable connectiomsneif nodes are moving around. The trends of thpers
published in IEEE Xplore [2] and ACM lib between@0and 2007 are illustrated in Fig. 1 And it shawat
routing algorithms in this area are the hottesic®jin the pasyears due to the fact that existing internet rautin
protocols were designed to support fixed infrastrreeand they are unsuitable for MANETS. More tH8B3 papers
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from 2004 to 2007 were searched using the keywadd-hoc networks”. The research trends before 2@0dbe
found in [3].

During these years, there have been many discisssibout which type protocols perform better. Howgtee
protocol performance is different based on scesadnd little work is done for the routing strategyerall
performance, which is generally referred to as nbawvork throughput, delay and network load.The aplate
standardized protocols are classified into thraegmies: Proactive routing protocols, Reactivetimguprotocols,
Hybrid routing protocols.

In this paperProactive routing protocols, Reactive routing peols, Hybrid routing protocols. Proactive protogols
such as Optimized Link State Routing (OLSR) [4] f&lempt to monitor the topology of the networkoirder to
have route information between any source and rd®&in available at all time. Proactive RoutingtBeols are
also called table driven routing protocols as la#l touting information is usually kept in tablesdgtive routing
protocols such as Ad hoc On Demand Distance V&0OIDV) [6][7], find the route only when there istdato be
transmitted and as a result, generate low contaffi¢ and routing overhead. Hybrid protocols sashGathering-
based routing protocol (GRP) [8] could be deriveaht the two previous ones, containing the advamtajeoth
the protocols, using some quality of one type amuhacing it with the participation of the other ohethis paper
we evaluate the performance of a Proactive RoWRirgdocol (OLSR), a Reactive routing protocol (AOD&fd a
Hybrid protocol (GRP).

This paper is organized as follows: Section 2 presseverview of Routing protocols in MANETs. Sedati@
describes the Simulation Environment studied. 8acli analyzes results and discussion. Section bludes this
paper.

2. ROUTING PROTOCOLSIN MANETS

Routing protocols in MANET [9] [10] are divided mtfour categories: proactive, reactive and hybndting
protocols. The most popular ones are AODV, DSRctire@), OLSR (proactive) and GRP (hybrid).

This section describes the main features of thrempols AODV (AdHoc On-Demand Distance Vector Protocol),
OLSR (Optimized Link State Routing) and GRP (Gatigebased Routing Protocol) deeply studied usingNBP
14.5. An ad-hoc routing protocol is a conventionstandard, that it improves the scalability ofeléiss networks
compared to infrastructure based wireless netwbdcause of its decentralized nature. Ad-hoc netsvarke best
suited due to minimal configuration and quick opiera

2.1 Ad Hoc On-Demand Distance Vector Protocol (AODV)

AODV [11] is a reactive routing protocol that mirigas the number of broadcasts by creating routedeomand.
The AODV algorithm is an improvement of DSDV [12pfocol. It reduces number of broadcast by creatiuges
on demand basis, as against DSDV that maintainesriateach known destination. The main advantbg®©dV
protocol is that routes are established on demadddastination sequence numbers are used to fenthtest route
to the destination. The source broadcasts a raegeest (RREQ) packet when it wants to find pathth®
destination. The neighbors in turn broadcast tteketato their neighbors until it reaches an intetiage node that
has recent route information about the destinatiomntil it reaches the destination. When a nodedods a RREQ
to its neighbors, it also records in its tablesribde from which the first copy of the request caifrtés information
is used to construct the reverse path for the roepily packet (RREP). AODV uses only symmetric $irldlecause
the RREP follows the reverse path of the RREQ. Apdrtant feature of AODV is the maintenance of tiftased
states in each node, regarding utilization of ifdlial routing table entries. A routing table enisyexpired if not
used recently. Another distinguishing feature of ADis the ability to provide unicast, multicast ahtbadcast
communication.

2.2 Optimized Link State Routing (OL SR)

OLSR [13] is a modular proactive hop by hop routprgtocol. It is an optimization of pure link stakyorithm in
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ad hoc network. The routes are always immediatedjlable when needed due to its proactive natuhe Key
concept of the protocol is the use of "multipoiatays” (MPR). Each node selects a set of its neighlodes as
MPR [8]. Only nodes, selected as such MPRs areonsiiple for generating and forwarding topology imfiation,
intended for diffusion into the entire network. TM&R nodes can be selected in the neighbor of saurde. Each
node in the network keeps a list of MPR nodes. TWRR selector is obtained from HELLO packets segdin
between in neighbor nodes. These routes are lrfitrd any source node intends to send a messagsgecified
destination In order to exchange the topologic&drimation; the Topology Control (TC) message isaoimasted
throughout the network. Each node maintains thémrguable in which routes for all available deation nodes are
kept. Control traffic in OLSR is exchanged througlo different types of messages: “HELLO” and “TCéssages.
HELLO messages are exchanged periodically amorghber nodes, in order to detect links to neighbtrsietect
the identity of neighbors and to sighal MPR setettiTC messages are periodically flooded to theeenetwork, in
order to signal link-state information to all nod@fie best working environment for OLSR protocolisiense
network, where the most communication is conceatraetween a large numbers of nodes.

2.3 Gathering-based Routing Protocol (GRP)

Gathering-based Routing Protocol [14] [15] combittess advantages of Proactive Routing Protocol (Pétfel) of

Reactive Routing protocol (RRP). PRP are suitabitesfipporting the delay sensitive data such asevaid video
but it consumes a great portion of the network capaWhile RRP is not suitable for real-time commuation, the
advantage of this approach is it can dramaticatjuce routing overhead when a network is relatig&gic and the
active traffic is light. However, the source nodasto wait until a route to the destination candizeovered,
increasing the response time. The function of Gatheased Routing Protocol (GRP) for mobile ad hetwork is

to gather network information rapidly at a sourcele without spending a large amount of overheddsffdrs an

efficient framework that can simultaneously drawtbe strengths of Proactive routing protocol (PBRJ reactive
routing protocol (RRP) [16] collects network infaation at a source node at an expense of a smalurtnod

control overheads. The source node can equip prognisutes on the basis of the collected infornmtiereby
continuously transmitting data packets even ifdtgent route is disconnected, its results in achgefast (packet)
transfer delay without unduly compromising on (ecohtoverhead performance.

3. Simulation Environment

The simulation mainly focuses on the performancé¢hefrouting strategies to react on the differex@narios in
MANET [17]. Because the three protocols (AODV, OL8Rd GRP) cover different routing strategies mergib
above, we will discuss these routing strategiegdas the simulation results of the three protodolghis paper,
we evaluate the performance in terms of networ&ughput, delay and load.We carried out simulatiomsOpnet
simulator [18] [19].

The simulation parameters are summarized in tabMateler is commercial network simulation enviramh for
network modelling and simulation. It allows the rss¢o design and study communication networks, aisyi
protocols, and applications with flexibility andasability.

Table 1:NETWORK PARAMETERS

Statistic Value
Simulator OPNET 14.5
Routing Protocols AODV,0OLSR and GRP
802.11 data rate 11 Mbps
Node 75
Scenario Size 3.5*3.5 km
Simulation Time 1800 second
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Figure 2. Shows a sample network created with 78eNpone static FTP server, application configanatind
profile configuration for the network in which FTHas been chosen as an application. Figure 2 depisttwork
with 75 fixed nodes whose behaviour has to be aedlyodes in the network with respect to time temeine the
effecting features of each protocol. OPNET mod#&eb is used to investigate the performance ofimgurotocols
AODV, OLSR and GRP with varying network sizes, dattes, and network load. We evaluate three pasmet
our study on overall network performance. Thesébht types of parameter show the different natfréhese
Protocols, the parameters are throughput, delayhatwiork load.

3.1 Parametersused in the network

There are different kinds of parameters for théquarance evaluation of the routing protocols. Thesee different
behaviours of the overall network performance. Wik evaluate three parameters for the comparisoaunfstudy
on the overall network performance. These parametee delay, network load, and throughput for pot®
evaluation. These parameters are important in thsideration of evaluation of the routing protocats a

communication network. These protocols need toheeked against certain parameters for their pedoge. To
check protocol effectiveness in finding a route aods destination, we will look to the source thatvhmuch control
messages it sends. It gives the routing protodermal algorithm'’s efficiency. If the routing pram gives much
end to end delay so probably this routing protégalot efficient as compare to the protocol whitkeg low end to
end delay. Similarly a routing protocol offeringMaetwork load is called efficient routing protocdhe same is
the case with the throughput as it represents tbeessful deliveries of packets in time. If a pooloshows high
throughput so it is the efficient and best protottadn the routing protocol which have low throughpthese
parameters have great influence in the selecti@ndfficient routing protocol in any communicatiogtwork.

3.1.1 Delay: The packet end-to-end delay is the time of gdimraf a packet by the source up to the destinatio
reception. So this is the time that a packet télem across the network. This time is expresseg@m Hence all the
delays in the network are called packet end-toagldy, like buffer queues and transmission timen&ames this
delay can be called as latency; it has the sameaingas delay. Some applications are sensitiveatkgt delay
such as voice is a delay sensitive applicationth®ovoice requires a low average delay in the nétwbhe FTP is
tolerant to a certain level of delays. There aréedint kinds of activities because of which netkalelay is
increased. Packet end-to-end delay is a measurevosound a routing protocol adapts to the varmrsstraints in
the network to give reliability in the routing pozol. We have several kinds of delays which aregssing delay
(PD), queuing delay (QD), transmission delay (TDY) gropagation delay (PD). The queuing delay (QDhot
included, as the network delay has no concern ivitiathematically it can be shown as equation (1).

dend-end =N[dtrans + dprop + dproc ] (1)
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Where
dend-end= End to end delay
dtrans = Transmission delay
dprop = Propagating delay
dproc = Processing delay

Suppose if there are n number of nodes, then tfa¢ delay can be calculated by taking the averdgallahe
packets, source destination pairs and network gordtion.

3.1.2 Network Load: Network load represents the total load in bit/sabmitted to wireless LAN layers by all
higher layers in all WLAN nodes of the network. Wihthere is more traffic coming on the network, d@ne
difficult for the network to handle all this tradfiso it is called the network load. The efficieetwork can easily
cope with large traffic coming in, and to make atbeetwork, many techniques have been introduced.

3.1.3 Throughput: Throughput is defined as; the ratio of the totthdreaches a receiver from the sender. The time
it takes by the receiver to receive the last mes$agalled as throughput. Throughput is expresselytes or bits
per sec (byte/sec or bit/sec). Some factors atfeetthroughput as; if there are many topology ckanig the
network, unreliable communication between nodemjtéid bandwidth available and limited energy. A hig
throughput is absolute choice in every network.olighput can be represented mathematically as iatiegqu(2);

Throughput = _Number of delivered packet * Packee * 8 (2)
Total duration of simulation

4. RESULT ANALYSISAND DISCUSSION

We carried out simulations on Opnet simulator 146e results show differences in performance beatwee
considered routing protocols, which are the coneeqge of various mechanisms on which protocols ased. We
carried out our simulations with 75 nodes. FigBgsand 5 depicts the throughput, delay and nethaa#t of this
network with respect to total simulation time whishtaken as 30 minutes for which the simulatiors wan.

In this simulation, the network is set to 75 nodhks,traffic is FPT mode, the data transmissioa imtl1 Mbps and
the simulation time is 30 minutes.

4.1 Delay

The maximum network delay variation for 75 nodescanario is shown in respectively figure 3.The ekndelay

of AODV is higher than GRP and OLSR. The delay &fS® is well enough but AODV also has good delay
especially when the number of nodes is more thé&n 30
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Figure 3: Delay comparison in routing protocolshwi6 nodes
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We found that OLSR has poor End-to-End delay. Saydef OLSR is less than GRP and AODV .1t is beeatse
head of each data packet will carry the routingrmfation which will increase the length of packetldahe time
delay for Processing and queuing. Therefore, thieeenetwork delay of AODV is significantly longéhan OLSR
and GRP. GRP has the least End-to-end and MAC dé&mymost of the time), but its performance forcket
delivery ratio decreases more than other protowitls increasing the number of nodes because of rtmafiic and
congestion

4.2 Network Load
The maximum network load variation for 75 nodessenario is shown in respectively figure 4. The mekwoad of
AODV is vary from 0 to 1,150,000 (bits/sec)
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Figure 4: Network Load comparison in routing pratisovith 75 nodes

In Fig. 4, we can see that under the GRP, the \aflmetwork load start with peak value equal to,200 bit/sec and start
to decrease for some duration of simulation peaod after that start to increase along the sinarigbieriod to reach the
peak value 870,000 bit/ sec. Under the OLSR, thd legins with its smallest value18,000bit/ sec until the 30 sec of
simulation period than start to increase to re&tpéak value which is equal to 950,000 bit/see@ f@ason is that the
routing mechanisms of the three protocols are mdiffein which OLSR is based on purpose-driven, AOBWn-demand

and GRP is based on Hybrid source routing.

4.3 Throughput

It is clearly observed from the figure 5 depicts throughput of the network with 75 nodes. The oethroughput

for OLSR is better as compared to AODV and GRP.

Throughput is defined as the ratio of the totahd&aches a receiver from the sendére network throughput for
various routing protocols i.e. AODV, OLSR and GRPsuccessful operation of the network without aogen

failure is shown in Fig. 5. The network throughmst evaluated is maximum for OLSR and least for GIR&

throughput of AODV lies between the two.
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Figure 5: Throughput comparison in routing protsaelth 75 nodes

5.CONCLUSIONS

In this paper, we discussed in the three routirggomols (AODV, OLSR and GRP), based on OPNET sitraria.
Our motive was to check the performance of theseethouting protocols in MANET in the above meng&dn
parameters. The selection of efficient and religdsteocol is a critical issue. In this simulatioonk we get kinds of
results. The study of these routing protocols shthasthe OLSR is better in MANET according to simulation
results but it is not necessary that OLSR [20] qrenfalways better in all the networks, its perfoncemay vary by
varying the network. At the end we came to the pfiom our simulation and analytical study that gegformance
of routing protocols vary with network and selentiof accurate routing protocols according to théwnek,
ultimately influence the efficiency of that netwdrkmagnificent way.

So proactive protocol OLSR outperforms in termghobughput and gets the same low delay as OLSRitlme, we
will focus on how to get stable and acceptablegyarhnce in dynamic ad hoc networks by construatirtgal bone
networks using local broadcasting strategy in OLSR
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