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Abstract—A novel ring encoder for passive optical network (PON) is proposed and analyzed in term of SNR and probability of false alarm (PFA). The encoder exploits a fiber ring and one Bragg grating to produce a multi-level periodic code. We obtain an SNR of 10 dB for 256 customers in 10ms measurement time with 20km traditional PON. For 100km long reach PON (LR-PON), we obtain an SNR of 10dB for 64 customers in very high 1.7 minutes measurement time. We also apply Neyman-Pearson testing to the receiver and we investigate how the network size affects the operational expenses of our monitoring system. We illustrate the receiver operating characteristics (ROCs) of the system showing the tradeoff between the detection and false alarm probabilities. We show that 95% detection probability (PD) for 128 traditional PON customers can be achieved with 0.006 false alarm probability (PFA) in 2ms measurement time which is 50 times smaller than PFA when averaging is not used.

Index Terms—FTTH, PON, optical network monitoring, signal to noise ratio, false alarm probability.

I. INTRODUCTION

Fiber to the Home (FTTH) networks such as passive optical networks (PON) are progressively becoming reality while commercial deployments are reported worldwide [1-2]. FTTH is a network technology that has been recognized as the ultimate solution for providing various communication and multimedia services which deploys optical fiber cable directly to the home or business to deliver triple-play services, high speed internet access, digital cable television, online gaming, etc. [3]. This worldwide acceleration is largely due to both the considerable decrease in capital expenses (CAPEX) of introducing FTTH connectivity and its “future proof” nature in providing ever increasing user bandwidth requirements [4].

The passive optical network, one among several architectures that can be used in FTTH networks, is today the main choice of operators [5]. Such architecture is expected to lower the operation-and-maintenance expenses (OPEX) since there are no electronic components which are more prone to failure in the PON outside plant. There is no need for the operators to provide and monitor electrical power or maintain back-up batteries in the field.

Any service outage in the network can be translated into financial loss in business for the service providers [6]. When a fault occurs, technicians must be dispatched to identify, locate and fix the failure. The time, labor and truck-roll for fault identification dramatically increase the OPEX and customer dissatisfaction and complaints. Some service provides report that more than 80% of installed PON failures occurs within the first/last mile, i.e., within the distribution/drop segments of the network [7].

According to the cases reported to the Federal Communications Commission (FCC), more than one third of service disruptions are due to fiber-cable problems, and many of those disruptions have involved lifeline 911 services. Therefore, rapidly finding the cause of the disruption is critical for minimizing their effects [8]. Also one of the requirements for the next generation PON (NG-PON) is monitoring and on demand checking of the condition of optical network independently from the data traffic in the PON system. It is desirable that such monitoring and checking be available regardless of the optical network unit (ONU) is in service or even not connected [9].

There are some solutions proposed to monitor the optical access network. Some of these solutions either impose significant technical challenges or impractical due to their limited capacity [10-13]. A new technology to monitor the optical access network is to use optical codes as identifiers for the customer branches, exploited to identify the fault in the network [14]. These codes should be generated by using encoders that are passive, low power loss and cheap since the FTTH access market is cost sensitive.

In this paper, we propose a new coding scheme which is well adapted to the FTTH–PON centralized monitoring system shown in Fig. 1. Our encoder further reduces the overall cost of the monitoring system by developing simpler and lower cost optical coding devices (one ring of fiber and one simple 100% reflective Bragg grating). Note that optical rings and micro rings recently become very popular as enabling technology for the development of filters, multiplexers,
switching and channel dropping applications [15]. Compared to that of [16] where two gratings are required with two different reflectivities, this encoder replaces one of the gratings by a 2x2 coupler, hence further decreasing the encoder cost. Our results show that our new proposal supports the monitoring of a 20 km traditional PON with 256 customers and achieves SNR=10dB in 2ms measurement time.

Also we show that we can use this monitoring system for LR-PON where we found that a monitoring of 64 customers in 100km LR-PON takes 1.7 minutes measurement time to get SNR=10dB. Moreover, we analyze our receiver in terms of probability of false alarm (PFA) and probability of detection (PD) and we use averaging to improve the performance of the receiver in detecting the fiber faults.

In section II, we introduce the monitoring system and the monitoring process. In section III, we describe the design issues of our ring based device and its operation. In section IV, we analyze the received signal and its related sources of noise. Section V shows the performance evaluation of the system and the receiver operating characteristics (ROCs) will be discussed in section VI. Finally we conclude in section VII.

II. MONITORING SYSTEM

Fig. 1 shows an optical system where a U band short pulse with peak power \( P_s \) and duration \( T_s \) is transmitted downstream from the CO in the U band (1625-1675 nm) reserved for monitoring. This pulse is split into \( N \) subpulses at the remote node (RN) using passive splitter, distributed through the DFFs to all ONUs. Each pulse close to the ONU, \( i = 1, 2, ..., N \) is encoded and reflected back to the CO by the respective optical encoders OC.

Each DDF is terminated by an encoder that generates a unique code and is located physically close to the ONU. Information on individual DDFs at the CO is discernible due to the fact that each encoder generates a unique orthogonal code.

At the CO, the received signal which is the sum of the DDF codes is decoded to determine the status of the DFF of each customer. The decoding process takes place during a specific time interval called the observation time. Without loss of generality, we assume that the receiver knows the exact observation interval for the desired customer. Indeed, the synchronization is not a part of our analysis in this paper. If the specific DDF is healthy, the monitoring code of the specific customer will be decoded and an autocorrelation peak is then identified. If a break occurs in any DDF, its code will not arrive to its specific decoder and then no autocorrelation is observed at the decoder output in the CO.

III. ENCODER DESIGN

A single incident pulse generates a code composed of \( w \) multilevel pulses that are equally spaced with a spacing \( p \). Each customer has a Bragg grating with 100% reflectivity and a ring of fiber with length \( L \) as shown in Fig. 2.

We refer to the code as a multilevel periodic code (ML-PC).

The power coupling ratio \( s \) shown in Fig. 2 determines the amount of power that is coupled to the loop shown in Fig. 2 and that is coupled toward the Bragg grating. In extreme but unrealistic cases, when \( s \) is one, no power is coupled to the loop and the code will be only one pulse, when \( s \) is zero, all power will be coupled to the loop and no code will be generated. Realistic cases correspond to \( s \) so that \( 0 < s < 1 \), i.e. a part of the power is coupled to the loop and a part is coupled toward the Bragg grating which is then reflected back to the ring. The part that is coupled to the loop will continue to observe other splits while traversing the coupler.

Theoretically, this splitting will continue infinitely, generating an infinite length sequence. The power level of the pulses will decrease in the sequence due to the coupling where the first pulses have the higher power level and the code can be truncated to the first \( w \) pulses.

Let \( \rho_j \) be the \( j \)-th pulse power level generated by the encoder and sent back to the CO. The first pulse \( \rho_1 \) corresponds to the part of the power that goes through the coupler forth and back generating a power \( \rho_1 = s^2 \). For \( j=2 \) and above, the level of \( \rho_j \) can be iteratively derived as

\[
\rho_j = (1-s)^2 s^{j-1} + (1-s) \rho_{j-1}, j = 2, ..., w
\]

where \( w \) is the weight of the code. The total power for any code with weight \( w \) is expressed as

\[
P_t = \sum_{j=1}^{w} \rho_j
\]

Fig. 3 is a plot of the coupling ratio and the total power of the code for some values of \( w \). We notice that for \( w \leq 5 \), the total power of the code increases as \( s \) increases. For \( w > 5 \), there are some values for \( s \) that cause decreasing in the total power of the code.

In the design of the codes, we seek to concentrate the reflected power in the first pulses. This avoids long codes with
greater interference between them. Also we seek to distribute this power so that all the pulses of the code have power as large as possible. Fig. 4 is a plot for the first four pulses at different values of $s$ between 0.1 and 0.9 which shows the distribution of the power among these pulses. We notice visually from Fig. 3 and Fig. 4 that the interval of 0.5 and 0.6 gives good distribution (or flatness) for the power between the pulses with cumulative power that depends on the code weight $w$.

The length of the code is determined by the silent period between the pulses which is physically equal to the length of the loop $L$, shown in Fig. 2. This length is given as

$$ F = pwT_s / c $$

where $c$ is the speed of light. We need to make $F$ as short as possible so that we reduce the effect of interference from the other customers. So choosing $w$ is a tradeoff between the code length and the accumulative power of the code.

IV. SIGNAL AND NOISE ANALYSIS

The decoded signal for the first customer at the CO can be expressed as

$$ A(t) = \sqrt{\alpha_L} \xi e^{\alpha_l t} \frac{1}{N} \sum_{i=1}^{N} \rho_i p(t) $$

(4)

where $N$ is the number of customers, $\alpha_L$ is assumed to be the total loss due to the connectors and splices, $\alpha_l$ is the attenuation coefficient factor of the fiber, $l_j$ is the distance from the CO to the encoder of the first customer, $p(t)$ is the transmitted pulse and $\xi_i$ is a binary random variable that describes the health status of the DDF of the first customer with probability of fault $p(\xi_i=0)=p_0$.

In this paper we use a square law model for the detection process and we also use high gain avalanche photodiode (APD) with gain $G$ and unit responsivity to compensate for the huge loss due to passive elements such as splitter/combiner. The mean of the photodetector output is proportional to the intensity of the received signal. The total output current of the photodetector is expressed as

$$ i_{PN}(t) = G[A(t)]^2 + i_{SN}(t) + i_{RIN}(t) + i_{BN}(t) $$

(5)

where $BN$ is the beat noise, $RIN$ is the relative intensity noise, $SN$ is the shot noise, $DN$ is the dark noise and $TN$ is the thermal noise.

Using (4) and (5), the expected value of the desired signal can be expressed as

$$ \sigma_s^2 = \frac{G\alpha_L}{N^2} kP_s e^{2\alpha_l l_j} = \mu GP_sk $$

(6)

where $l_j$ is the feeder length, $k = \sum_{i=1}^{N} \rho_i^2$ and $\mu = \frac{\alpha_L}{N^2} e^{2\alpha_l l_j}$.

The relative intensity noise power, $\sigma_{RIN}^2$ is equal to the signal power multiplied by a factor $\beta$, where $\beta = \tau_c / T$, is ratio of the source coherence time of the optical signal to the pulse duration [17], [19]. In terms of electrical and optical bandwidths, this equation can be written as $\beta = B_e / B_s$, where $B_e$ and $B_s$ are the electrical and optical bandwidths. Using (4), the expected value of the relative intensity noise power can be expressed as

$$ \sigma_{RIN}^2 = (1+\gamma)\beta [\mu GP_s k]^2 $$

(7)

where $\gamma$ is the excess noise factor for the APD due to the multiplication process.

The definition of the beat noise power is similar to that of the RIN power and its expected value can be expressed as

$$ \sigma_{BN}^2 = \beta m (1+\gamma) [\mu GP_s k]^2 $$

(8)

where $m = \sum_{i=1}^{N} \sum_{j=1}^{N} \rho_i^2 \rho_j^2$. The shot noise current is modeled as a Poisson process and the average shot noise power is given as

$$ \sigma_{SN}^2 = (1+\gamma)qB_s \mu G^2 P_s k $$

(9)

where $q$ is the electron charge. The dark noise current is modeled as a Poisson process with an average current equal to $I_{DN}$ and independent of all other noises as the shot noise with power $\sigma_{DN}^2 = qB_s (1+\gamma)G I_{DN}$. Thermal noise is modeled as a zero mean Gaussian process with power equal to $\sigma_{TN}^2 = N_{TN} B_s$, where $N_{TN}$ is the power spectral density in $\text{A}^2 / \text{Hz}$ [18].

The geographical distribution of the customers is also affecting the detection process at the CO and hence the performance of the monitoring system. It is found that the uniform radial (UR) distribution, an analytically tractable distribution; gives good performance estimation and can therefore be a useful tool in characterizing performance in terms of SNR [7], [19].

V. PERFORMANCE EVALUATION

Since our monitoring system is affected by different kind of noises as discussed in section IV, we use SNR as a tool to evaluate the performance of the system.

A. Signal to noise ratio (SNR)

By definition SNR is the square of the desired signal average divided by the average of total noise power

SN is the shot noise, DN is the dark noise and TN is the thermal noise.
where $\sigma_s$ is the desired signal and $\sigma_n^2$ is the noise power. The noise power in (10) is the sum of power of all noises that are added to the desired signal and is expressed as

$$\sigma_n^2 = \sigma_{BS}^2 + \sigma_{RIN}^2 + \sigma_{ON}^2 + \sigma_{SN}^2 + \sigma_{FN}^2$$  \hspace{1cm} (11)

Consider a PON network with $P_s=4$dBm, $T_s=1$ns and by using the parameters and values in Table I, we can plot the SNR as a function of the number of customers for a traditional PON with 20km span. We assumed a uniform distribution of customers in an area where the furthest customer's distance from the RN is small as compared to the feeder length. In Fig. 5, for 32 PON customers, our proposed monitoring system achieves 12.4 dB SNR in only one short measurement.

**B. Enhanced SNR via noise averaging**

The decoded and detected signal in the CO consists of the sum of the power coming from the desired encoder with a noise term. In an effort to reduce the noise level, we repeat the measurement $n$ times and then average the noisy signals. We then reduce the variance of the noise component assuming that the repeated measurements are independent and the measurement conditions from one measurement to another do not change. This technique has been previously exploited in optical time domain reflectometer (OTDR) systems called correlated OTDR [17]. By repeating the measurements $n$ times, the average noise power is $\sigma_{n,\text{av}}^2 = \sigma_n^2 / n$ and the SNR can be improved by $10\log n$ dB [20].

In monitoring systems, the monitoring signal can be transmitted periodically during a short time interval without affecting the operation of the system which is not the case when the transmitted signal is data that needs to be transmitted continuously. This allows us to retransmit the signal $n$ times and then average the detected signal to reduce the noise variance.

Using the same parameters that are used in section A with 20km traditional PON, the SNR can be improved by averaging within 10ms measurement time as shown in Fig 5.

**C. Long reach PON**

Long-Reach PON (LR-PON) is a promising expansion approach for future access networks. This technology can enable broadband access for a large number of customers in the access/metro area, while decreasing CAPEX and OPEX for the network operator. The span of LR-PON technology can be increased from today’s standard of 20km to 100km or higher, and thereby remotely serve high number of customers using lower number of central offices. A major challenge in LR-PON is that the propagation delay of data as well control signals between the CO and the ONUs is also increased significantly from 0.2ms RTT in traditional PON to 1ms RTT in 100km LR-PON. Also due to the long distance, the signal attenuation is high and amplifiers are needed at the local exchanges, i.e. the former central offices. Because of these challenges, the performance of LR-PON will decrease as compared to the traditional PON.

In Fig. 5 we evaluate our monitoring system as a monitoring solution for the future LR-PONs. We see that our monitoring system for example can support monitoring of 64 customers with SNR ~ 10 dB in 1.7 minutes measurement time without using amplifiers. Note that this time is very high and future research will address methods of decreasing the measurement time.

### VI. FALSE ALARM AND DETECTION PROBABILITIES

The presence of optical and electrical noises may cause the CO to falsely declare a broken fiber for a healthy DDF. False declaration of fiber fault results in unnecessary truck-roll and this increases the OPEX. Also the CO failure to detect a fault leads to customer dissatisfaction and complaints. Our monitoring system is similar to a multi-target radar system where both the detection $P_D$ and false alarm $P_{FA}$ probabilities are of great importance as in the OPEX applications [19].

We apply Neyman-Pearson testing to maximize $P_D$ while not allowing the $P_{FA}$ to exceed a certain value. Because the Neyman-Pearson criterion depends on specifying the $P_{FA}$ to

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Code weight and coupling ratio</td>
<td>$w=4$, $x=0.5$</td>
</tr>
<tr>
<td>Fiber attenuation coefficient</td>
<td>$\alpha_s=0.3$ dB/km</td>
</tr>
<tr>
<td>Total connector splice loss</td>
<td>$\alpha_0=5$ dB</td>
</tr>
<tr>
<td>Avalanche photodiode</td>
<td>$G=100$</td>
</tr>
<tr>
<td>Optical source bandwidth</td>
<td>$B_s=1$ THz</td>
</tr>
<tr>
<td>Dark noise</td>
<td>$I_{DN}=160$ nA</td>
</tr>
<tr>
<td>Thermal noise</td>
<td>$N_{TH}=10^{-26}$ Amp$^2$/Hz</td>
</tr>
<tr>
<td>Feeder length</td>
<td>$l_f=20$ km</td>
</tr>
<tr>
<td>Fiber fault probability</td>
<td>$P_{fa}=.01$</td>
</tr>
</tbody>
</table>

where for $n=50$, we can get SNR~10dB for 256 customers
yield an acceptable detection probability, we need to examine carefully how the $P_D$ is affected by a specification of $P_D$ versus $P_{FA}$. Again borrowing from radar terminology, a parametric plot of this relationship is called the receiver operating characteristics (ROCs) [21].

By definition $P_D$ is the probability of correctly declaring a DDF faulty and $P_{FA}$ is the probability of declaring a DDF faulty when it is healthy. Assuming a Gaussian distribution for the decision statistic $\eta$ with mean $\bar{\eta}$ and power $\sigma_{\eta}^2$, the $P_D$ and $P_{FA}$ are related by

$$P_D=1-Q(\kappa \bar{\eta} (1-P_{FA})+\theta) \quad (12)$$

where $\theta$ can be thought as the SNR given as $\theta = \frac{\bar{\eta}}{\sigma_{\eta}} (\xi_1 = 1)/\sigma_{\eta} (\xi_1 = 0)$ and $\bar{\eta}$ is the decision statistic [19].

Using $P_s=4\text{dBm}$, $T_s=1\text{ns}$ and the parameters with their values in Table I, the ROCs for our monitoring system is shown in Fig. 6. For small network size, i.e. $N \leq 16$ with no averaging, the ROCs is flat and $P_{FA} = 1$ for any value of $P_{FA}$. As the network size increases, which means decreasing in the SNR, $\theta$, the ROCs deteriorate.

To improve the performance of the system we use noise averaging as discussed in section V and is presented in Fig. 6. We notice that the performance is highly improved where for example, a 95% $P_D$ for 128 customers traditional PON network can be achieved with $P_{FA}$=0.006 in 2ms measurement time which is 50 times smaller than PFA when averaging is not used as shown in Fig. 6 and this will highly decrease the OPEX of the network.

VII. CONCLUSION

We proposed and analyzed a new optical coding device that offers a promising solution for monitoring of future high-capacity PONs. We derived a mathematical model for our monitoring system and we used this model to address the importance of the network size on our monitoring system. Our encoding technique can support monitoring of a traditional 20km PON of 256 clients with SNR =10dB in 2ms measurement time. We also investigated the receiver operating characteristics via Neyman-Pearson hypothesis testing.

Moreover, we found that 95% $P_D$ with $P_{FA}$=0.006 can be achieved in 2ms measurement time for a PON with 128 customers. We extended our analysis for the case of LR-PON and we found that for 100km length, an extremely high measurement time of 1.7 minutes is required for 64 customers capacity. In future work, we will address the development of techniques to reduce the measurement time of the system.
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