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ABSTRACT

Feature selection and case organization are crucial steps in case-based reasoning (CBR), since the retrieval efficiency and accuracy even the success of the CBR system are heavily dependent on their quality. However, inappropriate feature selection and case selection together with ill-structured case organization may not only present a dilemma in case retrieval, but also greatly increase the case base. To obtain an efficient CBR system, selection of proper features and suitable cases with appropriate case organization are very important. This paper proposes a hybrid CBR system by introducing reduction technique in feature selection and cluster analysis in case organization. In this study, a minimal set of features is selected from the problem domain while redundant ones are reduced through neighborhood rough set algorithm. Once feature selection is finished, the growing hierarchical self-organizing map (GHSOM) is taken as a cluster tool to organize those cases so that the initial case base can be divided into some small subsets with hierarchical structure. New case is led into corresponding subset for case retrieval. Experiments on UCI datasets and a practical case in electromotor product design show the effectiveness of the proposed approach. The results indicate that the research techniques can effectively enhance the performance of the CBR system.

© 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Case-based reasoning (CBR) is an approach to problem solving by utilizing previous cases and experiences which are similar to the current one (Kolodner, 1993). It supposes that similar problems usually have similar solutions, and those problems may often take place. In CBR system, knowledge and previous experiences are stored as cases in a case memory (also known as case base or library). Typically, each case in the case memory is composed of two parts: one is the problem description part which illustrates the situation when the case happens, and the other is the solution description part which denotes the outcome of the corresponding problem. By similarity measurement between the current situation and the previous cases, a proposed solution is obtained for present problem according to the solution part of the similar case. Due to its unique way of knowledge representation, easy to implement and provision of an appropriate explanation for the output, CBR has been utilized in many areas, especially those complex and unstructured problems such as manufacturing, finance and medicine (Guo et al., 2012; Xie et al., 2013; Chuang, 2013; Ahn and Kim, 2009a;b; Ahmed et al., 2011).

However, traditional CBR is too much reliant on experts’ experiences, especially at the early stages, such as feature selection and case organization (Guo et al., 2011). With the rapid development of CBR, large scale case base is becoming more common, with the number of instances ranging from thousands to millions (Cao et al., 2001). Although an enormous case base may improve the coverage of the problem domain, it also causes problems of retrieval efficiency and brings many noisy cases. How to select appropriate features and organize the case base to optimize the CBR system become critical issues. In past decades, a lot of studies have conducted to promote the performance of similarity measurement, but few focus on other aspects that can be further combined to strengthen the retrieval performance (Kang et al., 2014). They mainly pay attention to the feature weighting and similarity measurement techniques partially or simultaneously, ignoring the problems of feature selection and case organization, although their simultaneous optimization may work better.

In addition, traditional CBR mainly tends to provide the user the results by similarity measurement (Kang et al., 2014). It falls into troubles in situations where there are many uncertainties in retrieval requirements, such as customer driven product design. It has been gained widely recognized the importance to...
understand customer voice to develop a successful design. However, it is a difficult task especially at the early stages of the product development due to the deficiency of relative knowledge. Though there are a large number of past cases and experiences, it is incredible for customers to know the detailed properties of the product. They only concern the main features of the product to fulfill their tasks. Brief description with principal features after appropriate feature selection should be provided to help customers to know the key characteristics of the product. On the other hand, there are many uncertainties in customers’ requirements. It is not always possible for customers to express their requirements accurately. Sometimes, they even do not know how to express their opinions. In such a circumstance, a CBR with visualization of the hierarchical structure of the case library to reveal the inherent relations of the past cases can help to capture customers’ true perceptions. Therefore, to develop a CBR with appropriate feature selection and case organization as well as case base visualization is an urgent need to assist product design.

The main purpose of this paper is to further enhance the performance of CBR. This paper presents an integrated reduction technique and cluster analysis approach to manipulate the problems of feature selection and case organization in large CBR systems. Neighborhood rough set method is introduced as a reduction tool for feature weighting and selection in case representation. Then the growing hierarchical self-organizing map (GHSOM) network is conducted in the initial case clustering and organization. Although feature selection and cluster analysis are widely applied in other data processing and classification areas, past studies only focus on partially one of them, the integration of both techniques are seldom used in CBR.

The rest of this paper is organized as follows. Section 2 gives a brief review about the related work. Section 3 introduces the research approach. Section 4 conducts experiments on UCI datasets and a practical case about electromotor product design to evaluate the performance of the proposed method. Section 5 presents the conclusion and makes suggestion about the future work.

2. Related work

Case retrieval efficiency and accuracy are attractive topics among the development of CBR system. Many researchers conducted a lot of work to improve the retrieval performance by enhancing the process of similarity measurement (Li and Ho, 2009; Kar et al., 2012; Qi et al., 2009, 2011). However, traditional CBR relied heavily on experts’ experiences, the fundamental roles of feature selection and case organization are ignored.

Feature selection and weighting generally determine the representative features and their weights, remove redundant ones while case selection deals with the selection of typical cases to construct case memory. Reduction techniques are crucial in this phase by eliminating redundant features and erroneous cases to strengthen the retrieval efficiency and accuracy. Among various feature selection techniques, rough set method is widely used in feature selection and case base reduction in CBR. Salamó and Golobardes (2001), Salamó and Lópezsánchez (2011) introduced two reduction methods to manipulate case memory reduction on the basis of rough set algorithm. They conducted case memory reduction through studying the representativeness of the whole cases and employing a different strategy to select the best cases, and further performed feature selection for dimensionality reduction. Jiang et al. (2006) presented a novel model to calculate feature weights and conduct feature reduction based on fuzzy similarity and rough set algorithm. Li et al. (2006) performed feature reduction by rough set and combined it with case selection to handle large documents. Fernandez-Riverola et al. (2007) adopted a rough set based reduction approach to minimize the case base. The method calculated the relevance of each attribute and was used to reduce the memory size of a fuzzy CBR system according to the contribution of each case feature.

However, classical rough set algorithm can only work with categorical features. It cannot deal with numerical variables that are continuous valued. Genetic algorithm (GA) and many other methods were proposed to enhance the processes of feature selection and case reduction. Liu et al. (2008) introduced association rules mining in case base reduction. They attempted to reduce the case base and discover a compact collection of association rules to substitute the homogeneous cases in the initial case memory to improve retrieval efficiency. Ahn and Kim (2009a,b) tried to promote the prediction accuracy of CBR by using GA to optimize the processes of feature weighting, case selection as well as the size of neighbors simultaneous. Li et al. (2009) developed a novel feature selection model based on mutual information in software cost estimation. Xiong and Funk (2006) proposed an approach to assess the quality of feature selection based on the performance of CBR. They further suggested a hierarchical memetic algorithm to conduct feature selection and similarity modeling simultaneously (Xiong and Funk, 2010). In addition, similarity clustering and artificial immune system algorithm were also reported in the feature selection in CBR (Massie et al., 2007; Lin and Chen, 2011).

Although many methods are proposed, most of them are too dependent on the parameters that are selected. They differ from different values due to poor stability. Thus neighborhood rough set method is proposed as a reduction technique to address this issue. It can manipulate both numerical and categorical attributes without discretization and it is powerful in identification of effective subsets of features.

While feature selection deals with preprocessing of the CBR system, case organization, management and maintenance are the procedures of refining the case base. They focus on ways for revising the structure or contents of the case memory to facilitate further retrieving and reasoning. Many clustering algorithms and data mining techniques were introduced in case organization and maintenance. Cao et al. (2001, 2003) proposed a fuzzy-rough method for case library maintenance and adaptation knowledge mining. They used fuzzy-rough method to learn feature weights, divide the case base into some clusters, mine adaptation rules and select representative cases. Yang and Wu (2001) developed an interactive CBR which used clustering algorithm to merge similar cases together and create decision forests to help divide a large case library into several small ones. In order to resolve the problems in case adaptation, Jung et al. (2009) built a RBF network on the basis of typical cases generated by k-means clustering, and obtained the most similar typical one through the network after appropriate adjustment. Zhuang et al. (2009) used self-organizing maps (SOM) as a data mining approach to partition enormous pathology ordering data into several homogeneous clusters and extract useful knowledge from the clusters, and further combined with CBR for decision support. Fan et al. (2011) suggested a case-based weighted clustering methodology to divide the original dataset into several clusters, and combined with a fuzzy decision tree and GA to develop a decision-making system for medical diagnosis. Kim and Han (2001) introduced learning vector quantization and SOM to calculate the centroid values of clusters and presented a cluster-indexing method of CBR for bond rating prediction. Freyne and Smyth (2010) exploited an online case representation scheme in CBR to offer users the ability to visualize complex datasets. Chakraborti et al. (2008) studied the problems of visualizing and evaluating complexity in case base maintenance. They suggested a method to visualize case library by features and cases clustering and presented a complexity measurement algorithm.
Among those data mining methods in CBR, cluster analysis is a popular technique which was paid more attention (Tseng et al., 2005). By clustering, the case base is transformed into several small ones in which the cases are more similar in each cluster. The most similar cluster would be retrieved and compared with the new case to find the suitable one. Although clustering is a promising technique in case organization, most of traditional clustering algorithms suffer from many serious problems. First of all, most of the clustering algorithms need to define auxiliary information in advance (Bajo et al., 2010). However, it is not always possible to predefine the proper clustering strategy, the topology of the clustering and the number of clusters. Second, traditional clustering algorithms can only show the similarities by distance measurement, not the inherent hierarchical structure of the dataset. In other words, they lack ability for visualizing the inherent relationships of the clustering results. To address these issues, this paper introduces GHSOM as a clustering algorithm in case organization. It adopts a flexible architecture which only depends on the training process. Most importantly, it can offer the user the proper clusters and the visualization of the inherent hierarchical relations of the case library by stacking similar cases close to each other. The visualization is extremely useful in situations where there are many uncertainties in retrieval requirements such as customer driven product design to help to identify the user’s true perception.

While neighborhood rough set based reduction approach plays an important role in the phase of feature selection, GHSOM concerns with how to effectively organize the case memory. Thus these two methods can be combined together to optimize the processes of feature selection and case organization as well as provide the visualization of the case library to further promote the performance of CBR.

3. Proposed method

3.1. Framework of the proposed method

For the purpose of further improving the retrieval performance of CBR system, this paper proposes an integrated method by introducing neighborhood rough set method as a reduction technique in feature selection while conducting cluster analysis in case organization using GHSOM. With the help of feature selection, redundant features are removed. By using GHSOM, the most similar cases and the corresponding cluster can be found for further retrieving. The framework of the research model is shown in Fig. 1.

3.2. Feature selection

Generally, previous knowledge and experiences are stored as cases in the case library while suitable features are selected to represent them. Each case in the case memory contains three parts: one is the case number, which is allocated by the system in order to provide a unique identification for each case; the other is problem description, which is used to describe the situation when the case happened; another is solution description, which is used to represent the results of the corresponding cases. The model is depicted as

\[ \text{[case number, problem description, solution description]} \]

However, each case may have too many features. It is incredible to use all of them to represent a case for retrieving due to the reason that many redundant features may cost a large number of computational times and deteriorate system performance. Usually, the case is represented by a few principal features and redundant features are removed. Thus, more attention should be paid to the issue of how to select principal features from a large amount of initial ones, namely feature selection. This can be done with the help of the concept of usefulness or significance of the feature which is decided by its redundancy and relevancy. A feature is redundant or not lies on whether it is correlated with other features, if it does then it is redundant, otherwise it is not redundant. Accordingly, a feature is relevant or not depends on whether it can affect the prediction of the solution, if it does then it is relevant, otherwise it is irrelevant. Hence the final feature subset should be one that all the problem features are mutually irrelevant, but closely related to the solution ones. When the features are determined, it will be used to describe the cases, and used for further retrieving in CBR.

This paper introduces neighborhood rough set algorithm as a feature selection approach. Generally, rough set method is a popular approach widely used in attribute reduction. Neighborhood rough set algorithm is a variant of classical rough set which introduces the concept of neighborhood relations (Hu et al., 2008). Formally, an information system is represented by \( S = (U, A) \), where \( U \) denotes the universe, \( A \) is a set of attributes, \( A = \{a_1, a_2, \ldots, a_n\} \) and \( A = C \cup D \). \( C \) is a set of condition attributes and \( D \) is the decision one (Walczak and Massart, 1999).

Given \( B \subseteq C \), \( \forall x_i \in U \), the neighborhood \( \delta_B(x_i) \) of \( x_i \) in \( B \) is defined as

\[ \delta_B(x_i) = \{x_j | x_j \in U, \Delta_B(x_i, x_j) \leq \delta\} \tag{1} \]

where \( \Delta \) is a distance function.

![Fig. 1. Framework of the proposed method.](image-url)
∀x₁, x₂ ∈ U, their distance is defined as

\[
\Delta_P(x_1, x_2) = \left( \frac{1}{P} \sum_{i=1}^{n} |f(x_1, a_i) - f(x_2, a_i)|^p \right)^{1/p}
\]  

(2)

where \( f(x, a_i) \) is the value of x in \( a_i \).

Thus the set of neighborhood \( \{x_i | \delta(x_i) \subset X, x_i \in U\} \) composes a granule space that covers U rather than partitions it. The neighborhood relation \( N \) on \( U \) can be denoted by a relation matrix \( R(N) = (r_{ij})_{n \times n} \), where

\[
r_{ij} = \begin{cases} 1, & \Delta(x_i, x_j) \leq \delta; \\ 0, & \text{otherwise}. \end{cases}
\]

Then the lower approximation \( (NX) \), upper approximation \( (NX) \) and boundary \( (BNX) \) of \( X \) in \( \langle U, N \rangle \) are defined as

\[
NX = \{x_i | \delta(x_i) \subset X, x_i \in U\}
\]

(3)

\[
NX = \{x_i | \delta(x_i) \cap X \neq \emptyset, x_i \in U\}
\]

(4)

\[
BNX = \overline{NX} - NX
\]

(5)

Therefore a neighborhood decision system is represented as \( NDS = \langle U, A, N \rangle \), the lower approximation \( (NSD) \), upper approximation \( (NSD) \) and boundary \( (BN(D)) \) of \( D \) on \( B \) are defined as

\[
NSD = \bigcup_{i=1}^{n} NS_{X_i}
\]

(6)

\[
NSD = \bigcup_{i=1}^{n} NS_{X_i}
\]

(7)

\[
BN(D) = \overline{NSD} - NSD
\]

(8)

where \( X_1, X_2, \ldots, X_n \) are the object subsets corresponding with decision \( 1 \) to \( n \), \( NS_X = \{x_i | \delta(x_i) \subset X, x_i \in U\} \), \( NS_X = \{x_i | \delta(x_i) \cap X \neq \emptyset, x_i \in U\} \). The lower approximation \( NS_D \) is also known as the positive region of decision \( D \) on condition \( B \), denoted by \( POS_B(D) \).

The dependency of \( D \) on \( B \) is defined as

\[
\gamma_B(D) = \frac{|POS_B(D)|}{|U|}
\]

(9)

For a given \( NDS = \langle U, A, N \rangle \), \( B \subseteq A \), \( B \) is a relative reduct if:

\[
\gamma_B(D) = \gamma_a(D), \forall a \in B, \gamma_B(D) > \gamma_{B-a}(D).
\]

The significance of attribute \( a \) is defined as

\[
sign(a, B, D) = \begin{cases} \gamma_B(D) - \gamma_{B-a}(D), & \text{if } a \in B; \\ \gamma_{B-a}(D) - \gamma_B(D), & \text{if } a \notin B. \end{cases}
\]

(10)

Hence attribute \( a \) is redundant if \( sign(a, B, D) = 0 \), otherwise it is indispensable. Therefore the feature selection algorithm according to neighborhood rough set is conducted as follows:

Step 1: input: information system \( \langle U, A \rangle \), size of the neighborhood \( \delta \), convergence criterion \( \varepsilon \); output: reduct;

Step 2: \( \emptyset \rightarrow \text{reduct} \);

Step 3: for each attribute \( a_i \in C - \text{reduct} \), calculate \( \gamma_{\text{reduct} \cup a_i}(D) \) and \( \text{sign}(a_i, \text{reduct}, D) \);

Step 4: find \( a_0 \): \( \text{sign}(a_0, \text{reduct}, D) = \max(\text{sign}(a_i, \text{reduct}, D)) \);

Step 5: if \( \text{sign}(a_0, \text{reduct}, D) > \varepsilon \), then \( \text{reduct} \cup a_0 \rightarrow \text{reduct} \), go to Step 2; else return reduct;

end

By using neighborhood rough set algorithm, feature weights are determined and redundant features are removed according to the weights of each feature.

### 3.3. Case organization

When the feature selection is accomplished, emphasis should be placed on how to organize those cases. In this paper, GHSOM is introduced to perform cluster analysis to the case library so the large case base can be partitioned into small groups to reduce the size of stack memory and optimize the retrieval performance.

Due to its outstanding ability in the visualization of topological relationship for high-dimensional dataset, SOM is widely employed as a powerful tool for exploratory data analysis in the identification and visualization of clustering in the dataset (Kohonen, 1982). However, traditional SOM has to predefine the topology of the network and it cannot provide the visualization of the clustering results with a hierarchical structure. To overcome these deficiencies of traditional SOM, this paper introduces GHSOM for case organization and clustering in case base construction. The GHSOM adopts a flexible and hierarchical architecture with multiple layers while each of them contains many independent SOMs where the numbers of layers, maps as well as neurons are all determined by training. It can offer the user the proper clusters as well as the inherent hierarchical relations of the case memory (Rauber et al., 2002). Initially, only one SOM is utilized in layer 1. For each node on the structure, a new SOM might be increased to the subsequent layer if the divergence reaches the given criterion. The mechanism is repeated until it reaches the stopping criterion. The architecture of the GHSOM is shown in Fig. 2.

The construction of the GHSOM is described as follows:

Step 1: Parameter initialization: such as the initial map size, learning rate, neighborhood range, growing-stopping criterion, hierarchical stopping criterion, label threshold and the number of labels.

Step 2: Set up a virtual layer 0 which contains only one node (unit). Its weight is assigned as the mean of the input data. The mean quantization error \( mqe_0 \) is obtained by measuring the Euclidean distance between the input data and the weight.

Step 3: Determine the map size of layer 1 on the basis of the standard SOM training procedure. As shown in Fig. 2, the map in layer 1 is made up of \( 3 \times 2 \) nodes and offers a rough organization to the input data.

Step 4: Grow horizontally of the map. By computing the \( mqe \) of all nodes in the current layer, the mapping quality is evaluated and

![Fig. 2. Architecture of the GHSOM.](image-url)
the error unit is identified. Then new units are inserted by rows or columns between the error one and its most dissimilar neighbor, and their weights are assigned as the average of their neighbors. Finally, compute MQE of the present map which is equivalent to the average mqe of all the nodes. The map growth continues until the MQE reaches a certain fraction $\tau_1$ of the $mqe_u$ of the corresponding node in the former layer:

$$MQE_m < \tau_1 \cdot mqe_u$$  \hspace{1cm} (11)

Step 5: Expand the hierarchical structure. The hierarchy grows until all the $mqe_i$ in the present layer reaches the given fraction $\tau_2$ of the $mqe_u$ of layer 0.

$$mqe_i < \tau_2 \cdot mqe_0$$  \hspace{1cm} (12)

Step 6: Set up the further layers by repeating the procedure of Step 4 and 5. The down layer is the subset of the corresponding node in the upper layer which has been mapped onto. Then the maps in the bottom layer provide a more detailed data organization.

Once the GH SOM is created, all previous cases of the CBR system are divided into several small groups. By changing the values of $\tau_1$ and $\tau_2$, the size of each group can be controlled.

When a new problem occurs, it is first represented by the problem feature vectors. Then it will be put together with the past cases to conduct clustering. Finally, it is guided into corresponding subset by GH SOM, in which the new problem is mapped with the previous cases and the most similar one can be obtained by case retrieval using similarity measurement such as cosine similarity or fuzzy similarity.

4. Case study

4.1. Evaluation on benchmark datasets

Before used in CBR, experiments are conducted to evaluate the performance of the neighborhood rough set method, GH SOM algorithm and their integrated model. The experiments are implemented on a PC platform with Intel Core i5-3550 3.30 GHz CPU, 8GB RAM, Windows 7 and Matlab development environment. Ten datasets in UCI machine learning repository are selected as test benchmarks. The properties of the datasets are outlined in Table 1.

In evaluation of the feature selection method, two other prevalent techniques including Kmeans, FCM, KNN and SOM, are utilized to compare with the GH SOM algorithm. Then their integrated method (NRSM–GH SOM) is developed and compared with the Kmeans and GH SOM clustering. Classification accuracy is used as an index of performance evaluation in various experiments. The comparison of the feature selection approach, clustering algorithm and their integrated method are shown in Tables 2, 3 and 4, respectively.

In Table 2, the classification accuracy in feature selection evaluation is calculated by Kmeans. From Table 2, it can be concluded that the neighborhood rough set feature selection method has higher classification accuracy than other methods in general. While in Table 3, the GH SOM algorithm outperforms other clustering methods in general. In addition, the integrated NRSM–GH SOM can further improve the classification accuracy, which are shown in Table 4. Besides, most importantly, the

\[\text{Datasets} \quad \text{Instances} \quad \text{Features} \quad \text{Classes}\]

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Classifications accuracy (%)</th>
<th>Original</th>
<th>ReliefF</th>
<th>PCA</th>
<th>NRSM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wine</td>
<td>94.94</td>
<td>95.51</td>
<td>95.51</td>
<td>97.19</td>
<td></td>
</tr>
<tr>
<td>WDBC</td>
<td>92.79</td>
<td>92.94</td>
<td>96.66</td>
<td>95.61</td>
<td></td>
</tr>
<tr>
<td>Seeds</td>
<td>89.05</td>
<td>90</td>
<td>92.86</td>
<td>94.76</td>
<td></td>
</tr>
<tr>
<td>Ionosphere</td>
<td>71.23</td>
<td>70.94</td>
<td>84.33</td>
<td>91.17</td>
<td></td>
</tr>
<tr>
<td>Credit</td>
<td>79.02</td>
<td>81.16</td>
<td>86.22</td>
<td>91.17</td>
<td></td>
</tr>
<tr>
<td>Sonar</td>
<td>53.37</td>
<td>55.29</td>
<td>82.69</td>
<td>86.06</td>
<td></td>
</tr>
<tr>
<td>Heart</td>
<td>79.63</td>
<td>79.26</td>
<td>86.74</td>
<td>86.3</td>
<td></td>
</tr>
<tr>
<td>German</td>
<td>55.8</td>
<td>57.1</td>
<td>70.7</td>
<td>74.9</td>
<td></td>
</tr>
<tr>
<td>Australian</td>
<td>82.32</td>
<td>81.88</td>
<td>84.93</td>
<td>86.96</td>
<td></td>
</tr>
<tr>
<td>Spect</td>
<td>62.55</td>
<td>51.31</td>
<td>73.41</td>
<td>80.52</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>76.07</td>
<td>75.47</td>
<td>84.81</td>
<td>88.02</td>
<td></td>
</tr>
</tbody>
</table>

Table 3 Comparison of the clustering algorithm.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Classification accuracy (%)</th>
<th>Kmeans</th>
<th>FCM</th>
<th>KNN</th>
<th>SOM</th>
<th>GH SOM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wine</td>
<td>94.94</td>
<td>97.19</td>
<td>97.19</td>
<td>97.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WDBC</td>
<td>92.79</td>
<td>94.02</td>
<td>95.61</td>
<td>97.54</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seeds</td>
<td>89.05</td>
<td>90.48</td>
<td>94.76</td>
<td>94.76</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ionosphere</td>
<td>71.23</td>
<td>94.76</td>
<td>94.76</td>
<td>94.76</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Credit</td>
<td>79.02</td>
<td>86.37</td>
<td>86.68</td>
<td>86.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sonar</td>
<td>53.37</td>
<td>66.83</td>
<td>86.06</td>
<td>86.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heart</td>
<td>79.63</td>
<td>66.83</td>
<td>86.06</td>
<td>86.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>German</td>
<td>55.8</td>
<td>66.83</td>
<td>86.06</td>
<td>86.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Australian</td>
<td>82.32</td>
<td>66.83</td>
<td>86.06</td>
<td>86.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spect</td>
<td>62.55</td>
<td>66.83</td>
<td>86.06</td>
<td>86.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>76.07</td>
<td>66.83</td>
<td>86.06</td>
<td>86.3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4 Comparison of the integrated method.

GHSOM can provide visualization of the datasets. From the clustering of GHSOM, people can get to know the inherent relations of the dataset.

4.2. Experiment on a practical case

After evaluation of the proposed method on benchmark datasets, a new CBR model is developed and an empirical case study of electromotor product design is conducted to show the effectiveness of the proposed CBR model. Generally, the electromotor is an important component in industrial department and widely used in various areas. Among the development of the electromotor industry, a large number of experiences and knowledge are collected. In a customer driven electromotor design, a CBR with appropriate feature selection and case organization is put forward to assist the product development.

In this study, 1103 cases were collected from its previous product series to build a case base. Among the cases, 21 attributes are collected from its product specification, which are shown in Table 5. There are 13 numerical attributes and 8 symbolic attributes in the attributes list. Based on the proposed method, a computer-aided platform is exploited to assist product design which is illustrated in Fig. 3. Then the proposed model is described as follows:

Step 1: Data preprocessing. For the symbolic data in Table 5, it should be transformed to numerical one.

\[ F_i = \frac{i - 1}{n - 1} \]  

which is established on the assumption that the symbolic data has \( n \) symbolic values and each of them is denoted by an order value as its corresponding numerical one. Hence 1 is the minimum numerical value of the corresponding symbolic data while \( n \) is the maximum and \( i \) denotes the ordinal value of symbolic data of case \( i \).

Step 2: Feature selection. After the preprocessing of the initial dataset, neighborhood based rough set algorithm stated in Section 3.2 is introduced to select principal features from the initial attributes in Table 5. Finally, four principle features are selected from the initial 21 attributes, including \( A_3 \) (Rated speed), \( A_1 \) (Rated output power), \( A_{12} \) (Motor identification symbol) and \( A_2 \) (Rated voltage), which are shown in Table 6. The others are eliminated through the reduction algorithm according to their weights. It is more convenient to use such small dimensional data to represent the cases for retrieval and management than the initial large one.

Step 3: Data normalization. After feature selection, the data to be clustered should be normalized in order to change the data between [0, 1].

\[ F_i = \frac{x_i - \min(x_1, x_2, \ldots, x_n)}{\max(x_1, x_2, \ldots, x_n) - \min(x_1, x_2, \ldots, x_n)} \]  

Table 5
List of attributes.

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Description</th>
<th>Type</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>Rated output power</td>
<td>Numerical</td>
<td>30</td>
</tr>
<tr>
<td>A2</td>
<td>Rated voltage</td>
<td>Numerical</td>
<td>380</td>
</tr>
<tr>
<td>A3</td>
<td>Rated speed</td>
<td>Numerical</td>
<td>2800</td>
</tr>
<tr>
<td>A4</td>
<td>Rated frequency</td>
<td>Numerical</td>
<td>50</td>
</tr>
<tr>
<td>A5</td>
<td>Flameproof performance</td>
<td>Symbolic</td>
<td>Y</td>
</tr>
<tr>
<td>A6</td>
<td>Poles</td>
<td>Numerical</td>
<td>4</td>
</tr>
<tr>
<td>A7</td>
<td>Noise</td>
<td>Numerical</td>
<td>80</td>
</tr>
<tr>
<td>A8</td>
<td>Pullout torque/Rated torque</td>
<td>Numerical</td>
<td>2</td>
</tr>
<tr>
<td>A9</td>
<td>Locked torque/Rated torque</td>
<td>Numerical</td>
<td>2</td>
</tr>
<tr>
<td>A10</td>
<td>Locked current/Rated current</td>
<td>Numerical</td>
<td>7</td>
</tr>
<tr>
<td>A11</td>
<td>Duty/Rating</td>
<td>Symbolic</td>
<td>S1</td>
</tr>
<tr>
<td>A12</td>
<td>Motor identification symbol</td>
<td>Symbolic</td>
<td>YB2</td>
</tr>
<tr>
<td>A13</td>
<td>Connection</td>
<td>Symbolic</td>
<td>Y</td>
</tr>
<tr>
<td>A14</td>
<td>Power factor</td>
<td>Numerical</td>
<td>0.88</td>
</tr>
<tr>
<td>A15</td>
<td>Manufacturer</td>
<td>Symbolic</td>
<td>N</td>
</tr>
<tr>
<td>A16</td>
<td>Cooling method</td>
<td>Symbolic</td>
<td>IC411</td>
</tr>
<tr>
<td>A17</td>
<td>Vibration class</td>
<td>Numerical</td>
<td>2.8</td>
</tr>
<tr>
<td>A18</td>
<td>Protection class</td>
<td>Symbolic</td>
<td>IP55</td>
</tr>
<tr>
<td>A19</td>
<td>Temperature rise class</td>
<td>Symbolic</td>
<td>B</td>
</tr>
<tr>
<td>A20</td>
<td>Insulation class</td>
<td>Symbolic</td>
<td>F</td>
</tr>
<tr>
<td>A21</td>
<td>Altitude above sea level</td>
<td>Numerical</td>
<td>1000</td>
</tr>
</tbody>
</table>

Fig. 3. The computer-aided CBR system.
where \( F_i \) is the normalized value of each variable, \( n \) denotes the sum of cases and \( x_i \) is the value of \( X \) of case \( i \).

### Table 6
List of selected features.

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Description</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>Rated speed</td>
<td>0.0037</td>
</tr>
<tr>
<td>A1</td>
<td>Rated output power</td>
<td>0.2653</td>
</tr>
<tr>
<td>A12</td>
<td>Motor identification symbol</td>
<td>0.3501</td>
</tr>
<tr>
<td>A2</td>
<td>Rated voltage</td>
<td>0.3809</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>1.0000</td>
</tr>
</tbody>
</table>

### Table 7
Input dataset after feature selection.

<table>
<thead>
<tr>
<th>Number</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
<th>A12</th>
</tr>
</thead>
<tbody>
<tr>
<td>M0001</td>
<td>2.7E-5</td>
<td>0</td>
<td>0.9285</td>
<td>0</td>
</tr>
<tr>
<td>M0002</td>
<td>5.8E-5</td>
<td>0</td>
<td>0.9285</td>
<td>0</td>
</tr>
<tr>
<td>M0003</td>
<td>1.1E-4</td>
<td>0</td>
<td>0.9285</td>
<td>0</td>
</tr>
<tr>
<td>M0004</td>
<td>1.9E-4</td>
<td>0</td>
<td>0.9380</td>
<td>0</td>
</tr>
<tr>
<td>M0005</td>
<td>2.8E-4</td>
<td>0</td>
<td>0.9380</td>
<td>0</td>
</tr>
<tr>
<td>M0006</td>
<td>4.4E-4</td>
<td>0</td>
<td>0.9380</td>
<td>0</td>
</tr>
<tr>
<td>M0007</td>
<td>6.2E-4</td>
<td>0</td>
<td>0.9437</td>
<td>0</td>
</tr>
<tr>
<td>M0008</td>
<td>9.3E-4</td>
<td>0</td>
<td>0.9437</td>
<td>0</td>
</tr>
<tr>
<td>M0009</td>
<td>0.0013</td>
<td>0</td>
<td>0.9589</td>
<td>0</td>
</tr>
<tr>
<td>M010</td>
<td>0.0017</td>
<td>0</td>
<td>0.9627</td>
<td>0</td>
</tr>
<tr>
<td>M011</td>
<td>0.0024</td>
<td>0</td>
<td>0.9665</td>
<td>0</td>
</tr>
<tr>
<td>M012</td>
<td>0.0033</td>
<td>0</td>
<td>0.9665</td>
<td>0</td>
</tr>
<tr>
<td>M013</td>
<td>0.0049</td>
<td>0</td>
<td>0.9779</td>
<td>0</td>
</tr>
<tr>
<td>M014</td>
<td>0.0056</td>
<td>0</td>
<td>0.9779</td>
<td>0</td>
</tr>
<tr>
<td>M015</td>
<td>0.0082</td>
<td>0</td>
<td>0.9779</td>
<td>0</td>
</tr>
<tr>
<td>M016</td>
<td>0.0098</td>
<td>0</td>
<td>0.9817</td>
<td>0</td>
</tr>
<tr>
<td>M017</td>
<td>0.0133</td>
<td>0</td>
<td>0.9855</td>
<td>0</td>
</tr>
<tr>
<td>M018</td>
<td>0.0165</td>
<td>0</td>
<td>0.9855</td>
<td>0</td>
</tr>
<tr>
<td>M019</td>
<td>0.0200</td>
<td>0</td>
<td>0.9932</td>
<td>0</td>
</tr>
<tr>
<td>M020</td>
<td>0.0245</td>
<td>0</td>
<td>0.9932</td>
<td>0</td>
</tr>
<tr>
<td>M021</td>
<td>0.0334</td>
<td>0</td>
<td>0.9932</td>
<td>0</td>
</tr>
<tr>
<td>…</td>
<td>…</td>
<td>…</td>
<td>…</td>
<td>…</td>
</tr>
</tbody>
</table>

Step 4: Construction of the database. After the preprocessing of the original data and selection of the principal features, the initial database can be built by these data which is shown in Table 7.

Step 5: Case base organization. Once the database is created, GHSOM is adopted as a clustering tool to partition the whole case base into hierarchical small ones, which composite the structure of the case memory. Fig. 4 shows the clustering result of the cases. Because there are too many cases, it is not possible to show all the cases in one figure, so Fig. 4 only shows the sum of cases in each cluster. According to Fig. 4, there are only 26 cases in the biggest cluster, not the whole 1103 cases; it is very convenient to retrieve similar cases in such small clusters. Besides, it is very simple to adjust the amount of cases in the cluster.

Step 6: Case retrieval. When a new problem happens, it will be represented by the problem feature vectors and then put together with the past cases to conduct clustering. With the help of GHSOM, the retrieval data is led into corresponding small case library and the most similar case can be obtained within the small case base by similarity measurement. Fig. 5 shows the retrieval result. It should be noted that the most similar cluster is shown with cases, and the others still only show the sum of cases. It is very convenient to know the whole cases in the small group and which is the most similar one to the retrieved case. From Fig. 5 it is obviously that there are 3 cases which are most similar with the retrieved case. Then the similarity within the cluster is measured by cosine similarity, and ‘M0168’ has the biggest similarity 0.99986 with the retrieved cases ‘D0001’.

### 4.3. Comparison and discussion

The purpose of this study is to enhance CBR performance by introducing feature selection and cluster analysis. To evaluate the proposed hybrid CBR (HCBR), traditional CBR (TCBR) (Kolodner, 1993) and CBR combined with ReliefF (CBR-ReliefF) (Robnik-Šikonja and Kononenko, 2003), are conducted in the experiment for comparison. In this experiment, relative error rate (RER) and computational time are employed as the performance...
indices of each method, which are expressed as follows:

\[
RER = \frac{\text{Actual value} - \text{Predict value}}{\text{Actual value}} \times 100\% \quad (15)
\]

where Actual value is the actual value of the case and Predict value is the retrieved one.

To evaluate the performance of different CBR models, ten-fold cross-validation is conducted based on the practical example in Section 4.2. The results of the experiments are illustrated in Table 8. Among them, the proposed HCBR has the least RER and computational time comparing with the other two methods. In RER, the proposed model is 6.31% while TCBR is 16.19% and CBR-ReliefF is 11.32%. In computational time, the proposed method employs 4.93 s while the TCBR is 6.08 s and CBR-ReliefF is 5.97 s. Obviously, by integrating with neighborhood rough set and GHSOM, the proposed CBR model can effectively promote the retrieval accuracy and efficiency.

Moreover, comparing with other two CBR models, the proposed CBR can also lower the burden of retrieving by measuring the similarity only between the principal features rather than the whole ones with the help of feature selection technique. It is helpful even reduce a small group of attributes especially in the environment of large case base or complex case which is represented by hundreds attributes. Besides, due to the outstanding ability in the visualization of topological relationship among the high-dimensional inputs and the low-dimensional representation of GHSOM approach, the proposed CBR can visually display the inherent similar relations within the case cluster. The GHSOM can automatically determine the number of clusters according to the training process rather than predefined. It adopts a flexible and hierarchical structure to represent the results of case clustering. When a new problem happens, the proposed method can easily and visually show the similar cluster of the retrieved case through GHSOM clustering. The most suitable case is obtained within the similar cluster by similarity measurement as well as the closeness between different cases.

5. Conclusion

Due to the important roles of feature selection and case organization, this paper proposes reduction technique in feature selection and cluster analysis in case organization in CBR system. In feature selection, the paper introduces neighborhood rough set method as a reduction technique to calculate the weights of all the features and irrelevant ones are removed according to their weights. Then a minimal subset of features is selected from the problem domain. Once the feature selection is accomplished, the paper conducts cluster analysis to organize those cases. In this phase, GHSOM is introduced as a clustering tool to divide the initial case memory into several small ones, in which the cases are more similar to each other in the same group than those from different clusters. Thus the large case library is transformed into several hierarchical small ones. New cases are guided into corresponding small clusters and case retrieval is done within the cluster. By assigning a suitable threshold, an appropriate amount of similar cases are obtained for future revision and reuse. Finally, the paper evaluates the proposed algorithms on benchmark
datasets and adopts the new developed CBR model in a practical case study to assist electromotor product design. After comparing with several other methods, the conclusion that the proposed CBR model is applicable for problem solving with higher performance is drawn.

Although the proposed method is a progress to some extent, there are still many places need to improve. In the future, efforts should be placed on the simultaneously optimization of feature selection, case selection and case organization under complex environment. Besides, researchers should pay more attention to the combination of CBR and database technology as well as data mining techniques to lower the burden of the case memory and enhance the case retrieval efficiency.
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