
ARTICLE IN PRESS 

JID: COMPNW [m3Gdc; March 5, 2016;18:13 ] 

Computer Networks 0 0 0 (2016) 1–10 

Contents lists available at ScienceDirect 

Computer Networks 

journal homepage: www.elsevier.com/locate/comnet 

A grid-based joint routing and charging algorithm for 

industrial wireless rechargeable sensor networks 

Guangjie Han 

a , b , ∗, Aihua Qian 

a , Jinfang Jiang 

a , Ning Sun 

a , Li Liu 

a 

a Department of Information & Communication Engineering, Hohai University, Changzhou 213022, China 
b Changzhou Key Laboratory of Sensor Networks and Environmental Sensing, Changzhou 213022, China 

a r t i c l e i n f o 

Article history: 

Received 31 July 2015 

Revised 30 October 2015 

Accepted 9 December 2015 

Available online xxx 

Keywords: 

IWRSNs 

grid-based 

joint routing and charging 

proactively charging 

a b s t r a c t 

Wireless charging techniques provide a more flexible and promising way to solve the en- 

ergy constraint problem in industrial wireless rechargeable sensor networks (IWRSNs). Al- 

though considerable research has been done on wireless charging algorithms, most of it 

only focuses on passively replenishing nodes having insufficient energy. In this paper, we 

propose a grid-based joint routing and charging algorithm for IWRSNs to solve the charg- 

ing problem in a proactive way. On the one hand, a new routing protocol is designed ac- 

cording to charging characteristics of the charger to achieve local energy balance. On the 

other hand, different charging times are allocated at different charging points on the basis 

of energy consumption caused by the routing process to achieve global energy balance. 

Simulation results verify superiority of our proposed algorithm in solving the balancing 

energy problem and improving survival rates of nodes. 

© 2015 Elsevier B.V. All rights reserved. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1. Introduction 

Recently, industrial wireless sensor networks (IWSNs)

have become widely applied to many industrial fields,

such as the production automation, real time telemetry,

smart homes, large-scaled structures etc. [1–5] . IWSNs are

composed of energy limited sensor nodes, which are usu-

ally powered by a battery. It is quite expensive to replace

all nodes having used all their power with new ones,

especially in large-scale sensing areas. Accordingly, some

studies, such as, for examples, [6–8] , attempt to solve

the energy constraint problem by designing energy-saving

routing protocols. The protocols can prolong the network

lifetime to a certain extent, but cannot fundamentally

resolve the energy constraint problem. Recent technolog-

ical advances in wireless charging technologies inspire
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researchers to apply them to IWSNs, which can be used to

supply sensor nodes with electricity. In IWRSNs, a mobile

charger is equipped with a wireless energy transmitting

module, and sensor nodes are equipped with wireless

energy receiving modules. Thus, the mobile charger can

replenish energy of sensor nodes wirelessly. 

A key issue related to IWRSNs is how to design a charg-

ing strategy to prolong the lifetime of nodes as much as

possible. So far, there have been a certain amount of stud-

ies on wireless charging related to wireless rechargeable

sensor networks (WRSNs) [9–13] , which are also suitable

for IWRSNs. The main idea of existing charging algorithms

is to replenish energy in nodes that are short of energy.

In other words, these algorithms adopt a passive charg-

ing method: energy is only passed to sensor nodes hav-

ing little energy left. In this paper, we propose a grid-

based joint routing and charging algorithm for IWRSNs to

solve the energy constraint problem in a proactive way.

First, instead of passively replenishing energy for nodes,

we design a new routing protocol to avoid energy unbal-

ance as much as possible. Further, we divide the network

http://dx.doi.org/10.1016/j.comnet.2015.12.014
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into many small grids, the vertices of which are charging 

points for a mobile charger to sojourn and deliver energy 

to nodes. Moreover, the charging time at each point is de- 

termined by the energy consumption rate of nodes around 

it to achieve more balanced energy distribution. 

The main contribution of this paper is that we propose 

a grid-based joint routing and charging algorithm, and ver- 

ify its effectiveness by comparing its charging performance 

to the S-CURVES(ad) proposed in [14] . Since the goal of 

charging is to replenish energy and improve survival rate 

of nodes, the average residual energy, standard deviation 

of residual energy, and survival rate are chosen as evalua- 

tion parameters in this paper. 

The remainder of the paper is organized as follows. 

Section 2 summarizes current developments in the field 

of charging algorithms for WRSNs. Section 3 describes our 

grid-based joint charging and routing algorithm in detail. 

Section 4 presents simulation results followed by particu- 

lar analysis. Section 5 concludes and suggests future work. 

2. Related work 

Recent developments in wireless charging technologies 

have greatly contributed to the emergence of IWRSNs. In 

this paper, we propose a charging algorithm on the basis of 

the wireless charging model presented in [15] . We assume 

the IWRSN is built from the industrial wireless identifica- 

tion sensing platform (WISP) and commercial RFID readers. 

In what follows, we refer to the RFID reader as a charger, 

for simplicity. According to this charging model, the re- 

lationship between the transmission power of transmitter 

P t and received power of receiver P r can be formalized as 

follows: 

P r = 

G s G r ηP t 

L p 

(
λ

4 π(d 0 + β) 

)2 

(1) 

where G s and G r are antenna gains of the transmitter and 

receiver, respectively. η is the rectifier efficiency, L p is the 

polarization loss, λ is the wavelength of the signal, β is 

a parameter used to adjust the Friis’ free space equation 

for short distance transmissions, and d 0 is the distance be- 

tween the transmitter and receiver. In our case, the trans- 

mitter is a charger, and the receiver is a sensor node. To 

ease the description of the equation, we reformulate (1) 

as P r = 

α
(d+ β) 2 

where α = 

G s G r ηP t 
L p 

( λ4 π ) 2 . Experiments con- 

ducted in [15] show α = 4 . 32 × 10 −4 , β = 0 . 2316 . We can

see from this formula that the received power of nodes de- 

creases rapidly with the increase in distance between the 

transmitter and receiver. That is, if the charger is too far 

away from the sensor node, the wireless charging power is 

too low to be harvested. Therefore, we assume that there 

exists a distance threshold, denoted by the charging range 

R , beyond which nodes cannot be charged. We set R to be 

5 m in this paper. 

So far, there have been a certain number of studies on 

charging strategies in WRSNs [11–16] . However, the exist- 

ing charging algorithms have not been classified. In this 

paper we classify the existing charging algorithms into two 

groups based on the mobility state of chargers: (1) static 

chargers, such as algorithms proposed in [16] , (2) mobile 
chargers such as algorithms proposed in [17–21] . We then 

provide a brief introduction for some of them. 

In [15] , Shibo He et al. study the energy provision- 

ing problem in WRSNs, with the focus on designing a 

strategy to deploy as less RFID readers as possible. First, 

by conducting experiments, the authors obtain a wireless 

recharging model. Then, two forms of solutions, namely, 

point provisioning and path provisioning, are proposed. In 

both solutions, the authors estimate a lower bound of the 

optimal solution, and provide an approximation ratio of 

the proposed solution to this lower bound presenting a 

detailed mathematical derivation. Simulation results show 

that the mobility of WISP tags can be further exploited to 

solve the energy provisioning problem. In addition, the de- 

ployed methods proposed in [15] can reduce the number 

of readers effectively. 

Richard Beigel et al. [17] propose a scheme for optimal 

scheduling of multiple mobile chargers. The authors study 

the mobile charger coverage problem of sensor nodes dis- 

tributed on a 1-dimensional line and ring. They provide 

an optimal solution with linear complexity to address two 

pivotal problems: the minimum number of mobile charg- 

ers needed, and the best schedule for multiple chargers 

in terms of trajectory planning. Unfortunately, the charg- 

ing strategy proposed in this paper is aimed for 1-D lines 

and rings, being not scalable in common WSNs. 

Guangjie Han et al. [14] propose four traveling paths for 

mobile chargers, and compare charging performance. The 

paths are the SCAN, HILBERT, S-CURVES(ad) and Z-curve, 

which are all space-filling curves and static traveling paths. 

In [14] , the charging times at charging points are equal. 

Comprehensive comparison is made to measure the charg- 

ing performance of different traveling paths in terms of the 

traveling length, number of alive nodes over time, traveling 

efficiency, and charging latency. Simulation results show 

that the S-CURVES(ad) outperforms the Z-curve in charg- 

ing latency and traveling efficiency. In addition, its per- 

formance in improving the lifetime of nodes and travel- 

ing efficiency is better than that of the SCAN and HILBERT. 

It benefits from the fact that the S-CURVES(ad) has the 

largest number of stop locations, and the shortest travel- 

ing length. 

In [20] , Lingkun Fu et al. propose a charging scheme 

for WRSNs to minimize charging delays. The main contri- 

bution of this paper is that the authors plan an optimal 

movement strategy of the RFID reader to guarantee that 

the time to charge all nodes in the network is minimized. 

An optimal solution using linear programming is proposed, 

but the computational complexity of the method is rela- 

tively high. To further optimize this solution, the authors 

introduce a heuristic solution using an approximation ratio 

by discretizing charging power into a 2-D space. Simula- 

tion results verify the effectiveness of the heuristic solution 

in terms of charging delays. 

In view of the fact that the charging range of the 

charger is very limited, one needs many chargers to meet 

the energy demand of nodes, especially when the network 

is large-scale. Accordingly, in this paper, we only consider 

the case with one mobile charger. The majority of pio- 

neering works on the mobile charging problem focused on 

replenishing energy in nodes having lower energy, which 
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Fig. 2. Charging grid and power calculation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

leads us to design a joint routing and charging algorithm.

Inspired by the path planning algorithms proposed in

[22–24] , we design a new path planning method for a mo-

bile charger, which aims to achieve better charging perfor-

mance. The main characteristics of our proposed algorithm

include two aspects: designing routing protocol according

to the amount of energy the nodes can obtain, and decid-

ing charging time at each charging point according to en-

ergy consumption caused by the routing protocol. 

3. Grid-based joint routing and charging algorithm 

Before we introduce the grid-based joint routing and

charging algorithm in detail, we provide a brief introduc-

tion of the network model. In industrial scenarios, numer-

ous sensor nodes are deployed in the network, which take

responsibility to sense data from environments, and co-

operate to transmit data to the Base Station. As shown

in Fig. 1 , the sensor nodes are densely and uniformly de-

ployed in the monitored square area with side length L . We

assume that all sensor nodes are aware of their locations.

Every T seconds, nodes transmit data packets they sensed

as well as information about their energy level to the Base

Station. The energy consumption model of nodes proposed

in [25] is adopted in this paper. Transmission of n b bits at

a distance d 0 consumes n b (E elec + E amp × d n 
0 
) J. Reception of

n b bits consumes n b × E elec J . n = 2 , E elec and E amp are con-

stants. There is a mobile charger, which first charges itself

at the service station, and then traverses the whole net-

work to provide energy to sensor nodes. Its moving speed

is v ( m / s ). It can directly communicate with the Base Sta-

tion at anytime and anywhere. 

The whole network is divided into many grids of the

same size. The grids are defined as charging grids, and the

vertices of the grids are defined as charging points where
Fig. 1. Network model. 

 

 

 

 

 

 

 

 

 

 

 

 

 

the mobile charger stops to replenish energy. The size of

each charging grid is d . For simplicity, d is divisible by L .

Fig. 2 (a) shows the corner case. A, B, C and D represent

charging points, and the green circle represents the charg-

ing range. Clearly we obtain: 
√ 

2 d ≤ 2 R (i.e., d ≤
√ 

2 R ). The

time that the mobile charger spends at different charging

points may be different according to the charging strat-

egy. After traversing the whole network once, the charger

comes back to the service station to recharge its battery

and get ready for the next tour. 

Generally, our grid-based joint routing and charging al-

gorithm contains two phases. In the first phase, a new

routing protocol is proposed according to the charging

characteristics of the charger to balance energy consump-

tion of sensor nodes locally (within the charging grid).

In the second phase, the charging strategy of the mobile

charger is designed. Specifically, the strategy includes the

path of travel and charging times at charging points. The

goal of designing the charging strategy is to solve the en-

ergy unbalance problem caused by the proposed routing

protocol. In the second phase, energy balance over the

whole network can be achieved globally. In the next sub-

sections, we discuss the two phases in detail. 

3.1. Routing protocol 

Being aware of the side length of each charging grid d ,

each node in the network can determine which charging

grid it belongs to. As shown in Fig. 2 (b), there is a node

i with coordinates ( x i , y i ), and the vertices of its charging

grid are A , B , C and D . Their coordinates can be calculated

as follows: (
� x i 

d 
� d , � y i 

d 
� d 

)
, 

(
� x i 

d 
� d , � y i 

d 
� d 

)
, 

(
� x i 

d 
� d , � y i 

d 
� d 

)
, (

� x i 
d 

� d , � y i 
d 

� d 
)

(2)

Each node can calculate the distances to the charging

points A, B, C and D. They are d 1 , d 2 , d 3 , and d 4 , respec-

tively. Furthermore, the power that the node i can obtain

P r i is the sum of energy it obtains from the four charging

points A, B, C and D. Thus, P r i can be calculated as follows

according to the formulation introduced in Section 2 : 

P r i = α

(
1 

(d 1 + β) 2 
+ 

1 

(d 2 + β) 2 
+ 

1 

(d 3 + β) 2 
+ 

1 

(d 4 + β) 2 

)
(3)
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Fig. 3. Energy distribution when d = 3m. 

 

 

Fig. 4. Preferred circle and extended circle. 

 

 

 

We conducted experiments using MATLAB to see the 

provisioning energy distribution in the grid area. Here we 

simulate the case d = 3 m . As we can see in Fig. 3 , the pro-

visioning energy distribution is far from being balanced: 

the nodes near charging points can obtain much more 

energy than the nodes close to the center region of the 

grid. We note that as d decreases, such unbalance is alle- 

viated to some extent. Unfortunately, it results in another 

problem: the mobile charger has to stop at more charg- 

ing points, and the traveling length becomes longer. When 

energy unbalance in the charging grid cannot be avoided, 

we design a new routing protocol aimed at balancing en- 

ergy in the grid area. The main idea is to preferentially 

choose sensor nodes which can get more energy to be re- 

lay nodes, since the relay nodes undertake more commu- 

nication tasks and consume more energy. Some definitions 

of the protocol are given as follows. 

Preferred circle : Preferred circles are the circles whose 

centers are charging points, with radius r 1 . A preferred cir- 

cle is denoted by C p ( V ), where V represents the center of 

the preferred circle as well as a charging point. The nodes 

in preferred circles are the preferred choices to be relay 

nodes, because they have closer distance to the charging 

points, and can obtain more energy. As shown in Fig. 4 , a 

sensor node i in the preferred circle V 1 is denoted by i ∈ 

C p ( V 1 ). 

Extended circle : Extended circles are the circles whose 

centers are charging points, with radius r 2 ( r 2 = 2 r 1 ). An 

extended circle is denoted by C e ( V ), where V is the center 

of the extended circle. The nodes in an extended circle but 

not in a preferred circle are the second choice to be relay 

nodes. As shown in Fig. 4 , a sensor node k in the extended 

circle V 3 is denoted by k ∈ C e ( V 3 ). 

Neighbor preferred circle : For the nodes in preferred 

circles, such as the node i in Fig. 4 , its neighbor preferred 

circles are the circles centering around the charging points 

whose distances to the charging point V 1 are not larger 

than 

√ 

2 d. That is, neighbor preferred circles are the cir- 

cles whose corresponding centers can constitute a square 

with V 1 . As we can see in Fig. 4 , the neighbor preferred 

circles of the node i are C p ( V 2 ) ∼ C p ( V 9 ). For the nodes not
in preferred circles, such as nodes j and k , the neighbor 

preferred circles are the corresponding preferred circles on 

the vertices of the charging grid which the nodes j and k 

belong to. Therefore, the neighbor preferred circles of the 

nodes j and k are C p ( V 1 ) ∼ C p ( V 4 ). 

Neighbor extended circle : Similarly to neighbor pre- 

ferred circles, for the nodes in a preferred circle, such as 

the node i in Fig. 4 , its neighbor extended circles are the 

circles centering around the charging points whose dis- 

tances to the charging point V 1 are not larger than 

√ 

2 d. 

For the nodes not in preferred circles, their neighbor ex- 

tended circles are the corresponding extended circles on 

the vertices of the charging grid which they belong to. 

In other words, neighbor extended circles share the same 

centers with neighbor preferred circles. The difference is 

that the radius of a neighbor preferred circle is r 1 , and the 

radius of a neighbor extended circle is 2 r 1 . 

Balance Factor : BF i j = 

d i j 

p r j 
. Here, d ij is the distance be- 

tween the node i and its neighbor node j . p r j is the ex-

pected power j receives. The less the value of BF ij , the more 

probable that the node j is selected as the next hop of i . It

is reasonable, because for any neighbor node, if its distance 

to the node i is small, and its received power is large, it is

more suitable to be the next-hop node. Selecting a node 

which has small balance factor is beneficial to balance en- 

ergy consumption. That is why we call BF ij the Balance 

Factor. 

After deployment, each node in the network, for in- 

stance, the node i , broadcasts routing request packets to 

establish the routing path. The packets contain the node 

ID, location of the node i , and information about its neigh- 

bor preferred circles. Its neighbor nodes, for example the 

node j , which receive the packet, judge whether they 

themselves belong to the i ’s neighbor preferred circle. If 

yes, then j sends a packet to i , containing its ID, location, 
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Fig. 5. Traveling trajectory of the mobile charger. 
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and expected power P r j it can receive. Otherwise, j does

not reply. After this process, i arranges the packets it re-

ceives, and selects the nodes which are closer to the Base

Station. Then i calculates BF ij for each of these nodes, and

chooses the node which has the smallest value of BF ij as its

next hop node. Thus, if there exist neighbor nodes in the i ’s

neighbor preferred circles, and they are closer to the Base

Station than i , it can determine the next hop node. 

If i fails to find its next hop during the process de-

scribed above, it broadcasts packets to establish the routing

path for the second time, containing its ID, location and

information about its neighbor extended circles. Its neigh-

bor nodes, such as node j , receive the packet, and check

whether they belong to the i ’s neighbor extended circles. If

yes, j sends a packet to i , containing its ID, location, and P r j .

Otherwise, j does not reply. After this process, i arranges

the packets it receives, and selects the nodes which are

closer to the Base Station. Then i calculates BF ij for each of

these nodes, and chooses the one which has the smallest

BF ij as its next hop. After that, i sends a message to inform

the node of being the next hop node. 

If node i still cannot determine its next hop after

the above two steps, it broadcasts packets to establish

the routing path for the third time. Every its neighbor node

replies with its ID and location. Then i chooses the node

which is closer to the sink, and has the smallest distance

to it, as its next hop node. 

After the three steps described above, all the nodes in

the network can determine their next hop nodes, and rout-

ing paths from them to the Base Station can be established.

In the first and second steps, we choose the next hop

nodes based on two factors: distances among nodes and

received power. In the last step, we only consider distances

among nodes. This is because the nodes in the preferred

and extended circles can be replenished with more energy.

For the other nodes that have lower energy, choosing the

nearest node as the next hop helps reducing communica-

tion cost as much as possible. In other words, the main

purpose of the routing protocol is to make the nodes closer

to charging points take more responsibility to forward data

packets. Hence, energy consumption in the charging grid

area can be balanced to some degree. 

3.2. Charging algorithm 

Theoretically, nodes around the Base Station tend to

consume more energy than those located far away from

it, because they have to undertake more data transmission

tasks. After a period of time, such nodes run out of energy

first, which results in energy holes. Therefore, we propose

a charging algorithm to solve the problem of energy un-

balance caused by the routing protocol. A new traveling

path is designed for a mobile charger, so that it can tra-

verse all of the charging points, as seen in Fig. 5 . When

the mobile charger gets ready to replenish energy, it starts

from the Base Station, moves along a predefined traveling

trajectory, sojourns at charging points, and charges sensor

nodes. As can be seen in Fig. 5 , the traveling trajectory con-

tains L 
2 ×d 

square rings. For example, the charging points

1 © ∼ 9 © constitute the first square ring, and the charg-

ing points 10 © ∼ ©25 constitute the second square ring. The
mobile charger moves from the innermost layer to the out-

ermost layer gradually. The superiority of adopting this

traveling path is that we can allocate different times to

different square rings to control energy provisioned in dif-

ferent square rings in an easy way. A simple principle to

allocate charging time is to make it proportional to en-

ergy consumption of the nodes around this square ring.

This charging algorithm is designed to provide more en-

ergy to nodes which undertake more communication tasks,

and have larger consumption rates. 

Specifically, after a period of operating, the charger

communicates with the Base Station to obtain the energy

consumption rates of all sensor nodes, and enters the net-

work at t en . Further, the average energy consumption rate

of every square ring a v eE k can be acquired ( k ∈ [1 , L 
2 ×d 

] ).

Here, we set the threshold energy E th for the nodes in

the outermost square ring. Thus, we can calculate the to-

tal available time t total that the mobile charger spends in

the former L 
2 ×d 

− 1 square rings. Besides, the time that the

mobile charger moves between charging points can be cal-

culated as t tra v el , so t a v ai = t total − t tra v el is the time that the

charger can spend on replenishing energy. According to the

analysis above, we can obtain: ⎧ ⎪ ⎨ 

⎪ ⎩ 

N 1 t 1 + N 2 t 2 + · · · + N L 
2 ×d 

t L 
2 ×d 

= t a v ai 

t 1 
a v eE 1 

= 

t 2 
a v eE 2 

= · · · = 

t L 
2 ×d 

a v eE L 
2 ×d 

(4)

N k represents the number of charging points in the square

ring k . Based on this equation, the time t k that should be

spent on a certain square ring k can be calculated. For the

outermost square ring, we can calculate the time allocated

to it based on the former square rings as follows: 

 L 
2 ×d 

= 

t 1 
a v eE 

× a v eE L 
2 ×d 

(5)
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Table 1 

Parameter Configuration. 

Parameters Symbol Value 

Side Length of Area L 120 m 

Side Length of Charging Grid d 2, 3, 4, 5, 6( m ) 

Number of Nodes N 300, 350, 400, 450, 500, 550 

Communication Range R co 15 m 

Moving Speed v m 0.2, 0.6, 1, 1.4, 1.8( m / s ) 

Charging Range R 5 m 

Initial Energy E 0 2 J 

Radius of Preferred Circle r 1 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1( m ) 

Transmitting Interval T 20 s 

Entering Time t en 60 s 

Energy Threshold E th 1.4, 1.5, 1.6, 1.7, 1.8, 1.9( J ) 

Resolution D 6 m 

Data Packet Size n 1 100 bit 

Broadcast Packet Size n 2 25 bit 

 

 

Having this, we have determined the charging time allo- 

cated to each charging point. 

4. Simulation and evaluation 

In this paper, we use MATLAB to simulate performance 

of the charging algorithm. In Table 1 , we list specific pa- 

rameters and their values. First, we conduct three groups 

of experiments to see how the values of d , E th / E 0 and the 

radius of preferred circles r 1 affect charging performance 

of our proposed charging algorithm. Then, we compare in 

detail our proposed algorithm with the algorithm proposed 

in [14] , the S-CURVES(ad), which also adopts a static trav- 

eling path, and was proved to be more superior than other 

charging algorithms via simulations. However, in [14] , the 

authors just assume that the energy consumption rates 

of all nodes are equal. To compare the two algorithms in 

a fair way, we use one of the most widely used routing 

method, the greedy routing as its routing protocol. Specif- 

ically, every node chooses the node which is closer to the 

Base Station and has the smallest distance to it as its next 

hop node. 50 simulation runs are taken on average to re- 

duce accidental errors. 

In this paper, we choose three evaluation parameters: 

the average residual energy E a v e , standard deviation of 

energy E SD , and survival rate η. They can be calculated 
ba

Fig. 6. (a) Traveling length VS d; (b) Average residual energy and
according to Equations (6), (7) and (8) . 

E a v e = 

∑ N 
i =1 E res i 

N 

(6) 

E SD = 

√ 

1 

N 

N ∑ 

i =1 

(E res i − E a v e ) 2 (7) 

η = N surv i v e /N (8) 

N is the total number of nodes, E res i represents the current 

energy of the node i , and N surv i v e is the number of nodes 

which survive after the charger traverses the network once. 

As we can see from the formulations, the standard devia- 

tion of energy is to evaluate charging performance in en- 

ergy balancing. The less E SD , the better charging perfor- 

mance the charging algorithm can achieve. 

4.1. Our proposed algorithm 

In this part, the number of nodes is set to be 300, the 

moving speed of the mobile charger is 1 m / s . The values

of d , E th / E 0 and r 1 are changed to see how the proposed

charging algorithm performs. 

1) The effect of d : Apparently, as can be seen in 

Fig. 6 (a), as d increases, the total length of the travel- 

ing path decreases, because it brings a smaller number of 

charging points. In Fig. 6 (b), the average residual energy 
c

 standard deviation VS d; (c) Survival rate of nodes VS d. 
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a b

Fig. 7. (a) Average residual energy and standard deviation VS E th / E 0 ; (b) Survival rate of nodes VS E th / E 0 . 

a b

Fig. 8. (a) Average residual energy and standard deviation VS r 1 ; (b) Survival rate of nodes VS r 1 . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

becomes higher as d increases. This is reasonable, because

as was analyzed before, the mobile charger wastes less

time on traveling, and spends more time on charging. In

addition, we note that the standard deviation of the aver-

age residual energy decreases as d increases. As mentioned

before, a larger d means less square rings, and the charger

spends more time on each square ring and each charging

point, which is beneficial to the nodes close to charging

points. These nodes take more responsibility to transmit

data packets, therefore, they need to be replenished more

energy. Hence, a more balanced energy distribution can be

achieved when d increases. Therefore, in the following sim-

ulation parts, we set d = 6 m . 

2) The effect of E th / E 0 : In Fig. 7 , we show how E th / E 0
affects E a v e , E SD and η. Combined with Fig. 7 (a) and

Fig. 7 (b), we can observe that to some extent, the larger

the energy threshold E th , the better charging performance

our proposed algorithm can achieve. As E th / E 0 increases,

the average residual energy increases, the standard devi-
ation of the residual energy decreases, and the survival

rate of nodes increases. This implies that a larger value of

E th / E 0 leads to a more balanced energy distribution and

higher survival rates of nodes. It is reasonable, because

when E th / E 0 becomes larger, the charger has to spend less

time on traversing the network and replenishing energy

for nodes, to meet the energy demand of the nodes in

the last square ring. That is, less energy is consumed

during the procedure. Thus, more residual energy of nodes

can be obtained. However, it should be noted that if the

value E th / E 0 is set too large, the time spent on energy

provisioning will certainly be very limited, causing great

waste of energy. Therefore, in the next simulation parts,

we set E th / E 0 to be 0.95. 

3) The effect of r 1 : In this experiment, we change the ra-

dius of the preferred circle r 1 from 0.3 m to 1 m , with a step

of 0.1 m . As shown in Fig. 8 (a), as r 1 increases, the average

residual energy and standard deviation change very little,

and they achieve the highest value when r 1 is 0.6 m . In
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a b c

Fig. 9. (a) Average residual energy VS moving speed; (b) Standard deviation of residual energy VS moving speed; (c) Survival rate of nodes VS moving 

speed. 

 

Fig. 8 (b), we can see that, as r 1 changes, the survival rate of 

nodes changes within a limited range of 0.956 ∼ 0.967. As 

simulated in Fig. 3 , provisioning energy drops rapidly when 

distances between nodes and charging points increase. In 

general, when the distance is larger than 1 m , energy that 

nodes can obtain is very small. Therefore, the radii of the 

preferred and extended circles cannot be very large. Oth- 

erwise, the routing protocol loses its meaning. Besides, the 

preferred and extended circles are relatively small, so in- 

creasing the radius has a small effect on charging perfor- 

mance. 

4.2. Charging performance comparisons 

In this subsection, we compare our proposed algorithm 

with the S-CURVES(ad). In both experiments, we set r 1 as 

0.6 m , E th / E 0 as 0.95, d as 6 m . In the first experiment, the

moving speed of the mobile charger is changed from 0.2 m 

to 1.8 m with step 0.4 m . In the second one, we alter the 

number of nodes from 300 to 550 with step 50. 

1) Charging performance comparison with varying v : 
Overall, increasing the moving speed of the mobile charger 

has a positive effect on charging performance. This is quite 

clear, as we can see in Fig. 9 , the average residual en- 

ergy and survival rate of nodes increase, and the standard 

deviation of the residual energy decreases for both algo- 

rithms. A faster moving speed implies that the charger 

wastes less time on traversing the network, and spares 

more time on provisioning energy, which is beneficial for 

prolonging the lifetime of nodes. In Fig. 9 (a), we can see 

that the S-CURVES(ad) performs better than our algorithm 

in terms of average residual energy as the moving speed 

increases. This is due to the following reasons. On the one 

hand, the traveling length of the S-CURVES(ad) is shorter 

compared to the proposed algorithm. Hence, it wastes less 

time on traveling among charging points, and spares more 

time on replenishing energy. On the other hand, we can 

see that the average residual energy is lower than the ini- 

tial energy, which means the energy consumption rate is 

larger than the energy provisioning rate. In our algorithm, 

the charger takes more time to replenish energy for nodes 

which undertake more communication tasks. And, at the 

same time, they usually consume more energy than what 
they get. Therefore, their residual energy is small. While 

in the S-CURVES(ad), the charger delivers equal energy to 

every charging point in the network. The nodes far away 

from the sink, they consume much less energy than the 

nodes near the Base Station, but they get equal energy. 

Thus, nodes in the S-CURVES(ad) can reserve more energy 

in general. In Fig. 9 (b), we can see that our proposed algo- 

rithm outperforms the S-CURVES(ad) in balancing energy 

of nodes. This result is expected, because in our proposed 

algorithm, the charging time at each charging point is di- 

rectly proportional to energy consumption rates of nodes 

around it. It verifies that our proposed algorithm works 

well in balancing energy. The survival rate of nodes is 

shown in Fig. 9 (c). The survival rate of nodes in our pro- 

posed algorithm is higher than that of the S-CURVES(ad). 

As is analyzed above, although the S-CURVES(ad) performs 

well in terms of the average residual energy, it fails to 

achieve energy balance over the whole network. The nodes 

close to the Base Station or with low energy, while be- 

ing chosen to take more communication tasks, are more 

likely to run out of energy and die early. Compared to the 

S-CURVES(ad), our proposed grid-based joint routing and 

charging algorithm overcomes the drawback in a better 

way. 

2) Charging performance comparison with varying N : 

Fig. 10 (a) shows how the average residual energy changes 

when the number of nodes increases. It can be observed 

from this picture that for both algorithms, the average 

residual energy is progressively increased as the number 

of nodes augments, and the magnitude of increase is very 

small. As the network becomes denser, the number of 

nodes which get more energy becomes larger under the 

same energy provisioning conditions. Fig. 10 (b) verifies su- 

periority of our proposed algorithm in terms of energy 

balance. The standard deviation of the residual energy in 

our proposed algorithm is clearly smaller than that of the 

S-CURVES(ad). In Fig. 10 (c), we note that, as the num- 

ber of nodes increases, more nodes use up energy due 

to the fact that the energy consumption rate of nodes is 

larger than the energy provisioning rate. Therefore, the sur- 

vival rate of nodes decreases. The two algorithms have al- 

most the same performance in the survival rate of nodes 

when the number of nodes is from 300 or 350. However, 
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a b c

Fig. 10. (a) Average residual energy VS the number of nodes; (b) Standard deviation of residual energy Vs the number of nodes; (c) Survival rate of nodes 

VS the number of nodes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

when the number of nodes increases, the survival rate of

nodes in our algorithm becomes higher than that of the S-

CURVES(ad). This can be explained as follows. When the

network becomes denser, there are more nodes in pre-

ferred and extended circles, and more nodes are likely to

choose these nodes as next-hop nodes. And this is bene-

ficial to achieve energy balance. Accordingly, the survival

rate of our proposed algorithm becomes higher than that

of the S-CURVES(ad) as N increases. 

5. Conclusion 

In this paper, we propose a grid-based joint routing and

charging algorithm for IWRSNs. Simulation results show

its superiority in achieving energy balance and improving

survival rates of nodes in the network by comparing to

the S-CURVES(ad) algorithm. It benefits from the following

two aspects. 1) The routing protocol is designed based on

the charging characteristics within charging grids, which

brings energy balance in the local grid area. 2) The charg-

ing time at different charging points is decided by energy

consumption rates of nodes around them, which leads to

energy balance in the global network. On this premise, en-

ergy balance in the network and longer lifetimes of nodes

can be achieved. 

In the future, a more efficient traveling path can be de-

signed, achieving larger survival rates of nodes. Further, an

uneven distribution of nodes and barriers in the network

should be taken into consideration. 
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