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A B S T R A C T

Numerical modeling of the cutting process provides an effective method to obtain the micro-scale and instanta-
neous process information which is difficult to be measured by experiments. A new microstructure (grain size)
dependent work hardening plastic (JCM-ms) model was developed to characterize the effect of grain refinement
on the cutting process. An energy density-based failure law was applied to control the chip formation and mater-
ial removal mechanisms ahead of the cutting edge. Orthogonal cutting experiments with different edge radii and
uncut chip thickness values for Ti-6Al-4V alloy were carried out to validate the finite element (FE) simulation re-
sults. The simulation results were thoroughly validated by the measured principal and thrust forces, segmented
chip morphology, and the grain refinement within the machined surface layer. The distribution of grain refine-
ment of the chips and machined surface agreed well with the experimental results. The positions of stagnation
points with different edge radii and uncut chip thickness values were measured by the FE simulation results. The
variation of surface morphology along the speed direction with larger edge radius is related to the variation of
the stagnation points, which will affect the ratio of material being compressed to the machined surface by the
tool, during the formation of the adiabatic shear band. The degree of the subsurface shear deformation deter-
mines the final distribution of the micro-hardness. Larger shear displacement at the top surface will lead to
thicker layer of grain refinement. Residual stresses along the depth from machined surface are mainly related to
the displacement normal to the machined surface. The height of the stagnation point is in proportion to the peak
compressive stresses induced by the material flow ahead of cutting edge for different conditions. This work pro-
vides an effective method to characterize the forces, grain refinement and surface integrity for the orthogonal
cutting of Ti-6Al-4V alloy.

1. Introduction

The metal cutting action involves complex thermo-mechanical load-
ing processes, including large strain, high strain-rate, temperature and
large gradients of the temperature and strain-rate. It is very difficult to
characterize and investigate the material removal mechanism during
the instantaneous cutting process. Finite element method (FEM) can be
used to analyze the instantaneous information on variables such as
stress, strain, strain-rate, temperature and the damage in high strain-
rate deformation processes, including impact, stamping, cutting, etc.
FEM has become a powerful methodology, which is widely applied in
various industrial fields to calculate material deformation or damage,
predict material and structural strength, vibration characteristics, etc. It

can also predict material deformation across multiple length-scales, in-
cluding macro, micro or sub-micro scale (0.1 μm ~ 1 μm).

For the cutting process, classical metal cutting theories are normally
deduced according to experimental results, such as forces, temperature,
chip morphology, as well as theoretically deduced based on assump-
tions. To further understand the fundamentals of the cutting process,
the in-situ and ex-situ characterization of the cutting process should be
concerned for the time-dependent cutting process [1,2]. Since the
strain-rate in cutting deformation process is very high (104 s−1-106 s−1),
cutting simulations with FEM provide an effective way to characterize
the deformation mechanism for cutting at micro-scale.

Numerical modeling of metal cutting processes by FEM can be used
to predict the macro-forces, chip morphology, tool wear, micro-
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material and mechanical behaviors [3]. Cutting simulation results are
commonly calibrated by experimental forces or chip morphology,
which are dependent on the thermo-mechanical behaviors, i.e., the
flow stresses at various temperatures and loading strain-rates. There-
fore, the material constitutive model used to characterize the relation-
ship between the stress, strain, strain-rate as well as the temperature, is
the critical factor which affects the accuracy of the FE model. To simu-
late the cutting process with FEM, the constitutive model should in-
clude both a plastic constitutive model, which controls the flow stress
for the stage of plastic deformation, and a damage (or failure) model,
which is used to control the failure behavior (i.e. the decrease of flow
stress, during material removal).

The plastic constitutive models for high strain-rate deformation are
mainly classified in two categories: the phenomenological models and
so-called physically-based ones. The classical phenomenological John-
son-Cook (J-C) model was developed by Johnson and Cook in 1983 [4]
to characterize the relationship between stress, strain and temperature
for high-strain-rate deformation. It has been widely applied in high-
strain-rate deformation simulations and is embedded in many FE com-
mercial software packages. Besides, the Khan–Huang–Liang (KHL)
models can characterize the plastic flow stress for different materials
during the high strain-rate machining processes [5,6]. The parameters
of the constitutive models are normally calibrated by quasi-static and
high strain-rate mechanical tests. Note that material behaviors, includ-
ing the work-hardening, strain rate hardening and thermal softening
may vary with materials. For example, negative strain-rate sensitivity
(SRS) and negative to positive SRS were observed for aluminum alloys
[7,8], and the third type strain aging was observed for Q235B steel [9].
Overall, researchers have developed various models to characterize the
conjoined effect of strain, strain-rate and temperatures for different ma-
terials and loading conditions. Based on the JC model, the TANH model
[10] and a series of modified/extended JC models [11] were developed
to characterize the strain softening effect and the interaction effects of
flow softening, strain hardening and thermal softening in machining
simulation of Ti-6Al-4V alloy. The morphologies of the segmented chips
were accurately predicted by the developed models, due to the flow
softening of the material along the shear band of the chips. Chen et al.
[12] developed JCM and KHLM models to characterize the temperature
dependent work hardening for Ti-6Al-4V alloy, and the models were ap-
plied to simulate the high strain-rate compression tests and segmented
chip formation in orthogonal cutting with an energy density based fail-
ure law [13,14]. That is, two strategies can be employed in FE simula-
tions to predict the segmented chip formation, i.e., plastic model with
strain softening behavior and plastic model with damage or failure law.

The physically based models, e.g. Zerilli and Armstrong model [15],
Mecking and Kocks model [16], were developed based primarily on the
mechanisms of plastic deformation related with dislocation density,
phase transformation or dynamic recrystallization (DRX). Viscoplastic
self-consistent (VPSC) model was proposed to investigate the effects of
the deformation history on crystallization texture evolution in the simu-
lation of large strain extrusion machining process [17]. However, the
material constants of the phenomenological and physically based mod-
els are normally “fitted” by the uniaxial stress-strain curves at various
temperatures and strain-rates [18]. From a mathematical point of view,
any model with a large numbers of material constants will be able to
predict the responses for different conditions. Therefore, plastic models
with high prediction accuracy and less parameters are widely used in
industry considering the application efficiency.

In recent years, with the development of modeling technology of FE
simulation, some physically-based cutting models were proposed to
predict micro-scale material and mechanical characteristics such as
grain size, dislocation density and micro-hardness [19]. Machining sim-
ulation employing Johnson–Mehl–Avrami–Kolmogorov (JMAK) model
has been used for evaluation of dynamic recrystallization (DRX) in-
duced grain size evolution [20]. Wang et al. [21] predicted the grain

size and microhardness in high speed machining of Ti-6Al-4V alloy with
a JC plastic model utilizing the Zener-Hollomon parameter and Hall-
Petch grain boundary strengthening. Sadeghifar et al. [22] applied JC
model and JMAK based DRX model to predict the average grain size in
machining of Ti-6Al-4V alloy. Three series of JMAK constants were ap-
plied and the simulated results were compared with each other. Xu et
al. [23] investigated the grain refinement for High Speed Machining
(HSM) of Ti-6Al-4V using TANH plastic model and JMAK DRX model.
The grain refinement in HSM of Ti-6Al-4V alloy was determined
through FE and cellular automata (CA) methods. Although the JMAK
DRX model was successfully applied in cutting simulations of Ti-6Al-4V
alloy, the parameters of the model were fitted based on quasi-static hot
compression tests. For example, the JMAK parameters obtained at the
compression tests under the strain-rate range of 0.01–10 s−1 [24], were
commonly applied in machining simulations of Ti-6Al-4V alloy [22,23,
25]. Although the loading strain-rate was much lower than actual cut-
ting conditions, it is very difficult to obtain the microstructure evolu-
tion in cutting experiments due to the limited loading duration at high-
strain-rate conditions. Additionally, the afore-mentioned models pre-
dicted the grain size in the cutting process based on the evolution of the
strain, strain-rate and temperature. However, the influence of grain re-
finement on the flow stress was not considered.

It has been widely reported that grain refinement can increase the
strength, hardness and ductility [26,27]. In machining, grain refine-
ment occurs in the machined surface layer, or within the adiabatic
shear bands (ASB) of the segmented chips due to the high strain-rate
(104 s−1-106 s−1) and large plastic strain (1–17) [2,28]. Therefore, to
ensure modeling fidelity in high strain-rate deformation processes, it is
necessary to consider the effect of grain refinement on the flow stress
though modification of the defining constitutive modeling. Khan et al.
[29] modified the KHL model by incorporating Hall-Petch relationship
to characterize the grain size dependent yield stress of Split Hopkinson
Pressure Bar (SHPB) tests for fully compacted nanocrystalline material.
Similarly, different forms of Hall–Petch types were successfully to em-
bedded in KHL and Khan–Liang–Farrokh (KLF) models to characterize
the flow stresses at quasi-static and dynamic strain-rates for nanocrys-
talline and ultra-fine grained Cu and Al through uniaxial compressive
loading [30,31]. Yadav et al. [32] developed a dynamic recrystalliza-
tion related material model considering a coupled effects of JC and
TANH models for micro-machining simulation of Ti-6Al-4V alloy. Jafar-
ian et al. [33] modified the work hardening component of the JC model
to consider the influence of grain refinement on the plastic flow stress
for the cutting simulations of a nickel-based alloy. Umbrello et al. [34]
considered the effect of grain refinement on the flow stress in simula-
tions of dry and cryogenic machining of EBM Ti-6Al-4V alloy, and the
predicted alpha lamellae thickness and nano-hardness agreed well with
the experimental results. Additionally, some physically-based models
which considered thermal stresses and a dislocation drag stress [35,36]
were used to characterize the evolution of dislocation density and to
predict the machining-induced grain size and micro-hardness. Melkote
et al. [37] proposed a physically based model considering the mi-
crostructure evolution induced flow softening due to the inverse
Hall–Petch effect in orthogonal cutting simulation of pure titanium.
This kind of modeling methodology also considered the mathematical
influence of microstructure on the macro-flow stresses. Additionally, to
make the classification of the aforementioned models clearer, the typi-
cal modeling method and characteristics considering phenomenologi-
cal, physically-based and the microstructure-based models are listed in
Table 1.

Although many numerical models have been used to simulate the
cutting process, due to the complex thermal-mechanical loading, there
are still yet key factors that need to be further investigated: i) The effect
of the microstructure evolution on cutting performance; ii) The separa-
tion or sacrificed layer used in cutting simulation models is difficult to
obtain the accurate principal and thrust forces simultaneously, and is
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Table 1
Typical constitutive models for modeling of cutting process.

Constitutive
models

Characteristics Failure behaviors

Phenomeno-
logical models

Johnson-Cook (J-
C) model [4]

High strain rate
deformation considering
the effects of strain,
strain rate and
temperature

Khan–Huang–
Liang (KHL)
model [5,6]

Considering the coupled
strain and strain-rate
effects on the work-
hardening behavior

Models
considering
strain rate
sensitivity (SRS)
[7–9]

Considering the
negative, negative to
positive, or third type
SRS

TANH model
[10], Modified/
extended
JC models [11]

Considering strain
softening, temperature
dependent strain
softening effects

JCM and KHLM
Model [12]

Considering the
temperature dependent
work hardening
behavior

Physically-based
Models

Zerilli and
Armstrong model
[15]
Mecking and
Kocks model [16]

Considering mechanisms
of plastic deformation
related with dislocation
density, phase
transformation or
dynamic
recrystallization (DRX)

Viscoplastic self-
consistent (VPSC)
model [17]

Considering the effect of
the deformation history
on crystallization texture
evolution

Johnson–Mehl–
Avrami–
Kolmogorov
(JMAK) model
[20]

Modeling the evaluation
of DRX induced grain
size evolution

Models used for
cutting
simulation
considering
microstructure
evolution

JC model and
JMAK based DRX
model [22];
TANH plastic
model and JMAK
DRX model &
cellular automata
(CA) method
[23]

• Modeling of
microstructure

• Microstructure
independent
plastic model

• Cockroft-
Latham's
criterion

• JC
damage
model
with
fracture
energy

DRX related
material model
considering a
coupled effect of
JC and TANH
models [32],
grain size related
JC model [33]
and strain
softening model
[34]

• Modeling of
microstructure

• Microstructure
dependent plastic
model

• Grain size related
flow stress

• shear
damage
model

Physically based
model
considering
dislocation
mechanism [35–
37]

• Athermal, thermal
and dislocation
drag stresses
related plastic
behavior

• Considering mobile
dislocations based
on Mecking and
Kocks ‘s model
[16]

• Flow
softening
related to
inverse
Hall–Petch
effect

also difficult to simulate the material flow happened ahead of the cut-
ting edge; iii) The traditional failure evolution criterion based on a fail-
ure strain normally leads to mesh dependence for the simulation re-
sults. iv) The surface integrity is difficult to predict using numerical
models.

In this work, a numerical model for orthogonal machining of Ti-6Al-
4V alloy is developed using a grain refinement dependent work harden-
ing plastic constitutive model, along with an energy density-based fail-
ure law. The simulated results include the generated forces, chip and
surface grain refinement, which are experimentally validated. The sur-
face integrity, including the surface topography, micro-hardness and
residual stresses will be investigated with different edge radii and uncut
chip thickness values.

2. Material constitutive model

2.1. Plastic model

JC plastic model [4] has been widely applied in high strain-rate
(102 s−1 to 106 s−1) deformation-related processes, such as metal work-
ing or machining. The JC constitutive equation is defined as:

(1)

where σ is the equivalent stress, , ε and are the equivalent
plastic strain and strain-rate, respectively. is the reference strain-
rate. In this work, is defined as 0.01 s−1. Tr and Tm are workpiece am-
bient (25 °C) and melting temperature (1660 °C for Ti-6Al-4V alloy), re-
spectively. A, B, n, C and m are material parameters which are com-
monly determined by mechanical tests at various loading temperatures
and strain-rates.

Note that the coupled effects of work hardening and temperature
cannot be characterized by the JC model. Based on the high strain-rate
SHPB test results, temperature dependent work hardening rate was ob-
served for Ti-6Al-4V alloy [12]. the original JC model was modified by a
temperature-dependent work hardening plastic (JCM) model which is
given as

(2)

(3)

where n2 (0 < n2 < 1) is an exponential coefficient, and T0 is a crit-
ical temperature related to microstructure evolution. In this work, the
range of T0 is given as 450 < T0 < 700 °C, 0 < T < 2 T0. The parame-
ters of the JCM model for Ti-6Al-4V alloy are listed in Table 2.

2.2. Microstructure model

For thermo-mechanical deformation processes, generated disloca-
tions will increase and accumulate to a certain strain when DRX nucle-
ate and grow up near the grain boundaries, twin boundaries and defor-
mation bands [24].

DRX will be activated when the plastic strain reaches a critical strain
εc = a2εp. The peak strain εp can be given defined [38] as.

Table 2
JCM model parameters for Ti-6Al-4V alloy [12].
A/MPa B/MPa n C m n2 T0/°C

789.556 911.446 0.306 0.012 0.952 0.349 462.314

3
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(4)

where a1, a2, h1, m1 and c1 are material constants, R is gas constant,
Q1 is current activation energy.

The recrystallized volume fraction, XDRX, is characterized by the true
strain, ε, according to the well-known John-
son–Mehl–Avrami–Kolmogorov (JMAK) model [39–41]

(5)

where βd and kd are Avrami material constants, a10 is a material pa-
rameter, ε0.5 is the strain with DRX volume fracture of 50 %, and it can
be determined by an empirical model as

(6)

where Q5 is the activation energy for recrystallization, and a5, h5, m5
and c5 are material parameters. When the DRX volume fraction XDRX is
obtained, the grain size (ddrex) of new formed grains, which are gener-
ated by the process of DRX, can be calculated as

(7)

where Q8 is the activation energy for recrystallization, a8, h8, m8, n8
and c8 are material parameters. Therefore, the average grain size of the
remaining original grains and new formed grains by DRX can be calcu-
lated as

(8)

where d0 is the initial average grain size of the grains.

2.3. Microstructure dependent JCM-ms plastic model

Normally, the microstructure evolution during the deformation
process will affect the mechanical behaviors. Actually, the material pa-
rameters for JMAK models were normally obtained according to the
mechanical tests for hot working at low strain-rate conditions
(0.01–10s−1) [24,42], since it is difficult to test the microstructure evo-
lution during the high strain-rate (103–106 s−1) deformation conditions.

It was well reported that for conventional polycrystalline materials
with grain sizes ranging from several to hundreds of micrometers, the
yield strength or hardness will increase with decreasing grain size [29],
which is usually expressed by the Hall-Petch equation:

(9)

Some investigations considered the influence of grain refinement on
the work hardening behavior to characterize the uniaxial compressive

flow stresses from quasi-static to high strain-rate conditions for nano-
crystalline aluminum, iron and copper [29–31].

In this work, a new plastic constitutive (JCM-ms) model considering
the microstructure, i.e., the effect of Hall-Petch relationship and the
temperature dependent work hardening rate was developed as follows:

(10)

where the parameters of the JCM-ms model as well as the parame-
ters to determine the grain size are listed in Table 3. The parameters A0
and k were calibrated according to the measured principal and thrust
forces at different uncut chip thickness values.

2.4. Energy-density based ductile failure model

2.4.1. Ductile damage initial law
The complete material deformation process for ductile metals in-

cludes the elastic and plastic regimes, along with stable work hardening
and damage (or failure) stages, as shown in Fig. 1. In metal cutting
processes, large-scale plastic deformation occurs along the ASB, and are
involved in material removal during chip formation. As shown by Chen
et al. [14], the evolution law of damage, or the failure stage can charac-
terize the flow softening behavior of the flow stresses.

In this work, the JC damage initial law and an energy density based
ductile failure law were applied to characterize the flow stress at the
damage stage.

The ductile damage stage initiates when the cumulative equivalent
plastic strain reaches the failure initial strain εoi which is defined by JC
damage law [43] as

(11)

where d1 ~ d3 are material constants related to the stress state, d4
and d5 are constants related to loading strain-rate and temperature.
These parameters are normally obtained by mechanical experiments
with notched and axisymmetric specimens at different strain-rates and
temperatures. In this work, the parameters for Ti-6Al-4V alloy are listed
in Table 4. η is the stress triaxiality that can be defined by the dimen-
sionless hydrostatic pressure [44] as

(12)

where p is the pressure stress, q and represent the von Mises equiv-
alent stress; σm is the average of three normal stresses, which can be de-
fined as

Table 3
Parameters of the material model for Ti-6Al-4V alloy.
Parameters of the material constitutive models

JCM-ms model A0/MPa k B/MPa n C m n2 T0/°C
300 1295.3 911.446 0.306 0.012 0.952 0.349 462.314

DRX parameters [21,23,24] a1 a2 h1 m1 c1 R (J·mol−1 K−1) Q1 βd kd

0.0064 0.8 0 0.0801 0 8.3145 30,579 0.9339 0.5994
a5 h5 m5 c5 Q5

0.022 0 0.11146 0 26,430
a8 h8 m8 n8 c8 Q8 a10

1120 0 −0.088 0 0 −36,848 0.0311

4
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Fig. 1. The schematic of the flow stress evolution for ductile metals.

Table 4
Ductile failure parameters of Ti-6Al-4V alloy [45].
d1 d2 d3 d4 d5

−0.09 0.25 −0.5 0.014 3.87

(13)

(14)

2.4.2. Energy-density based damage evolution stage
When the deformation reaches the damage evolution stage, the flow

stress will decrease with increasing strain, as shown in Fig. 1. In this
work, an energy density-based method which was first developed in the
FE simulation of Ti-6Al-4V alloy for high speed cutting process was ap-
plied to characterize the flow stress at the damage evolution stage [46].
The energy density-based method can maintain the flow stress through-
out the damage evolution stage which is helpful to reduce the mesh de-
pendence in cutting simulation [13,47].

The flow stress at the damage evolution stage is defined based on a
damage parameter D as:

(15)

where D is the stiffness degradation coefficient which can be deter-
mined in terms of the evolution of energy density Gε as:

(16)

where a is a softening coefficient, in this work, a = 1. The failure
energy density Gε is defined as

(17)

where Gf is the failure energy, L is the characteristic length of the el-
ement which depends on element geometry. In this work, the stiffness
degradation coefficient was set as D = 1 when the failure energy den-
sity reaches 0.99 given value.

2.5. Modeling procedure of the plastic, damage and microstructure
constitutive model

The developed material model including the plastic model consider-
ing grain refinement, as well as the coupled damage model and mi-
crostructure prediction model, were programmed by a user-subroutine.
The modeling procedure is illustrated in Fig. 2.

At the initial step of the procedure, stress is updated following the
Hooke's elastic law. The stress tensors are defined as [13]:

(18)

where σijk, σijk+1 are the stress tensors at the increment of k and
k + 1, respectively; λ and μ are the first and second order of Lame's con-
stants; I is the identity matrix; tr(εe) is the trace of stress tensor.

The von Mises stress is updated based on the elastic-plastic theory
[48]and calculated by

(19)

where G and ∆ εk are the shear modulus and the increment of equiv-
alent plastic strain, respectively. The yield stress is calculated by

(20)

where Hk represents the slope of the hardening curve, i.e., the stress-
strain curve defined by Eq. (10) .

(21)

The increment of the equivalent plastic strain can be determined by

(22)

Therefore, the equivalent plastic strain is updated by

(23)

afterwards, the yield stress is updated by Eq. (20). The deviatoric
stress tensor can be updated to keep the stress return to the von Mises
yield surface by a factor of radial returning algorithm mr.

(24)

(25)

At damage evolution stage, failure initial strain is calculated by Eq.
(11). If εk+1 ≥ εoi, flow stress will decrease with the increasing strain.
Deviatoric stress and von Mises stress are updated by the stiffness
degradation factor as follows

(26)

where Sijp, Sijdare the Deviatoric stresses at plastic and damage
stages, respectively. σmisesp, σmisesd are the von Mises stresses at plastic
and damage stages, respectively. Dk+1 is the stiffness degradation coef-
ficient at increment of k + 1, and it can be calculated using Eq. (16).

After the stress updates, the grain size and micro-hardness will be
updated according to the schematic procedure shown in Fig. 3 and cal-
culated by equations Eqs. (4)–(9). Additionally, the updated grain size
will be used to calculate the yield stress.

5



CO
RR

EC
TE

D
PR

OO
F

G. Chen et al. Journal of Manufacturing Processes xxx (xxxx) 1–15

Fig. 2. The flow chart of the subroutine for the constitutive modeling.

3. Orthogonal cutting experiment and numerical modeling

3.1. Experimental details

To validate the accuracy of the developed material model and the
cutting simulation approach, orthogonal cutting tests for Ti-6Al-4V al-
loy with different cutting-edge radii and uncut chip thickness values
were proposed under dry conditions. The cutting tests were carried out
on a HAAS™ TL-2 CNC lathe using uncoated carbide tool inserts type
TPG432 k313 (provided by Kennametal® Inc.) with a rake angle of 0°
and a flank angle of 11°. During the tests, the principal and thrust forces
were measured by a dynamometer (type: Kistler® 9121) and a data ac-
quisition system with a sampling rate of 3.33 kHz. Each cutting condi-
tion was repeated three times with new cutting edge to reduce the influ-
ence of random errors. The thickness of the disk workpiece is
3.175 mm. The experimental setup and conditions are shown in Fig. 4
and Table 5, respectively.

3.2. Finite element model for cutting simulation

The finite element simulation model of the orthogonal cutting
process was developed using the ABAQUS/Explicit™ software. The
schematic of the FE model is shown in Fig. 5. The size of the workpiece

is 0.8 mm × 0.5 mm. The workpiece is meshed with the type of
CPE4RT elements, and the mesh numbers of the workpiece and tool are
22,400 and 330, respectively. The rake and clearance angles were iden-
tical to that employed during experimentation. A Coulomb friction
model, with a constant coefficient of friction 0.24, is applied to the tool-
work contact surface and is set for tool-work interface. The developed
microstructure related plastic behavior and the energy density-based
ductile failure parameters were applied to the entire workpiece. The
failure energy Gf and the failure energy density Gε for the chip forma-
tion are 10 (×103 J/m2) and 3.912 (×109 J/m3), respectively. Addi-
tionally, to avoid the mesh distortion due to severe deformation, an ad-
ditional displacement criterion was applied to workpiece. In the FE
model, the minimum length of the elements in workpiece surface is ap-
proximately 1.06 μm. In this work, the element will be deleted when
the accumulated displacement reaches 19 μm to avoid mesh distortion.

4. Results and discussion

4.1. Validation of the simulation results

4.1.1. Forces
To validate the developed material model, the simulated principal

and thrust forces at different edge radii (<5, 28 and 50 μm) and uncut

6
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Fig. 3. The flow chart of the subroutine for microstructure model.

Fig. 4. Experimental setup for orthogonal cutting of Ti-6Al-4V alloy.

Table 5
Experimental conditions for the orthogonal cutting of Ti-6Al-4V alloy.

Edge radius (μm) Uncut chip thickness (μm) Cutting speed (m/min)

Set 1 <5, 28 and 50 60 100
Set 2 50 20, 30, 40, 50 and 60 100

chip thickness values (20-60 μm) were compared with the measured
forces. In this work, two sets of simulation results were carried out to
compare the principal and thrust forces. One set was simulated by the
temperature dependent JCM model, the other set was proposed by the

developed JCM-ms material model considering microstructure evolu-
tion. The comparison of the forces at different edge radii are shown in
Fig. 6. The experimental forces at different edge radii were identical
with the previous work with dry cutting condition [49].

Although some parameters of the plastic model and ductile damage
model for JCM and JCM-ms model are identical, the predicted forces by
the JCM model are lower than those with JCM-ms model. The relative
errors of the principal forces between the results by JCM and experi-
ments are 2.2 %–6.4 %, while, the relative errors of the principal forces
between the results by JCM-ms and experiments are 0.4 %–5.8 %. As
indicated in Fig. 6b, the edge radius has a greater influence on the
thrust forces. The variation of edge radius will affect material flow
ahead of the cutting edges. That is, it will affect the ratio of the material
being ploughed to the machined surface due to the different edge radii.
The relative errors of the measured thrust forces and the predicted re-
sults by JCM-ms model are between 2.6 %–9.1 %, which are much less
than the relative errors between the measured and simulated thrust
forces by JCM model (10.2 %–21.7 %). That is, the layer of grain refine-
ment at the top machined surface layer will lead to an increase in the
work hardening rate according to the proposed JCM-ms model. As
shown in the compared thrust forces, the effect of the grain refinement
work hardening is enhanced with the increasing edge radius, from ~5
to 50 μm.

To further validate the accuracy of the predicted forces, the mea-
sured and predicted principal and thrust forces by JCM-ms model are
compared at different uncut chip thicknesses, as shown in Fig. 7. Both
the predicted principal and thrust forces agreed well with the measured
forces. The relative errors between the measured and simulated princi-
pal forces varied from 0.7 % to 12 %, while, the relative errors between
the predicted and measured thrust forces are approximately
2.3 %–9.1 %. Additionally, the principal force increases almost linearly
with the increasing uncut chip thickness, however, the variation of the
thrust force is smaller than that of the principal force. At the same uncut
chip thickness, with larger edge radius more material ahead of cutting
edge will be compressed on the machined surface due to the ploughing
effects [49]. Therefore, the edge radius has greater influence on the
thrust forces than the uncut chip thickness. Overall, the largest relative
error between the simulated and measured forces is 12 %. Therefore,
both the simulated principal and thrust forces predicted by the pro-
posed material model agree well with the measured experimental re-
sults for most conditions.

4.1.2. Chip morphology
Chip morphology is an important characteristic which reflects the

material deformation at high strain-rate, strain and complex thermal
loading conditions. It was reported that ultra-fine grains can be gener-
ated during high-speed (600 m/min) machining of Ti-6Al-4V alloy due
to the rotation dynamic recrystallization [29]. In this work, the mi-
crostructures of the cross-section of the segmented chips and workpiece
normal to the cutting speed direction was analyzed. The experimental
and numerically predicted chip morphology, along with the grain size
distribution are shown in Fig. 8. Additionally, the measured and simu-
lated chip morphologies, including the peak, valley and pitch (as indi-
cated in Fig. 8f) of the segmented chips at the conditions of different
edge radii and uncut chip thicknesses are compared with each other, as
listed in Table 6. Note that, the largest relative errors between the simu-
lated and experimental peak and valley values are <7.8 % and 12.3 %,
respectively. The relative errors for the pitch results are <24.1 %.
Overall, the predicted segmented chips agreed well with the measured
chip morphologies. The high predictive accuracy of the segmented chip
morphologies indicates that the ductile damage behavior of the mater-
ial along the ASB at the stage of damage evolution was properly imple-
mented, as is described in Fig. 1.

Additionally, grain refinement phenomena were mainly observed in
three areas: i) along the ASB, ii) the chip root which contacts the tool
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Fig. 5. The schematic of the FE simulation model of the orthogonal cutting process with cutting edge radius of 50 μm.

Fig. 6. Comparison of the measured and simulated (a) principal and (b) thrust forces with different cutting-edge radii.

Fig. 7. Comparison of the measured and simulated (a) principal and (b) thrust forces at varying uncut chip thickness values

rake surface and iii) the machined workpiece surface. According to the
Hall-Petch relationship, grain refinement will increase the mechanical
strength and work hardening of the workpiece.

4.1.3. Microstructure at machined surface/subsurface
To further validate the distribution of grain size and the grain refine-

ment behavior, microstructure of the cross-section of the machined
samples was compared with the simulated grain size distribution of the
machined surfaces at different edge radii and uncut chip thickness val-
ues, as shown in Fig. 9. With same length scale, the simulated grain size

can be compared with the experimental results. As two (α and β) phases
exist at the cross-section of the machined workpiece samples, the grain
refinement phenomenon can be identified by the distribution of the β
phases, especially for the thickness of the grain refinement layer near
the machined surface. As shown in Fig. 9a-c, the thickness of the grain
refinement layer increases with the increasing edge radius. There is no
obvious grain refinement layer at the smallest edge radius (<5 μm),
while, the thickness values of the grain refinement layers with the edge
radii of 28 and 50 μm are 2.86 and 4.38 μm, respectively. Note that the
simulated grain size at the machined surface layer with an edge radius
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Fig. 8. Comparison of the predicted and measured chip morphology at different edge radii of (a) <5 μm (b) 28 μm (c) 50 μm; and at different uncut chip thickness
values of (d) 30 μm (e) 40 μm and (f) 50 μm.

Table 6
Comparison of the simulated and experimental chip morphology.
Condition Peak (μm) Valley (μm) Pitch (μm)

Edge radius <5 (μm) Sim. 85.63 64.55 25.36
Exp. 79.43 57.46 33.43
Error −7.8 % −12.3 % 24.1 %

Edge radius 28 (μm) Sim. 83.64 63.75 28.74
Exp. 87.99 60.82 33.29
Error 4.9 % −4.8 % 13.7 %

Edge radius 50 (μm) Sim. 86.15 55.66 40.14
Exp. 89.16 62.43 45.96
Error 3.4 % 10.8 % 12.75

Uncut chip thickness 30 (μm) Sim. 56.56 24.55 43.42
Exp. 57.62 25.54 56.28
Error 1.8 % 3.9 % 22.8 %

uncut chip thickness 40 (μm) Sim. 74.04 42.94 41.90
Exp. 75.72 45.29 49.07
Error 2.2 % 5.2 % 14.6 %

uncut chip thickness 50 (μm) Sim. 85.74 45.86 55.25
Exp. 83.79 49.44 56.28
Error −2.3 % 7.3 % 1.8 %

of 50 μm is approximately 2.5 μm, and the grain size of the workpiece is
about 7 μm. Additionally, the thickness values of the grain refinement
layers at the uncut chip thicknesses of 30 and 50 μm with identical edge
radius are close to each other (Fig. 9d and e). Therefore, the grain re-
finement is more pronounced with larger edge radii, and grain refine-
ment layers will increase the flow stresses during the cutting process,
which consequently will lead to higher thrust forces compared with the
model without grain size dependent work hardening rate, as indicated
in Fig. 6b. Overall, for the conditions with different edge radii and un-
cut chip thickness values, the simulated grain refinement agree well
with the experimental microstructure at the cross-section of the ma-
chined surface.

4.2. Effect of cutting edge on material flow ahead of the cutting edge

The grain refinement behavior in the machined surface is related to
the material flow ahead of the cutting edge. Normally, there is a stagna-
tion point ahead of the rounded cutting edge, where the material ahead
of the stagnation point will form the chip and material beneath the stag-
nation point will be compressed/ploughed into the machined surface. It

is difficult to obtain the position of stagnation points by experimental
methods. For numerical methods, the stagnation point cannot be ob-
tained by modeling methods with a predefined sacrificial (or separa-
tion) layer between the uncut chip layer and the workpiece. In this
work, the stagnation point is characterized by the material displace-
ment normal to the machined surface, as shown in Fig. 10. Material
flows downward to the machined surface, as is shown by the denoted
arrows. Therefore, the stagnation point can be identified by the highest
location of the arrows at the workpiece which contacts with the cutting
edge, as shown in Fig. 10c. The distances from the stagnation point S to
the machined workpiece surface at different conditions were measured
and shown in Fig. 10h and i. Note that the height of the stagnation point
increase greatly from almost zero to 18.2 μm with the increasing edge
radius from <5 μm to 50 μm. The increased height of the stagnation
point, indicates that more material inside of the uncut chip thickness
will be compressed on the machined surface. That is identical with the
phenomena of the grain refinement and the increase of thrust forces
with the increasing edge radius. While, for different uncut chip thick-
ness values, the height of the stagnation point increases slightly from 20
to 50 μm uncut chip thickness, as shown in Fig. 10e-h. It is also consis-
tent with the increasing thrust forces at different uncut chip thickness
values. Note that the stagnation point may vary periodically during the
formation of ASB's.

Additionally, the variation of the stagnation point not only affects
the grain refinement at the machined surface layer, but it can also influ-
ence the surface roughness along the cutting direction. The simulated
surface displacement along the normal direction (normal to the ma-
chined surface), as well as the measured surface topography, were ana-
lyzed using a non-contact ZYGO™ scanning white light interferometer
are shown in Fig. 11. The scale of tested area is 110 μm × 110 μm.
With an edge radius of 5 μm, there is no obvious displacement along the
normal direction both in either the simulated or experimentally mea-
sured surface topography, since most material in the uncut chip thick-
ness was moved forward to form the chips, as indicated in Fig. 10a. As
shown in Fig. 11b and c, the simulated machined surface generated pe-
riodical fluctuation along the speed direction. In this work, the adjacent
distance of the peak or valley at the machined surface which is caused
by the variation of the stagnation position during the formation of the
ASB is calculated. The fluctuation distances of the simulated results in
Fig. 11b and c are very close to the measured surface topography in Fig.
11b' and c'. That is, the periodical fluctuation with larger edge radius is
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Fig. 9. Comparison of the predicted grain size distribution and machined subsurface microstructure at different edge radii of (a) <5 μm (b) 28 μm and (c) 50 μm and
at uncut chip thickness of (d) 30 μm and (e)50 μm.

related to the variation of the stagnation points during the formation of
the ASB.

4.3. Simulated surface integrity

4.3.1. Micro-hardness
Normally, the increase in micro-hardness observed in the machined

surface/subsurface is related to the material strengthening caused by
the thermo-mechanical plastic deformation. Furthermore, the mechani-
cal behavior is strongly dependent on the flow stress at different load-
ing strains, strain-rates and temperatures. Microstructurally, micro-
hardness evolution is dependent on the deformation-induced twinning,
dislocation accumulation, as well as the grain size evolution [50]. As re-
ported by Hughes and Korellis [51], subsurface deformation which is
caused by large sliding or rubbing loads strongly contributes to the in-
crease in subsurface hardness in cutting or metal working. In this work,

the measured subsurface hardness and the simulated plastic deforma-
tion along the cutting direction were analyzed, comparatively. The sub-
surface micro-hardness was measured by a SUN-TEC™ Tester with a
Vickers indenter at loading force of 100 mN and dwell time of 10 s. The
measured micro-hardness at different edge radii (Fig. 12a) is identical
with results presented in the previous work [49]. Although the micro-
hardness of the subsurface by the sharp (about 5 μm edge radius) tool is
slightly higher than other conditions, the decreasing gradient with in-
creasing depth from machined surface at the largest edge radius
(50 μm) is higher than the results with smaller edge radii.

The simulated displacement along the direction of cutting speed
with different edge radii are shown in Fig. 12b. It is noted that the dis-
placement decreasing gradient of the fitted curves with different edge
radii are very similar with the hardness results. The displacement along
the cutting direction is caused by the shear deformation generated by
the tool-workpiece contact during cutting. The surface displacement
with the sharp tool is about 6 μm, which is lower than that the 9.6 and
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Fig. 10. The stagnation positions at different edge radii of (a) <5 μm (b) 28 μm and (c) 50 μm and at uncut chip thicknesses of (d) 20 μm (e) 30 μm (f) 40 μm and (g)
50 μm (h) the height of stagnation point at different edge radii and (i) uncut chip thicknesses.

13.8 μm induced by the edge radii of 28 and 50 μm, respectively. Addi-
tionally, the thickness of the shear deformation is about 20 μm which is
smaller than that produced with larger edge radii tools. As seen in Figs.
8 and 9, there is no obvious grain refinement at the condition with
sharp edge. While, the thickness values of grain refinement layers are
2.86 and 4.38 μm for the edge radii of 28 and 50 μm, respectively.
Therefore, the degree of the subsurface shear deformation is highly re-
lated to the micro-hardness, and the thickness of the subsurface shear
deformation is increased at larger edge radius. As indicated in Fig. 12b,
when the displacement exceeds a critical value (approximately 8 μm for
different edge radii), grain refinement will be generated at the top ma-
chined surface. Larger shear displacement at the top surface will lead to
thicker grain refinement layer.

To check the micro-hardness with different uncut chip thickness val-
ues, the micro-hardness and the shear displacement at the uncut chip
thicknesses (radial feed rate) of 20 and 50 μm are shown in Fig. 13a and
b, respectively. The variation in the trends of the fitted curves of the
hardness and displacement are similar. The micro-hardness at uncut
chip thickness of 50 μm is slightly higher than that at uncut chip thick-
ness of 20 μm. This is identical with the displacement comparison re-
sult. Additionally, the top surface displacement at the two conditions
are higher than 10 μm which can be considered as the critical value for
the uncut chip thicknesses of 20 and 50 μm, and grain refinement layers
are both observed at the machined top surface for 20 and 50 μm uncut
chip thickness conditions.

4.3.2. Residual stress
To further study the machined surface integrity, the residual stresses

of a path of nodes along the depth from the machined surface were ana-
lyzed, as shown in Fig. 14. The predicted residual stresses for different
depths from the machined surface were compared with the measured
results obtained using an edge radius of 28 μm, as shown in Fig. 14a.
The simulated and measured residual stresses exhibit similar trends,
with the measured residual stresses slightly more tensile (or less com-
pressive) than the simulated results. Tensile stresses were generated at
the top surface (<25 μm), while compressive residual stresses were
generated in the subsurface at the depth of 25–150 μm, approximately.
The distribution of the residual stress is related to the thermo-
mechanical deformation at the machined subsurface. It should be noted
that both the hardness and residual stress are time-dependent parame-
ters which means the state of these parameters are different at the in-
situ (cutting stage) and ex-situ (when the workpiece is cooling to the en-
vironmental temperature) states [2]. Additionally, the material defor-
mation of the nodes path along the direction normal to the machined
surface is shown in Fig. 14b. It should be noted that the trend of the dis-
placement normal to machined surface is similar to that of the residual
stresses, except for the displacement of few points near the top surface,
which may be caused by the element distortion.

To study the mechanism of the machined subsurface residual
stresses, the predicted residual stresses and displacement normal to the
machined surface with different edge radii and with different uncut
chip thicknesses are shown in Figs. 15, and 16, respectively. Note that
the edge radius and uncut chip thickness have similar influence on the
variation of the residual stresses and the displacement normal to the
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Fig. 11. Simulated displacement normal to the machined surface with edge radii of (a) < 5 μm (b) 28 μm (c) 50 μm and the measured surface morphology [49] at
the edge radii of (a') < 5 μm (b') 28 μm (c') 50 μm.

Fig. 12. Comparison of the (a) measured micro-hardness of the machined subsurface and (b) the displacement along the cutting direction at different cutting-edge
radii conditions with uncut chip thickness of 60 μm.
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Fig. 13. Comparison of the (a) measured micro-hardness of the machined subsurface and (b) the displacement along the cutting direction at different uncut chip
thickness values with edge radius of 50 μm.

Fig. 14. Comparison of the (a) measured and simulated residual stress and (b) the displacement normal to machined surface at edge radius of 28 μm and uncut chip
thickness of 60 μm.

Fig. 15. Comparison of the simulated (a) residual stress and (b) the displacement normal to machined surface at different edge radii with uncut chip thickness of
60 μm.

machined surface, which further indicates the effect of the material be-
ing compressed to the machined surface on the subsurface residual
stress field. The variation of the cutting edge significantly affects the
material flow ahead of the cutting edge. As indicated in Fig. 10, the
height of the stagnation point with edge radii of 28 and 50 μm are 12.6
and 18.2 μm, respectively, which is substantially higher than that ob-
served with sharp cutting edge. Additionally, the peak compressive
stresses are −309 MPa and -352 MPa at the edge radii of 28 and 50 μm,
respectively, much higher than that (−56 MPa) with sharp cutting
edge, while, the height of the stagnation points at the uncut chip thick-
ness values of 20, 40 and 60 μm are 6.72, 12.1 and 18.2 μm, respec-
tively. They are similar to the variation of the peak compressive stresses

at different uncut chip thickness values. Therefore, as shown in Figs.
15a and 16a, the height of the stagnation point affects the ratio of the
material which will be compressed to the machined surface, and it is
approximately proportional to the peak compressive stresses for differ-
ent conditions.

5. Conclusions

In this work, a finite element model employing a JCM-ms constitu-
tive model was proposed to simulate the material removal and predict
surface integrity in the orthogonal cutting of Ti-6Al-4V alloy. Grain re-
finement dependent work hardening was considered in the plastic
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Fig. 16. Comparison of the simulated (a) residual stress and (b) the displacement normal to machined surface at different uncut chip thickness with edge radius of
50 μm.

model, while, an energy density-based failure behavior was applied to
generate the chip formation and material removal ahead of the cutting
edge. The simulation results were validated by the orthogonal cutting
experiments of Ti-6Al-4V alloy with different edge radii and uncut chip
thickness values. Surface integrity including the grain refinement, stag-
nation points, micro-hardness and residual stresses were analyzed ac-
cording to the simulation results. The following conclusions can be
draw from this work:

(1) DRX-based JMAK model was considered in the developed JCM-
ms plastic model to characterize the grain refinement related
work hardening rate. An energy density-based failure model was
applied to the entire workpiece without a separation layer. The
predicted principal and thrust forces agreed well with the
measured results. For most conditions, the relative errors between
the simulated and measured forces is <12 %. The grain size
dependent work hardening behavior is helpful to improve the
accuracy of the predicted thrust forces.

(2) Predicted chip morphology agreed well with those generated
during experimentation. Grain refinement was most prominent
along the ASB's and at the chip roots where the tool rake surface
and the machined workpiece surface were in contact. The
simulated grain refinement at the machined surface layer agreed
well with the microstructure distribution at the cross-section of
the machined subsurface. The thickness of grain refinement layer
increased with increasing cutting-edge radius.

(3) The height of the stagnation point was measured by the
simulation results. Larger heights of the stagnation points will
lead to more material inside of the uncut chip layer being
compressed on the machined surface, which in turn resulted in
increased thrust forces, increased thickness of grain refinement
layer, and changes in the micro-hardness and residual stress
field distribution. The measured periodical fluctuation in surface
morphology with larger edge radii is related to the variation of
the stagnation points during the formation of the ASB.

(4) The degree of the subsurface shear deformation is highly
related to the micro-hardness, and the thickness of the
subsurface shear deformation increased with increasing edge
radius. Larger shear displacement beyond the critical value at
the top surface led to a thicker grain refinement layer. The
residual stresses along the depth from machined surface is
related to the displacement normal to the machined surface.
The height of the stagnation point is approximately
proportional to the peak compressive stresses for different
conditions.

(5) The developed JCM-ms model and the energy density-based
modeling method provide an accurate, high-fidelity prediction of
the principal, thrust forces and subsurface grain refinement. This

work also provided a greater understanding of the micro-
hardness and residual stress field formation according to the
material flow ahead of cutting edge, which will be helpful for the
tool design and the investigation of surface integrity considering
cutting-edge geometry.
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