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ABSTRACT

Information from speech recognition can be used in various ways in state-of-the-art speaker recognition systems. This includes the obvious use of recognized words to enable the use of text-dependent speaker modeling techniques when the words spoken are not given. Furthermore, it has been shown that the choice of words and phones itself can be a useful indicator of speaker identity. Also, recognizer output enables higher-level features, in particular those related to prosodic properties of speech. Finally, we discuss the use of mere by-products of word recognition, such as subword unit alignments, pronunciations, and speaker adaptation transforms to derive powerful nonstandard features for speaker modeling. We present specific techniques and results from SRI’s NIST speaker recognition evaluation system.

Index Terms—Speaker recognition, speech recognition, high-level features, speaker adaptation, prosody.

1. INTRODUCTION

In a fundamental aspect, speaker recognition and speech recognition are dual problems. In speaker recognition, the goal is to identify the speaker irrespective of what is being said; in speech recognition the goal is to recognize what is being said irrespective of who is speaking. Thus, in speaker recognition, one of the fundamental problems is to normalize for variability due to the speaker’s choice of phones, words, and so on; conversely, in speech recognition, a basic challenge is to normalize out speaker differences. (Normalizing out other sources of variability, such as channel properties, is common to both tasks.)

Maybe as a result of this dichotomy, speech recognition and speaker recognition have traditionally been pursued by different (although sometimes overlapping) research communities. Recent years, however, have seen widespread use of speech recognition in advanced speaker recognition research systems, such as those fielded in the annual NIST Speaker Recognition Evaluation (SRE). In this paper we survey some of the main techniques used, and point out possible future directions and as-yet-unexplored opportunities.

It should be noted that cross-fertilization has also occurred in the other direction. For example, speaker recognition techniques play a major role in diarization, the separation of audio signals into different speakers and nonspeech classes, a vital preprocessing step for speech recognition [1, 2]. However, in this paper we will focus on speaker recognition as the target application and examine links to speech recognition from that perspective.

2. OVERVIEW

We can distinguish four broad classes of approaches by which speech recognition can be leveraged for speaker recognition.

Modeling text dependency: here the output of the speech recognizer is used to bridge the gap between text-dependent and text-independent speaker modeling. Once the spoken words or phones are identified, the speaker features can be conditioned on this information, thereby obtaining sharper and hence more accurate speaker models.

Modeling lexical/phonetic speaker idiolect: it has been shown that choice of words, as well as of pronunciations for a given word, is speaker specific and can therefore be used to define features that identify speakers.

Modeling higher-level features: A virtually open-ended set of speaker features deals with information beyond frame-level acoustics and require phone, word, and alignment information as basic inputs to compute higher-level features. A prime example is features based on speech prosody (supra-segmental pitch, duration, and energy patterns).

Modeling internal recognizer features: a speech recognizer computes a large amount of ancillary information in order to arrive at its final word or phone recognition output. Some of this information is very valuable as it tends to be highly speaker specific, either by design (such as by-products of speaker adaptation) or empirically (such as the duration patterns of subword units).

These four classes of approaches are conceptually distinct, but often overlap in practice. For example, the same alignment information that yields speaker-specific subword duration and pronunciation information is also required for defining higher-level prosodic features. In the following sections we will summarize existing approaches in the first three categories, and then focus on several instances of the
last category, whereby internal computations of the recognizer can be leveraged for speaker modeling.

3. MODELING TEXT DEPENDENCY

In this approach, acoustic models (typically based on cepstral features) are conditioned on the word or phone identities obtained from the speech recognizer. This allows the acoustic models to have lower variance from nuisance factors, and hence better speaker discrimination. A second benefit is that regions of speech that exhibit large interspeaker variability, and hence potential for speaker discrimination, can be selected. One example of this approach is MITLL’s text-constrained cepstral support vector machine (SVM) system where cepstral polynomial features are extracted separately for each of a set of frequent words; this approach in turn is based on a similar one using cepstral Gaussian mixture models (GMMs) [3]. Alternatively, one can use phone-based speech recognition hidden Markov models (HMMs) as speaker models [4], or even whole-word HMMs for frequent word ngrams [5]. In both cases, the text-constrained cepstral system and the whole-word approach, features are extracted based on the alignments provided by a word recognizer.

4. PHONETIC AND LEXICAL IDIOLECT MODELING

Phone recognition without lexical or phonotactic constraints (“open-loop recognition”) has been used successfully as a feature extractor for speaker recognition [6, 7], where phone sequences are modeled directly, either by language models or SVMs. Another approach is to compare open-loop phone sequences with those obtained from a word recognizer [8].

Doddington observed that certain word N-gram frequencies can express idiosyncratic language use and hence model speaker identity [9]; it was also shown that this approach can be even more effective when coupled with SVMs [10]. Recently, we obtained further improvements by extracting N-gram frequencies that record the duration (short vs. long) of frequent words, thus combining lexical and pronunciation information into a single SVM model [11].

5. HIGHER-LEVEL AND PROSODIC FEATURES

Once recognition output with detailed time alignments is available, one can start to model features beyond phones and words. A defining characteristic of such features is that they are extracted over regions that vary in extent, based on the underlying speech units modeled: syllables, words, pause-delimited phrases, and so on. We group these features under the term “nonuniform extraction region features” (NERFs) [12] and have recently focused on syllable-level NERFs (SNERFs) [13]. The bulk of these features capture speech prosody, that is, the patterns of variation in pitch, energy, and durations of speech units.

Modeling features at this level presents an interesting challenge because of their large number and nonuniform nature. An effective approach (for SNERFs) is to segment the speech signal into syllables based on recognizer alignments, extract a large number of features for each syllable, discretize the feature values, and then form N-grams of the binned values. These N-grams can then be counted and their frequencies modeled with SVMs similar to the phone and word models mentioned earlier. Results show that prosodic features defined in this way can be highly effective for speaker modeling, and can improve traditional low-level acoustic models substantially when combined with them [14].

6. INTERNAL SPEECH RECOGNIZER FEATURES

Some of the recognizer-based speaker models described above can be improved if they are generalized to leverage detailed information that is available in the recognizer, but which is usually discarded. One such case concerns a NERF-type prosodic model. An important aspect of prosodic variation is the duration of speech units. Specifically, inspired by work in word recognition, we built speaker models of phone durations within words [15]. Each word instance (from a list of frequent word types) gives rise to a feature vector consisting of the phone durations within it. These vectors are then modeled and scored in the familiar GMM-UBM (universal background model) framework. While such a phone-level duration model is effective, it is bested by a similar model that records the durations of HMM states within a phone [15].

A second example of adding recognizer-internal details to speaker modeling comes from phonetic speaker recognition. Traditionally, such systems have modeled the phone N-gram frequencies in the most likely phone string recognized. However, it turns out that a dramatic performance improvement can be achieved by modeling the frequencies of all (or all reasonably likely) phone N-grams according to their posterior probabilities of occurrence [16]. The space of all likely phone N-grams is represented in the recognizer search space and can be recorded as a phone lattice, from which the expected phone N-gram counts can be computed efficiently.

As a final example, we consider the acoustic models used by a speech recognizer. To achieve good performance, speaker-independent triphone models are adapted to obtain speaker-dependent models, using output from a first recognition pass as reference. The most common approach is to estimate an affine transform of the Gaussian means so as to maximize the likelihood of the adaptation data (maximum likelihood linear regression — MLLR). We may regard the transform parameters themselves as speaker-
dependent features and view them as a text-independent encapsulation of speaker-specific acoustic properties. Since the transforms are shared among all words, usually at the phone level, they are, in theory, a text-independent feature that does not suffer from the data fragmentation problem incurred by the word-conditioning approaches mentioned in Section 3. Indeed, we obtained excellent results with this approach, on a par or better than standard cepstral models [17].

7. RESULTS

To give a feel for the performance achievable using recognition-based speaker models, we summarize here some results from SRI’s speaker verification system. This system represents an updated version of the system fielded by SRI in the 2006 NIST Speaker Recognition Evaluation (SRE) [11]. While not all the techniques mentioned above are used in this system, it incorporates a good cross-section of those techniques, chosen to give optimal performance in combination. The SRI system also contains several cepstrum-based models that represent the state of the art in speaker modeling without the benefit of speech recognition; we can therefore evaluate the incremental benefit from recognition-based models.

The following subsystems are used in the SRI system. The three recognizer-independent cepstrum-based models are a standard cepstral GMM-UBM system [18], a cepstral SVM system [19, 20], and a Gaussian supervector SVM system [21]. The remaining models are recognition based, and include an MLLR-SVM system (cf. Section 6) [17], state- and word-duration GMM systems (cf. Section 6) [15], a word/duration N-gram SVM (cf. Section 4) [9, 10], and an SVM model of prosodic feature sequences extracted over syllables and words (SNERFs and GNERFs, cf. Section 5) [13].

Table 1: Subsystems (models) used in SRI’s SRE system

<table>
<thead>
<tr>
<th>System, Model type</th>
<th>ASR-based</th>
<th>Normalization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cepstral, GMM</td>
<td>No</td>
<td>ISV</td>
</tr>
<tr>
<td>Cepstral, SVM</td>
<td>No</td>
<td>T-norm</td>
</tr>
<tr>
<td>Gaussian supervector, SVM</td>
<td>No</td>
<td>ISV</td>
</tr>
<tr>
<td>MLLR, SVM</td>
<td>Yes</td>
<td>ISV</td>
</tr>
<tr>
<td>State duration, GMM</td>
<td>Yes</td>
<td>T-norm</td>
</tr>
<tr>
<td>Word duration, GMM</td>
<td>Yes</td>
<td>T-norm</td>
</tr>
<tr>
<td>Word/duration N-gram, SVM</td>
<td>Yes</td>
<td>T-norm</td>
</tr>
<tr>
<td>SNERFs+GNERFs, SVM</td>
<td>Yes</td>
<td>ISV</td>
</tr>
</tbody>
</table>

The subsystems are summarized in Table 1, which also indicates which normalization methods were applied to each system: either T-norm score normalization [22] or feature-level intersession variability normalization with nuisance attribute projection (NAP) for SVMs [23] or factor analysis for GMMs [24, 25]. The overall system score is obtained by an SVM-based combiner using all subsystem scores as inputs and trained to minimize the NIST decision cost function (DCF).

The test data used is the common condition (English language) subset of the NIST 2006 SRE. (In the interest of brevity, we only present results with one training conversation side per speaker, but the results with 8-side training are similar.) Table 2 shows performance metrics of the individual systems, as well as of the combined system. Results are presented in terms of both equal error rate (EER) and minimal achievable DCF.

Table 2: Individual and overall system performance.

<table>
<thead>
<tr>
<th>System</th>
<th>%EER</th>
<th>DCF(x10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cepstral, GMM</td>
<td>4.75</td>
<td>0.216</td>
</tr>
<tr>
<td>Cepstral, SVM</td>
<td>5.07</td>
<td>0.242</td>
</tr>
<tr>
<td>Gaussian supervector, SVM</td>
<td>4.15</td>
<td>0.198</td>
</tr>
<tr>
<td>MLLR, SVM</td>
<td>4.00</td>
<td>0.197</td>
</tr>
<tr>
<td>State duration, GMM</td>
<td>16.03</td>
<td>0.705</td>
</tr>
<tr>
<td>Word duration, GMM</td>
<td>22.24</td>
<td>0.874</td>
</tr>
<tr>
<td>Word/duration N-gram, SVM</td>
<td>23.46</td>
<td>0.815</td>
</tr>
<tr>
<td>SNERFs+GNERFs, SVM</td>
<td>10.41</td>
<td>0.461</td>
</tr>
<tr>
<td>SVM combination</td>
<td>2.59</td>
<td>0.145</td>
</tr>
</tbody>
</table>

The results show that, generally speaking, the best performing subsystems are those based on acoustic cepstral features, either directly or indirectly (as in the case of mean supervectors or MLLR transforms). The MLLR-SVM, which incorporates recognizer information into acoustic speaker modeling, is currently our single best subsystem. The noncepstral systems perform the better the more low level and acoustically detailed their features are, with the best subsystem being the SNERF+GNERF (grammar-constrained nonuniform extraction region feature) SVM.

To assess the contributions of each model to the overall performance it is not enough to compare individual performance metrics. Rather, we should be asking how much each subsystem is improving the overall combination given that other subsystems are already present. In this context it also makes sense to ask which subsystems constitute the two, three, four, and so forth best in combination.

Figure 1 answers both questions, by listing the performance metrics for the N-best system combinations and the subsystems chosen for each N-best combination. With one exception, the N-best subsystems are chosen monotonically, i.e., the N-best combination is a proper superset of the (N-1)-best combination, allowing us to put a strict ranking on the importance of the subsystems. The interesting result concerning this ranking is that stylistic recognizer-based systems (such as the prosodic and lexical sequence models) are chosen before other subsystems that have considerably better performance in isolation. In particular, the most important noncepstral subsystem is the...
SNERSF+GNERSF system, which relies on recognizer information. A likely explanation for this phenomenon is that several of the cepstral systems are highly correlated and therefore give only little incremental speaker information.

8. CONCLUSIONS

We have given a brief survey of speaker recognition techniques that make use of speech recognition. The role of speech recognition can range from simple transcription to enable text-dependent modeling to the extraction of novel speaker features that characterize the behavior of the speech recognizer (such as phone-state durations and MLLR transforms). Results from a selection of these techniques show that such features have much potential, and contribute greatly to a system combination that also includes traditional state-of-the-art cepstral systems.
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Figure 1: N-best results for SRE06-1side common condition. (A) refers to acoustic feature-based system and (S) refers to stylistic feature-based system.