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Abstract—We consider the two-way relay channel with random
access for the cases of symmetric and asymmetric channel
statistics in the low SNR regime. We propose three different
schemes implementing different physical layer techniquedor
collision recovery and channel adaptation and obtain analtical
throughput expressions. We compare the proposed schemesthwi
several benchmarks in order to study their bandwidth gains n
practical scenarios.
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I. INTRODUCTION

Cooperation in wireless networks can mitigate the dis-
advantages of communication over a shared medium witlf-
time-varying quality. In the two-way relay channel two- way
data exchange between two terminals is enabled by a third
one, the relay. Cooperation in this setup is achieved at the

expense of time/frequency and energy resources of the.rel@yemes were considered. In particular several techniques
Resource optimization can lead to a greater global netwqtkye peen studied for the two phase scheme, referred to as
efficiency with savings in terms of bandwidth and energy ggirectional amplification of throughput (BAT), and among
yvell as a reduct_lon in delay. Minimization of packet |°S§hese the denoise-and-forward (DNF) technique, in whieh th
in both the multiple access (MA) and the broadcast (BGyjay decodes the sum of the signals, was proposed. In [8] it
phases is of primary importance in such a scheme as it Sajegs’ hointed out that a joint network layer and physical layer
retransmissions and improves communication rates. approach can significantly increase the throughput in tvag-w

_ In order to minimize packet loss in the MA phase, agommunications. Based on this idea [8] proposed the concept
ideal time division multiple access (TDMA) scheme wouldss physical layer network coding (NC) and a multiple access
be needed. Although theoretically optimal, ideal TDMA igygiocol leveraging on this concept was studied for difiere
difficult to be implemented in real systems, as it requirggnyork topologies. Joint network and channel coding was al
network_ signalling a_nd higher level coordination. For thigy,gied in [9], while in [10] and [11] the results were extedd
reason in many practical systems such as ad-hoc networks giighe case of asymmetric channels between the terminals and
interactive mobile satellite systems a random access phasg,q relay and the optimal time allocation in a three phase

often present [1]. scheme was studied. In [12], the system outage behavior was

In the two-way relay channel, four, three and two-phasg§ydied in case of fading channels for various schemes.
schemes have been studied in the literature to reduce the

number of retransmissions for data exchange (see Fig. 1)In the present paper we consider DF relaying and propose
An information theoretical analysis for such schemes witlh combination of physical layer NC techniques for the MA
amplify-and-forward and decode-and-forward (DF) relay gshase with asymmetric channel adaptation in the BC phase.
well as structured codes has been carried out in [2], [3h order to evaluate the performance in a realistic scepario
[4], [5] and [6]. In the four-phase scheme, TDMA is use@ random access phase is considered. This allows to measure
in both the MA and BC phases. In the three-phase scherttee behavior of several protocols proposed in the liteeatar

one transmission is saved in the BC phase by broadcastingither MA or BC phases in a realistic scenario by removing the
combination of the received signals, while in the two phastrong assumption of having two nodes always transmitting o
scheme terminals transmit simultaneously in the MA phagerfect TDMA. We derive closed form analytical expressions
and the relay broadcasts a function of the received sigrat the average number of transmissions needed for deligeri
which is then used by terminals to try to decode their desirethe packet to each of the terminals. We study symmetric as
messages exploiting the knowledge of their own transmitt&ll as asymmetric channels, in which one of the terminals is
signal. In [7] the four, three and two-phase bidirectiorsddy shadowed.

1. Four, three and two-phase schemes for the two-way @annel.



A. System Model signalling the LLR of thef-th symbol ofxg is

Consider two terminal nod€s; and 7, and a relay node cosh (y[t](hl;hz))
R. The terminals can only communicate through the relay, Lf] =In il , (3)
i.e. there is no direct link between them. We assume that the cosh (W)

channels between the terminals and the relay are affected by

independent flat fading processes. Time is divided intosslovhere y[t] is the ¢-th element of vectoryr. Extension of
each with a fixed number of symbols. We assume chantiis expression to QPSK and 4-QAM modulations is straight-
state information (CSI) at the relay when both transmittin@rward, while for higher order modulations the calculatio
and receiving, and CSI at the terminals when receiving onBf the LLRs changes slightly [13], [14]. If decoding is not
We assume this is achieved through a brief signalling froaticcessful the relay sends out a NACK and the procedure
the terminals after the MA phase, the influence of which igtarts over. If the relay can decode the XOR, one terminal is
global throughput can be neglected if time slots are reddpnarandomly chosen and acknowledged. Then the terminal that
longer than the signalling periods, andT,» have independent did not receive the ACK retransmits its message until the
messages;; and uy, respectively, to transmit to each othertelay correctly decodes and acknowledges it. At this paint
Transmission is organized in two phases. In the MA phag@n decode both messages and uz. We will refer to this
terminals transmit their messagesipand in the BC phasg approach asle-noise (DN) [7].

relays the received messages to the terminals. We firstdemsi  In the second approach, the relay stores the received signal
the MA phase. As we assume no CSI at the transmitters duri@igd acknowledges one randomly chosen terminal. As before,
the MA phase, terminal’;, i = 1,2, encodes its messagg the terminal that does not receive the ACK retransmits until
using a linear encoder with fixed rateThe encoded messageét receives an ACK. The relay then subtracts the signal
x; is then modulated and transmitted to the relay. We indicagerresponding to this message from the collided signal it
with s;, i = 1,2, the modulated signals. Terminals randomlyeceived, and tries to decode the unknown message. If this
access the channel with probabilityndependently from each is not possible, a retransmission is requested. We reférigo t
other. Thus with probability? a collision occurs at the relay, approach asnterference cancellation (1C).

with probability2¢(1 — ¢) only one node accesses the channel In both DN and IC approaches, at the end of the MA

and with probability(1 — ¢)? the channel remains idle. phaseR knows bothu; and uy. In the BC phase of both
When only one terminal accesses the chanRealeceives methods the relay makes an asymmetric channel adaptation
the signal by first channel-encoding and then network-encoding the two
messages, as explained in the following, and u, are
yYr = hisi +w, (1) encoded by the relay according/tg andhy, respectively, thus

obtaining messages and xI. Unlike in [10], we assume
whereh; is a circularly symmetric zero mean unit variancéixed slot duration as often occurs in practical situatioc®s.
complex Gaussian random variable, ife.~ CN'(0,1), mod- channel encoding is done by keeping constant the length of
eling the fading coefficient between the transmitting tehi the coded packets!* and varying the information rates based
(T3) and the relay, andv; ~ CN(0,0%). If the message on the instantaneous channel states [15]. Finally, theyrela

is successfully decoded? broadcasts an acknowledgemengalculates the XOR of the two encoded packets, [7][13]:
(ACK) for messagay;. If the message is not correctly decoded n

a new random access phase takes plégeafter overhearing X1y = X1 & x5 (4)
the ACK for messagey;, transmits its own packeti; to the
relay. We assume that the duration of the ACK is negligib
with respect to that of the time slot. Furthermore, we assu
that ACK’s are always correctly received by both terminals.

If 77 and Ty access the channel simultaneously, a colli-
sion occurs. Assuming perfect symbol synchronization, the yi = hftsp + w;, (5)
received signal at the relay is:

acketx!} is finally modulated, producing signalz, and
roadcasted to the terminals. A block diagram describirg th
ﬁcoding process is depicted in Figure 2.

The signal received at terminalin the BC phase is

where sy is the signal transmitted by the relay and is
Yr = his1 + hosy + w. (2) the noise component at terminalTerminali wants to obtain
messagecf, 1 # 7. As stated above, the terminal has channel
In case of a collision we consider two different approachestate information when receiving, which allows it to knove th
In the first one,R tries to decode the XOR of the messageste used by the relay to encode the message it is willing to
u; and u,. By decoding the XOR we mean thét tries to receive. So it first calculates packet by using the same code
decodexg = x; x5 starting from the received signal 2. Duerate of the relay, and then “strips” it directly from the raxesl
to the linearity of the codexg is a codeword as well. Here, signal by inverting the sign of the log-likelihood-ratiol(R)
we consider LDPC codes at each of the terminals. In ordelative to thet-th symbol received ifr(¢) is equal to 1,
to decodex, the LDPC decoder at the relay is fed with thevhile taking the current value of the LLR if(¢) is equal to
vector of log-likelihood ratios (LLR). In the case of BPSKO [10]. Note that the scheme we consider differs from the one
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Fig. 2. Network coding after channel coding at the relay.msyetric channel
adaptation is performed by keeping constant the lengtheoEtiieword :@f)

and varying the fraction of messagg fed to the encoder. The rate of eachto terminali denoted byr;zc, i = 1,2, is a random variable
encoder is chosen accordingly. depending on the state of the channel. BC rates are always
less than or equal to the rate used in the MA phase (the
relay can not transmit more data than it receives). The numbe

in [10] in that the terminals can not hear each other’s sgnabf time slots N, can be decomposed int®,;4 and Ngc,
channels are affected by fading (or fading and shadowinghich are the number of slots needed to correctly decode both
and we consider random access in the first phase, which oftettkets in the MA and BC phases, respectively. We denote by
occurs in real systems such as wireless LANs (access to $hg, andpy,» the probabilities that the relay can not decode
access point) and cellular networks (access to the bagemtat the message transmitted by a single terminal, or the XOR of

The third scheme we proposedgportunistic DNF in which  the packets transmitted by both terminals, respectivelgo A
the channel adaptation in the BC phase is performed if menote bypp the probability that a terminal can not decode
collision occurs in the MA phase. In case of a collision, DNfthe message transmitted by the relay in the BC phase. Due to
is used. We compare our proposed schemes with the followisigannel adaptation in the BC phase can be made arbitrarily
four benchmark schemes: small assuming that the time slot is long enough; hence, we

Two-phase scheme - Both terminals always transmiR tries  let pg = 0 for our analysis.
to decode the XOR of the messages, re-encodes at a fixed ratgfe first calculateE{N,;4}. Consider the Markov chain
and broadcasts. depicted in Fig. 3 in which the number of a state indicates the

MA and NC after channel coding - No collision resolution number of packets successfully decoded by the relay. In the
technique is used in the MA phase, thus when a collisidgiyure o = (1 —q)?+2q(1 —q)par1 +¢*pare is the probability
occurs packets are discarded, while in the BC phase therenis to decode any packet, and takes into account the event tha
asymmetric channel adaptation. no terminal transmits, the event that the packet is not ctiyre

MA and NC before channel coding - No collision resolution decoded when only one node transmits, and the event that the
technique is used in the MA phase, while channel encodisgm of the packets can not be decoded when both terminals
after network encoding is done in the BC phase. transmit. = 2¢(1—q)(1—pas1) is the probability that, when

DN and NC before channel coding - In this scheme col- only one node transmits, the packet is correctly decoded by
lisions are addressed using DN while channel encoding aftee relay,d = ¢>(1 — pas2) is the probability that the two
NC is used in the BC phase. nodes jointly transmit and the sum is decoded by the relay
B. Throughput Analysis and~ = 1 — pys1 is the probability that a packet is decoded

) ~when the relay already knows the other one.
We compare the various schemes based on their totalognsidering the Markov chain in Fig. 3 we see that the

throughputs defined as: probability thatr > 2 transmissions are needed is:
1
th = (6) n—2 a i
E{N} PriNaa = n} = (B4 0) 71— )"y (1 ) G
where N, is the total number of time slots needed for both i=0 v

Ty andT; to successfully decode their desired messages. Jpg Pr{Nya = 1} = 0. The sum in (7) takes into account

the rest of the section we derive analytical expressions fgfi the possible combinations in which exactigransmissions
the average throughput of the various protocols, while & th e needed. Calculating the average we obtain
next section we evaluate the total throughput by simulating

coded transmission scheme using multi-rate LDPC codes over B4 [1=7" na(a-2)
. E{NMA} = + 3 (8)
different channel models. l1-7v—a) y (1-a)

D(_,ln0|se - .NC af'_ter channel coding '.AS de_sgnbecj in the !&the SNR is high we can ignore the probability of decoding
previous section this scheme deals with collisions in the Merror Letting _ — 0in (8) we find
phase using physical layer NC while asymmetric network- P = Dar2
channel coding is performed in the BC phase. As there is
channel adaptation in the BC phase, the rate of transmission

1+2¢-¢°

EAlNuad = a2-q) ’

C)



which goes to infinity ag goes to0 and to2 asq goes tol, S S \ o
as expected. The minimum value of (9) is obtainedder 1, [~ A
which indicates that, if both,;; andp,,o are negligible, the @ @
two nodes should always jointly transmit their packets t® th f
relay. In this case the total number of transmissions neéexled
3. If the two probabilities are not negligible, such as in the
case of shadowing in one or both of the channels, (9) is no B
longer valid and the optimal transmit probabiligycould be ‘ @
different from one. As channel adaptation is performed m th (

BC phaseNp¢ can be assumed to e 1
v

Now, we consider the case in which one of the two nodes is
shadowed, i.e. channel statistics are not the same. Indbes c

we must consider the Markov chain in Fig. 4. where the stat@g' 5. Markov chain for the calculation df 3¢ in the two-phase scheme.

and Pr{Npyac = 1} = 0. We then have

1yl 2
P~ B 1—9f | mao(a—2)
‘ E{N =
B v {Nara} T-m-a) | n  (1-oap
) n B2 {1 —92  yala— 2)}
AL 5 e -~ (I=r2—a) [ 7 (1-a)?
OO O) 5 - ela2)
O @ .11
o o Jr(1—6—04){ € Jr(1—0()2 (11)
\ MA with IC and NC after channel coding - The analysis
B2 v2" for this scheme is the same as in the one with de-noise and
— NC after channel coding. The only difference is in the wesght

',1—v2 used in the Markov chain depicted in Fig. 3, in which we must
putoe = (12* q)* + 2(](21 —q)pav1 + PP +pan (1 —pan)]
Fig. 4. Markov chain for the calculation of the throughput dase of andd =g (1 = pa1)® + (1 — pai)paa, for the symmetric
asymmetric channel statistics. case anda = (1 — q)? + q(1 — q@)(Prrea1 + Pareaz) +
P (PMta1PMiz2 +PMte2(1—Darte1) /24 Pastar (1 —Pastaz) /2)
and 0 = ¢*(1 — parea1)(1 — pastaz) + (1 — pasear)(1 -
(0) (1,0) (14>1) and(2) indicate, respectively, the cases ipM2)/2 + (1 = Parta2)(1 = paree1)/2) Tor the asymmetric
. case. All the other parameters remain the same in both the
which no message was decoded by the relay, only the message . ; . .
symmetric and the asymmetric cases. The analysis at high
of T1 has been decoded, the XOR of the messages has b . . .
is the same as in the previous scheme.

decoded and both messages were decoded. In this case Wle :
wo-phase scheme - The code rates in the MA and BC
havea = (1—q)% +q(1 — q) (Prmta1 + Prta2) + o2, B1 = P

(1—q)(1— ), B2 = g(1—q)(1— b = 1— phases are assumed to be the same. In the MA phase of this
q _%_ pM”g " 22(_13 q)2 angyiﬂ( ’ZIL _)/QP\;‘V”;ZQ@ scheme both nodes transmit with probability one, thus tie on
V2 = 2 TPMip1, 0= AL TPM2) QllTE = AT T2/ 4 limiting factor is the probability of not decoding. So we leav
Pyl @ndpye1 are the probabilities that the message from

Ty or T; is lost, respectively. Agaip,,- is the probability that E{Nya} = 1 . (12)
the XOR of the two messages is not correctly decoded. The 1 —pme

probability thatn transmissions are needed for both messaggsthe BC phase there can not be asymmetric channel adap-
to be decoded is: tation becauseR only knows and broadcasts the XOR of
packets received in the MA phase. In the symmetric channel
case, the probability of packet loss in both relayTtp and
relay toT> channels are the same, and we calbjit. Let us

n—2 [

S G a2 o consider the Markov chain depicted in Fig. 5, where-= p%,
PT{NMAfTL}*Bl'Yl(l 'Yl) ; 1—n 5=2p3(1—p3),’7= 1—pp ands = (1—193)2- From Fig.
2 ; 5 and using (12) we obtain:
«
+Bry2(1—72)" 2 Y 1 1+2
Bay2(1 —2) (1 — 72) E{N.} = i +2pp (13)

— >
=0 L—pm2  1-pp
n—2 A

+6e(1 — )2 Z ( ., (10) Incase one of _thg two nodes is shadowed we must c_on;ider
T \l—e€ the Markov chain in Fig. 4 for the BC phase, after substiutin
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the central two-hop branch with a one hop branch havirigr a factor that accounts for the probability that the fifghal
weightd = (1—pp7r)(1—pper2), and using the correspondingcan be decoded by the relay was produced after a collision or
expression (11) after substituting the last term in the suth wnot, respectively.

§/(1 — a)?, putting @ = per1psT2, Bl = PBT2(1 — PBTI), The analysis in the high SNR regime for the last four
B2 = ppr1(1 — pr2), 11 = 1 — ppr2 @Nd~y2 = 1 — ppr1  schemes can be obtained from those of the previous ones.
whereppr; is the probability that nod&; can not decode the The last one tends to behave as the two-phase scheme after
XOR of the two messages. Finally for the two phase scheroptimizing the transmission probability. In the other #are
we haveE{N;} = 1/(1 — pm2) + E{Npc}, wherepy» is schemes the average number of transmissions needed after
the packet loss probability for XOR decoding in case one optimizing the transmission probability i Considering the

the channels is affected by shadowing. analysis at high SNR for the various schemes, we see how

In the high SNR regime we can assume that the probabilitye two-phase scheme outperforms all the others, as exphecte
of packet loss is negligible. In this case the average numbermwhich confirms the correctness of our analysis. In the the
transmissions needed can be calculated using (13) and (Td)pwing section we show that the results are quite diffiiere
and lettingo = =0 andy =0 = 1, we getE{N,} = 2: in case of harsh channels conditions.

MA and NC after channel coding - The analysis for this
method is the same as in the case of denoise + NC after ch&n-
nel coding but withy = 0 anda = (1—¢)?+2q(1—q)par1+42, We evaluate the performance of the various systems using
which indicates that in case of a collision packets are lagt w BPSK modulation and variable rate LDPC codes. We use a
probability 1. In case of asymmetric channel statistics, (1ffjxed codeword length ofV = 480 symbols, changing the
still holds for the MA phase witld = 0, while the BC phase message lengti € {400, 360, 320,240} according to the
remains unchanged. The rates used in the BC phase are alwisared rater € {5/6,3/4,2/3,1/2} when doing channel
less than or equal to those in the MA phase. adaptation. We compare the various schemes in two different

MA and NC before channel coding - As in the previous scenarios by measuring the throughput defined in (6) nor-
scheme, no collision resolution is used in the MA phasealized by the maximum throughput achievable in a two-
while the BC phase is equivalent to the one in the twghase scheme with frame error rate (FER) equal to zero (0.5
phase system. Thus{ N} can be obtained from the previouspackets per time slot). The probability of transmissipiis
scheme putting?{Npc} = (1 + 2pp)/(1 — p%), and using arbitrarily set to0.5. As can be seen from the formulas in the
a=(1-q)?+2¢(1—q)pr +q* B=2q(1—q)(1—pyp1) previous section the throughput can be optimized by varying
and~y = 1 — pas1. In case of asymmetric channel statisticthe transmission probability. This will be explored in aurg
the number of transmissions in the MA phase is modifieslork. Here, we are assuming that terminals do not know the
according to the scheme with MA and NC after channglacket error probabilities in the various links, which wibble
coding, while the number of transmissions in the BC phaseeded to maximize the throughput. By comparing schemes
is modified according to the two phase scheme. The ratetirat differ only in one of the phases, we evaluate how the
the BC phase is the same as the rate in the MA phase. various techniques affect the total bandwidth.

DN and NC before channel coding - The MA phase of this  We first consider a symmetric scenario. Fig. 6 depicts
protocol is the same as in the DNF with NC after chann#éfhe normalized throughput. The-two phase scheme does not
coding, while the BC phase is the same as the MA and Ng&rform as well as it would be expected in a Gaussian channel.
before channel coding protocol. This is due to the higher FER of XOR decoding compared to

Opportunistic DNF - The expression for the average numbetecoding each message in the MA phase and to the lack of
of transmissions in the MA phase can be calculated usisbannel adaptation in the BC phase. In the second scenario,
the Markov chain in Fig. 5 lettingy = (1 — ¢)2 + 2¢(1 — one of the channels is affected by lognormal shadowing in
Q)pa + (1 —para), B =2q9(1 —q)(1 —pan), v =1—p addition to fading. The shadowed channel has an average
and§ = ¢%(1 — pare). Starting from staté), the system goes power which is2 dB lower than that of the fading channel. In
in statel if the relay decodes a packet transmitted by eith&iig. 7 the normalized throughput is shown.
one or the other terminal or in stateif the relay decodes The system with interference cancelation outperforms the
the sum of the received signals in case of a collision. In tlethers in the whole SNR range. This is because storing the
BC phase, the number of transmissions is equal to the sweceived signal in case of a collision and stripping the dedo
of the BC transmissions in the schemes with and withoaignal allows for separate decoding of the two messages and
channel adaptation weighted by the factgt§(1 — «) and this leads to lower FER with respect to XOR decoding. Despite
d/(1 — «), respectively. In case of asymmetric channels, thike better performance of the IC scheme, it must be pointed
MA phase can be described by Fig. 4 after removing the staiet that in a practical system storing the sampled message
1@ 1 and directly connecting statewith state2. In this case with sufficient accuracy requires memory resources whieh ar
equation (11) must be modified substituting the third addemauch higher than those required by XOR decoding, which,
with 6/(1—a)?. As in case of symmetric channels, the numbenoreover, can be implemented just modifying the L-values
of transmissions in the BC phase is the sum of those in tfexl to the decoder without any further signal processingnr
systems with and without channel adaptation each weightidw results in both scenarios it can be seen that the use of

Numerical Results
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asymmetric channel adaptation has been carried out in [15]
in terms of ergodic capacity and capacity probability dinsi
function and a broadcast transmission for a generic nunfber o
nodes.
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de-noising shows its benefits in the higher SNR range th |
adapting to each of the channels is particularly useful seca
of strongly asymmetric channels in the lower SNR range of
the region considered. Actually in Fig. 6 we observe that sy&3!
tems that use de-noising, and particularly opportunistd=D
perform slightly better than the others as SNR grows; wiile [14]
Fig. 7 we see how the systems performing asymmetric channel
adaptation have better performances with respect to thegoth ;5
This is due to the lower FER determined by the asymmetric
channel adaptation. The analysis of the gain originated by
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