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Abstract

In the past decade, rapid technological advances in the fields of electronics and telecommunications have given rise to versatile, ubiquitous decentralized embedded sensor systems with ad hoc wireless networking capabilities. Typically these systems are used to gather large amounts of data, while the detection of anomalies (such as system failures, intrusion, or unanticipated behavior of the environment) in the data (or other types or processing) is performed in centralized computer systems. In spite of the great interest that it attracts, the systematic porting and analysis of centralized anomaly detection algorithms to a decentralized paradigm (compatible with the aforementioned sensor systems) has not been thoroughly addressed in the literature. We approach this task from a new angle, assessing the viability of localized (in-node) anomaly detection based on machine learning. The main challenges we address are: 1) deploying decentralized, automated, online learning, anomaly detection algorithms within the stringent constraints of typical embedded systems; and 2) evaluating the performance of such algorithms and comparing them with that of centralized ones. To this end, we first analyze (and port) single and multi-dimensional input classifiers that are trained incrementally online and whose computational requirements are compatible with the limitations of embedded platforms. Next, we combine multiple classifiers in a single online ensemble. Then, using both synthetic and real-world datasets from different application domains, we extensively evaluate the anomaly detection performance of our algorithms and ensemble, in terms of precision and recall, and compare it to that of well-known offline, centralized machine learning algorithms. Our results show that the ensemble performs better than each individual decentralized classifier and that it can match the performance of the offline alternatives, thus showing that our approach is a viable solution to detect anomalies, even in environments with little a priori knowledge.
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1. Introduction

The Internet of Things (IoT), a decade-long vision of a seamless networking where classic networked systems coexist with ubiquitous devices, is becoming reality [1, 2]. Nowadays, not only computers, tablets, and smart phones, but also vehicles, white goods, and other internet-enabled industrial and domestic apparatuses can be connected into a single, heterogeneous world-wide network. This opens up many possibilities for context-aware applications, such as smart buildings, smart cities, and autonomous distributed systems, among others. Within this context, it is of great interest in many IoT applications to embed in the network the ability of detecting, in an online, and decentralized fashion, anomalies in the sensed or received information. This is the focus of this paper.

One of the first classes of IoT devices are the Wireless Sensor Networks (WSN). These consist of a set of nodes, which are (generally) resource-limited embedded platforms endowed with sensors. Such nodes construct an ad hoc network to communicate with each other and with one or more sink nodes (i.e., nodes connected to a central facility for data storage and analysis). For over a decade, the community around WSN has focused mainly on the optimization of resource usage, e.g., network protocol design. Recently, however, the community’s focus is shifting to the applications of WSN. Typical applications can be found in agriculture, where WSN are used to provide detailed insight on soil conditions [3], or in environmental monitoring, where they are used, for instance, to measure the effect of global warming on glaciers [4]. Other application domains include civil engineering (with various successful case studies in infrastructural monitoring [5], optimal tunnel lighting conditions control [6], water distribution network monitoring [7]), and health care (with many applications such as the monitoring of falls, medical intake or medical condition [8]). Lately, WSN are slowly being adopted also in industrial settings [9], although these applications are tightly controlled due to stringent reliability, safety and security requirements.

In many such applications, as well as in other IoT scenarios, the most compelling challenge is often to analyze, possibly in real-time, the big datasets that are generated. For domain specialists, such an analysis could provide new inferred knowledge about the sensed environment/processes, that could in turn be used to, for instance, improve their modeling. However, to make this analysis possible, automated analysis strategies [10] and big data analysis techniques [11] are needed, since such large datasets cannot be processed manually.

One special case of data analysis is the detection of anomaly...
lies, i.e., of specific events or patterns in the data that are unexpected [12]. Although the generic notion of an anomaly is rather intuitive, the specific cause (and nature) of such events varies widely across application domains. For example, in environmental monitoring an anomaly can be due to a sensor fault or an (unpredicted) environmental event [13], while in network intrusion detection, an anomaly can be the result of an intruder (often malicious) in the network [14]. Nevertheless, several generic anomaly detection methods [15] have been designed to find patterns in the data that and recognized when they are unexpectedly broken. Depending on the quantity (and quality) of a-priori information available about the environment or process at hand, these methods include a combination of formal techniques, rules, or data mining techniques from Computational Intelligence [16], Pattern Recognition and Machine Learning [17, 18]. One of the limitations of these techniques, though, is that they often make use of statistical data models (possibly inferred by unsupervised learning) or detection rules that are not always available under limited information conditions. Furthermore, these techniques generally require large amounts of data to be available and stored in memory, and considerable computer processing power. Therefore, anomaly detection based on these methods is typically performed in large, centralized (data mining) computing systems.

Such methods are clearly not compatible with IoT applications for several reasons. On the one hand, there is no natural centralized processing location for the continuously growing number of IoT devices connected to the Internet. Even if one of these (or one powerful computer) were selected as the centralized processing node, the need to transport data from all devices to this node would quickly overwhelm the network communication capacity and increase its response time. On the other hand, most IoT devices are expected to have limited power and computing resources (e.g., memory), so they could hardly take the place of a central computing node (specially in WSN applications). For these reasons, the need and interest for decentralized data processing (including anomaly detection) are steadily increasing (see, e.g., [19, 20, 21]). Decentralization can take place at the networking level (see, e.g., cognitive radio research [22, 23]) or at the application level (e.g., probabilistic inference and regression [24, 25, 26], decision making via fuzzy logics [27] or voting techniques [28]).

In spite of these contributions, few attempts have been made to develop methods for online learning of models in networked embedded systems. Online learning is needed to provide networked systems (e.g., WSN) with the ability to adapt to local working conditions without using a priori information. This is specially important for distributed anomaly detection. Among the available methods, some require a hierarchical organization of the network, such as in the multi-level clustering methods proposed in [29, 30]; while others are limited only to a specific class of anomalies [31], or make assumptions on the inter-node correlations and the underlying process under observation [32]. In any case, what is offered by the current literature is often based on a preliminary learning phase to build a model of the monitored system. Such approaches require several offline steps of adaptation to target a specific application domain. To the best of our knowledge, no general-purpose (w.r.t. applications and anomalies), online (i.e., with continuous learning), decentralized anomaly detection framework exists for WSNs.

In this paper, we fill this gap in two ways: 1) we present a general-purpose, online learning, decentralized anomaly detection framework that includes a heterogeneous set of local anomaly detection algorithms (applicable on a node either independently or in the form of an ensemble), and whose computational requirements are compatible with the stringent limitations of the embedded platforms typically used in WSNs. We build upon previous preliminary works around individual classifiers [33, 34, 35], elaborate on the challenges and choices of learning methodologies for limited-resource devices, and subject the methods to a significantly larger experimental campaign. 2) We evaluate the performance of such algorithms in contrast to centralized anomaly detection methods. For evaluation purposes, labeled datasets are required, which we obtained through synthetic generation and from real-world applications, developed in-house or available through public sources. Moreover, we review the evaluation methods, which are based on the confusion matrix metrics, describing how we account for false positives caused by anomalies in correlated sensors, and for false positives caused by a delayed detection. Through this broad experimental evaluation, we show that using machine learning in an online decentralized approach is feasible in stringent constraints of embedded systems, that it can provide an automated adaptability to different application domains without manual intervention, and that it can match (using an ensemble) the performance of centralized alternatives.

The remainder of the paper is organized as follows: the next section summarizes the related literature in the areas of data mining and anomaly detection. Section 3 describes our proposed anomaly detection methods, explains how these are combined into an ensemble, and details how the learning algorithms are ported onto resource-constrained sensor nodes. Section 4 illustrates the details (datasets and evaluation metrics) of the experimental setup used to assess the anomaly detection performance. Numerical results are shown in Section 5, together with a thorough discussion of both the individual algorithms and the ensemble performance. Finally, Section 6 presents our conclusions.

2. Related work

Anomaly detection is not limited to WSN. It has also been used in several other domains, as summarized next.

2.1. Overview of anomaly detection

Anomaly detection is increasingly and commonly used to detect anomalous access [36] or fraud [37]; to detect problems in data center performance and, through diagnosis, to provide potential remedies [38]; to detect network intrusions [39]; and to detect targets in military applications [40]. Also, anomaly detection is often used in data-mining systems, e.g., to extract data of interest from large databases of historical data [37, 41].

As noted in the previous section, in all these applications the data processing typically takes place in a centralized system.
works to detect anomalies in time-series. Another example is given by Chang et al. [48], who train Echo State Networks (ESNs) with parallel data mining techniques. The results can then be aggregated into more global knowledge through hierarchical or central aggregation methods. However, this method does not always provide the same result as global analysis [43].

Finally, stream processing consists of updating a model of the data that arrive at the processing system, while the data are acquired. The model can be updated regularly, by training on batches of new data, by incrementally improving the model to account for the new data, or by other online methods. A good example of this kind of methods is LASVM [44], where the model is represented by support vectors, which are pruned after updates. It is important to note that these methods can decrease computational complexity and memory usage, albeit at slightly reduced classification accuracy.

2.2. Anomaly detection in WSNs

Surprisingly, most anomaly detection methods available in the literature are based on an offline, centralized data processing paradigm, as evidenced in the recent surveys [10, 45, 46]. Under this paradigm, all sensor data are collected at a central storage facility, where are processed via standard data mining techniques, such as an ensemble of classifiers [47]. Only recently, there have been some seminal investigations into distributed methods. We can distinguish methods that apply an offline-trained model from those that learn the model online. Using an offline training phase before deployment allows the usage of relatively complex data-driven models. A good example is given by Chang et al. [48], who train Echo State Networks to detect anomalies in time-series. Another example is an offline-trained ARMA model which is used to detect anomalies, such that the system compares new measurements with the predictions of the model and classifies them as normal based on a neighborhood voting system [49].

There have been some recent investigations into distributed methods with online learning. Many of these are based on Least Squares optimization, described by Gauss and Legendre in the early 19th century [50]. In earlier work, we used the Recursive Least Squares (RLS) method to create a model of linear correlations between sensors for anomaly detection [33]. With little computational complexity, such models can be learned, and kept up to date, also in limited-resource systems. Another option is Piecewise Linear Regression, where the Least Squares technique is used to model a time-series into linear segments: by comparing the current segment to historical segments of, e.g., 24 hours before, anomalies can be detected [13]. However, this method does not take into account correlations between sensors or neighboring nodes.

Moreover, the Least Squares method allows for learning of more complex models. A good example is Extreme Learning Machine (ELM), a method based on a Single Layer Feed-Forward Neural Network (SLFN). Compared to RLS, ELM also allows modeling non-linear relations between, for instance, local sensors. In previous work, we have shown how Online Sequential Extreme Learning Machine (OS-ELM) can successfully be used for anomaly detection on WSN nodes [34]. It should be noted that there are also other machine learning approaches that can be learned online, such as Reinforcement Learning (RL) and clustering [51]. However, an application of these methods to online anomaly detection is not immediate. More specifically, RL, that is successfully used in contexts such as optimal on-off node scheduling [52], or optimal routing [53], requires that the nodes have some active behavior and that they get a reward from the interaction with the environment. However, in monitoring applications, where nodes are typically passive sensing entities, this is not always possible. As for clustering, well known examples include K-Nearest Neighbors (KNN) and K-Means. While for K-NN one needs to store all the data in memory (going beyond the hardware limitations of WSNs), for K-Means one only needs to store the cluster centroids (means). Combined with the possibility to incrementally update the model, K-Means is in fact a suitable candidate for online data mining in WSNs [54], with successful applications for instance in network topology adaptation [55]. On the other hand, in order to apply K-Means to anomaly detection, one needs to distinguish between different clusters (normal vs anomalous) and provide suitable similarity measures, which may require an offline preprocessing phase.

3. Implementation of learning algorithms on resource-constrained embedded nodes

As mentioned before, there are various methods to detect anomalies in WSNs. Here, we will focus on the typical use case for WSNs: the monitoring of environments or processes about which there is (presumably) little a priori information and for which it is impossible to ascertain beforehand what “normal” or “anomalous” is. Further, we concentrate on those detection methods that can be applied online (i.e., without the need of an offline learning phase) and that are characterized by a limited computational footprint, so as to accommodate the stringent hardware limitations found in ad hoc WSN nodes. Thus, we will consider only data-driven anomaly detection methods (based on learning, or self-adaptation), which are easier to apply in these situations than their model-driven counterparts. More specifically, we consider incremental learning-based modeling, as these method requires fewer resources such as memory.

The trade-off, however, is that the methods presented here are better suited for situation where the environment’s “normal” state occurs (and is measured) much more often than its anomalous states. In the sequel, we will assume that such conditions...
hold so that, provided that sufficient data are acquired, a robust learning mechanism can, on average, learn (i.e., model) quite reliably at least an approximation of the environment’s “normal” state. Note that, although this assumption is expected to be met in practice, it makes the evaluation of the anomaly detection performance particularly difficult, since doing so requires either a “skewed” test dataset (i.e., datasets with few anomalies in them) or a very large test dataset that provides enough anomalies to estimate the probabilities of detection (see Section 4.4 for more details).

In the following, we first describe our overall approach (Section 3.1). We detail four specific prediction methods (Sections 3.2-3.5), and then continue to explain how these predictions can be analyzed such that a classification can be made (Section 3.6). Then we explain how individual classifiers can be combined into an ensemble (Section 3.7) and, finally, we define a number of offline baseline methods in order to compare the results of our online methods (Section 3.8).

3.1. Overall approach

The general anomaly detection procedure goes as follows: after data are acquired and an approximate model of the environment has been learned (and adjusted online), the model is used to predict the future state of the environment. A large “deviation” between this prediction and the next measured state signals a potential anomaly (or unmodeled dynamics of the system). The deviation can be stated in several ways. For instance, if the prediction error were to be modeled by a Gaussian random variable $\epsilon$ with (unknown) mean $\mu$ and standard deviation $\sigma$, then one could use statistical tests to ascertain whether or not the measured state of the environment falls outside the 95% confidence interval for its expected value, indicating the presence of an anomaly. Although this general approach to anomaly detection is simple and follows closely the definition of “anomaly” given in the previous section, it has a drawback: its detection accuracy is limited by the quality of the learned model (a “perfect” model of the environment is not available). That is, the detection accuracy depends on the ability of the learning mechanism to build a “good” model.

The approach described above constitutes the building block of the proposed anomaly detection framework and can be depicted as in Figure 1. In this structure, we have a number of inputs $x \triangleq (x_0, x_1, \cdots, x_d)$, usually a time series of sensor measurements, where $x_0$ is the target value, that is, the value that we want to classify as normal or anomalous. The remaining inputs $x_1, x_2, \cdots, x_d$ (that we indicate with $x \setminus x_0$) form the basis on which the prediction model creates an estimate of the target $\hat{x}_0$ and can be obtained from, for example, other sensors or historic measurements. The prediction error $\epsilon = x_0 - \hat{x}_0$, is then fed to a decision making component that can classify $x_0$ as normal or anomalous based on learned properties of the prediction error.

In our framework, the key feature to overcome the aforementioned drawback is the combination of several prediction models (described below) in two possible configurations. The first is a fusion based combination, where not only sensor measurements, but also the predictions from several other models, are the inputs to another prediction model. The second combination configuration is that of an ensemble, where the output of several classifiers (each employing different prediction models) is combined to increase accuracy.

As said, in order to construct prediction models of the environment with little or no a priori information, we resort to data-based learning methods. Of these though, only methods whose memory and computational footprint fit within limited hardware resources are suitable for implementation in embedded systems. For example, memory resources available to wireless sensor nodes are in the order of kilobytes, and clock speed is in the order of MHz (with 8 or 16 bit MCUs). Moreover, a WSN node’s processing power is limited not only by the speed of its MCU, but also by its capabilities. A common WSN platform such as the TelosB\(^1\) does not have floating-point units. The learning methods that can be adapted to fit these requirements are mostly incremental learning methods, where at each iteration the model is updated to converge to the least squares optimum. While incremental learning methods may incur more computational costs compared to learning from the whole timeseries at once (the latter also requiring its storage), the computational and memory cost per new measurement are, in general, low. That, combined with the real-time processing of data, make incremental learning methods ideal for this application.

When a suitable incremental learning method has been found, possible issues related to these limited resources have to be identified. Common limitations are that of memory consumption and integer or fixed-point computations. The former limits, for instance, the number of input dimensions $d$ that can be used, or the number of historical measurement values that can be stored. The fixed-point computations suffer from rounding errors, underflows and overflows, which can make the learning method unstable. Therefore, these problems have to be identified and countered by, for instance, a reset when an overflow is detected, or a variable correction to prevent divisions by zero. For the methods presented below, we have used two open-source fixed-point calculation libraries, libfixmath [56] and libfixmatrix [57], which allow for 16-bit precision both for the integer and fractional part (denoted as Q16.16). In the next sections, we will present the implementation details of several incremental learning algorithms, addressing in particular the effects of the limited precision on the learning process and how those effects can be overcome.

---

\(^1\)TelosB is an 8-bit MSP430-based platform with 10KB ROM, 48KB RAM and peripherals such as wireless 2.4 GHz radio (TI CC2420), temperature, humidity (SHT11) and light sensors (Hamamatsu S1087 series).
3.2. Sliding window mean

The simplest prediction method is based on plain statistics. In order to generate these statistics, we use a sliding window approach that keeps in memory a short window of \( L_0 \) data samples and use standard methods to determine the mean \( \mu \) and standard deviation \( \sigma \) of such data. The estimate of \( \mu \) can then be used as the prediction for \( x_0 \). Note, however, that due to the risk of overflow in the limited-precision environment, all sums in the sums required to estimate \( \mu \) and \( \sigma \) are divided by \( L_0 \) while the sums are performed instead of dividing the results after the sums are completed. That is, \( \bar{x}_0 = \frac{1}{L_0} \sum_{i=0}^{L_0} x_{0-i} \), where \( x_{0-i} \) is the \( i \)-th historic measurement of \( x_0 \).

Additionally, we propose a rule-based decision over the standard deviation \( \sigma \). That is, we expect the system under measurement to display slow changes, and to display noise in the sensor measurements. This means that a series of consecutive measurements should not have \( \sigma \leq \delta \) (where \( \delta \to 0 \), e.g. \( \delta = 1/2^{16} \), the smallest number representable in Q16.16); otherwise, this rule detects a specific type of anomaly, namely a constant anomaly (see Sec. 4.1 for further details).

3.3. Recursive Least Squares

Recursive Least Squares (RLS) is a variant of the linear Least Squares estimation method, which recursively attempts to minimize the least square (prediction) error of a linear model \( y = \beta x \), as depicted in Figure 2. The inputs \( x \) can, for example, represent measurements across different sensors taken at one or more instances in time. These are then linearly mapped to the output \( y \), by the weighting of \( \beta \). In our approach, we assume that the different sensors (e.g., for temperature or humidity as in a TelosB node) exhibit a degree of correlation. Anomalies can then manifest themselves as breaking this correlation, causing a strong difference between predicted and measured sensor values.

![Figure 2: Structure of Recursive Least Squares model.](image)

In earlier work, we showed that RLS can be used as a very lightweight form of learning [33]. As illustrated in Algorithm 1 (for more details consult the work by Bottomley [58]), the method starts by initializing some parameters (the forgetting factor \( \beta \) and the value \( \delta \) needed to initialize the inverse auto-correlation matrix \( P \)) and state variables (the weights \( \beta \) and \( P \)). Then, for each new iteration, the size of the prediction error, \( \epsilon \), is determined first. Following, the variables \( \theta \) and \( \mu \) express the updated gain. Next, the direction in which to update \( \beta \) and \( P \) is determined using variables \( K \) and \( \kappa \). With these, finally, the weights \( \beta \) and inverse auto-correlation matrix \( P \) are updated.

The algorithm complexity per iteration is in the order of \( O(d^2) \), where \( d \) is the dimension of the input vector \( x \). This constitutes a limitation of RLS in resource-constraint systems. Moreover, as we showed in [33], in fixed-point environments this algorithm can be unstable due to aforementioned issues with limited precision. The main problem is the underflow in the computations regarding \( P \), which can result in coefficients for a certain \( x_i \) to become zero. This has as effect that \( x_i \) is not used for correlations in future iterations. Moreover, overflows can occur when the input values are too big, and therefore the inputs have to be scaled. However, based on the work of Bottomley [58], we found that the RLS algorithm can be stabilized by taking a few simple measures:

- Truncating (instead of rounding) the computational results, to bias the error propagation towards stability.
- Use saturating math operators, such that overflows do not wrap around (e.g. positive to negative).
- Biasing the diagonal values of the auto-correlation matrix \( P \) to counter underflows which, otherwise, might prevent a zero weight to be updated. That is, \( P_n = P_n + (1/2^{16})I \) (where \( I \) is identity matrix) after step 9 in Algorithm 1.
- Ensuring that the input is at most of 16 bit precision which, together with the forgetting factor \( \alpha \) and scaling after using the Q16.16 representation of libfixmath, prevents overflows.

3.4. Extreme Learning Machine

Artificial Neural Networks (ANN), especially Feed-Forward ANN, have been one of the most influential Artificial Intelligence methods in the past decades, due to the universal function approximation property [59]. Traditionally, ANN are trained using the back-propagation method, a gradient descent method that learns the weights and biases of the neurons, typically requiring multiple iterations over a training dataset [60]. More complex learning techniques are also capable of adjusting the structure of the neural network, such as the number of neuron layers and the number of hidden neurons in each layer. Unfortunately, these learning procedures are extremely expensive in computational terms.

In recent years, however, an efficient learning approach for a specific type of ANN, the Single Layer Feed-Forward Neural Network (SLFN), has been receiving more attention. A SLFN has the following structure (see Figure 3):

\[
y(t) = f_\theta(x) = \sum_{i=1}^{\tilde{d}} \beta_i G(a_i, b_i, x), \quad x, a_i \in \mathbb{R}^d, \quad b_i \in \mathbb{R},
\]

Algorithm 1 Recursive Least Squares

1. Init \( \delta > 1, \alpha > 1, \beta_0, = \{0\}, P_0 = I \)
2. for each sample step \( t \) do
3. \( \epsilon_t \leftarrow y_t - x_t^\top \beta_{t-1} \)
4. \( K_t \leftarrow P_{t-1} x_t \)
5. \( \mu_t \leftarrow x_t^\top K_t \)
6. \( \theta_t \leftarrow \frac{1}{\alpha + \mu_t} \)
7. \( \kappa_t \leftarrow \theta_t K_t \)
8. \( \beta_t \leftarrow \beta_{t-1} + \kappa_t \epsilon_t \)
9. \( P_t \leftarrow \frac{1}{\alpha} [P_{t-1} - \theta_t K_t K_t^\top] \)
where \(a_i\) are the input neuron weights, \(b_i\) the bias of the \(i\)th hidden neuron, \(G(a_i, b_i, x)\) is the output of that hidden neuron according to activation function \(G(\cdot)\), and \(N\) is the number of hidden neurons. Also in this case, \(x \in \mathbb{R}^d\) is a vector of input values of dimension \(d\), while \(\beta_i\) is the weight connecting the \(i\)th hidden neuron to the output node. The learning approach for an SLFN is then based on a random choice of input weights and biases, leaving only the output weights \(\hat{\beta}\) to be learned. Given a large enough number of hidden neurons \(\hat{N}\), this approach performs on par with other machine learning methods, such as Support Vector Machines. While this approach can also be found in, for example, random vector functional-link neural networks [61], we have chosen to follow the implementation\(^2\) of the Extreme Learning Machine algorithm provided by Huang et al. [62].

The main intuition behind ELM is that, if one sets input weights and biases randomly and \(N\) training samples are considered, the hidden neuron outputs can be aggregated into a matrix \(H\) of \(N \times \hat{N}\), where \(H_{ji} = G(a_i, b_i, x_j)\). It is then possible to rewrite eq. (1) as:

\[
y = \beta H, \tag{2}
\]

thus allowing the output weights \(\hat{\beta}\) to be determined analytically using an ordinary Least Squares estimation approach. Over the years, such an approach has shown to be a powerful non-linear mapping method used in classification and regression [63].

Using the Moore-Penrose generalized inverse of the hidden-layer output matrix \(H\), one can find the hidden neuron weights \(\beta\), that is, \(\hat{\beta} = H^+ y\) is the least squares solution to Equation 2. However, the least squares solution can also be obtained sequentially using RLS. In [34], we have adopted the approach taken by the Online Sequential ELM (OS-ELM) method, proposed by Liang et al. [64]. We showed that this learning method can also be implemented on WSN devices and applied to detect anomalies, by identifying the following issues due to resource constraints. Firstly, as this method uses RLS, the same source constraints. Firstly, as this method uses RLS, the same measures counteract the fixed-point precision issues indicated in Section 3.3 apply to OS-ELM. Next, the activation function \(G(\cdot)\) may pose limits on the input values due to the fixed-point precision. In the simplest case, for example, a linear combination of all inputs may overflow the summation variable. To account for this, the inputs have to be scaled accordingly. Lastly, the size of the hidden matrix \(H\) and the variables needed to update this matrix are limited by the available memory, resulting in a limited hidden layer size \(\hat{N}\) and a limited number of inputs \(d\). The algorithm’s pseudo-code, consisting of an initialization and a sequential learning phase, is shown in Algorithm 2. For an extensive ELM description, see the work of Liang et al. [64].

```
Algorithm 2 Extreme Learning Machine
1: function INITIALIZEELM(x_0, ..., x_N, y_0, ..., y_N)
2: for node i ∈ {0, ..., N} do
3: inputs weights a_i ← random number between (-1,1)
4: inputs biases b_i ← random number between (-1,1)
5: β ← estimate coefficients from initial data x_0, ..., x_N, y_0, ..., y_N
6: using closed form least squares solution
7: function LEARNSEQUENTIALELM(x_t, y_t)
8: Calculate partial hidden layer output matrix H_t
9: with hidden neuron outputs G(a_i, b_i, x_t),
10: Determine the desired output y_t,
11: Compute output weights β, using RLS, given H_t and y_t,
12: Apply stability correction for RLS
```

### 3.5. Function approximation

The final prediction method considered in our framework is polynomial function approximation (FA). A polynomial function can be approximately fitted to a sliding window of data and can be used in two cases. In the first case, one can use the fitted polynomial to predict future measurement values. In the second case, one can compare the coefficients of the polynomial fitted to one segment to those from polynomials fitted to other segments, yielding a piece-wise linear anomaly detection method [13]. Here, we have opted for the first case by implementing a method called SwiftSeg\(^3\) on fixed-point embedded systems, which uses bases of orthogonal polynomials to incrementally fit a polynomial function to a data window [65]. That is, given orthogonal basis \(p_k(x)\), the fitted function \(p(x) = \sum_{k=0}^{K} a_k \|p_k\|^2_p p_k(x)\). The pseudo-code with fixed-point corrections is shown in Algorithm 3. Its computational complexity is in the order of \(O(deg^2 + L)\), while the memory footprint is in the order \(O(deg + 2)^2 + L)\) (where \(deg\) is the degree of the polynomial used, and \(L\) the window size). Hence, this method is suitable for online embedded function approximation.

The update step recursively calculates the coefficients of each basis polynomial; the estimation step evaluates all the basis polynomials with the current coefficients. In the latter, however, the accumulating variables that are used in this evaluation

\(^2\)http://www.ntu.edu.sg/home/egbhuang/elm_codes.html

\(^3\)http://www.ies-research.de/Software
Algorithm 3 Function Approximation

1: function InitializeFA(K, N)
2:     init update coefficients for \( F_k \)
3:     based on max \( K \) and window size \( N \)
4:     \( \alpha \leftarrow 0 \)
5: function UpdateFCoefficients(y_{t+1})
6:     for degree \( k = 0, \ldots, K \) do
7:         \( a_{k+1} \leftarrow a_{k} + F_k(y_{t+1}, y_t, a_{k-1}, \ldots, a_0) \)
8:     if \( a_{k+1} \) is overflow then
9:         reset variables and restart with buffered window
10: function Estimate(t)
11:     \( q \leftarrow 0 \)
12:     for degree \( k = K, \ldots, 0 \) do
13:         \( q \leftarrow \text{combine}(q, p_k(t)) \)
14:     if \( q \) is overflow then
15:         reset variables and restart with buffered window
16:     return \( q \)

As mentioned before, a critical step in anomaly detection is the analysis of the properties of the prediction error \( \epsilon \). If a perfect model of the environment were available, this prediction error would be expected to be zero under normal environmental conditions. In practice, however, perfect models are not available, particularly in the case of a limited-resource platforms such as found in WSNs: often instead, the only characteristics that can be estimated are the prediction error’s mean \( \mu \) and standard deviation \( \sigma \), using an Exponentially Weighted Moving Average (EWMA) [66]. Ideally though, good practical models relying on simple statistics should still be able to yield high-accuracy predictions, thus leading to “almost zero” or “low” prediction errors under normal conditions.

Once the statistics of the prediction error are established (either via analysis or by assuming that it is normally distributed), one can calculate the prediction error’s \( p \)-value, that is, the probability of obtaining a sample at least as far from the mean as the current sample. Note that the lower the \( p \)-value, the more likely the prediction error signals an anomaly. Thus, after acquiring sufficient data to accurately estimate the prediction error’s statistical parameters, the decision component (see Figure 1) can determine the prediction error’s \( p \)-value, compare it to a user-defined confidence level (e.g. 95%), and determine whether or not it can be regarded as anomalous. In this way, the end-user sets a fixed confidence threshold, while the \( p \)-value is estimated adaptively, depending on the underlying distribution of the prediction error.

In general, for algorithms such as EWMA, it is difficult to set a single learning rate that is suitable for all applications. Thus, in our framework we re-sample and smooth the standard deviation to account for anomalies of longer duration. That is, after each \( N_{\text{resample}} \) (e.g., 128) new prediction errors, we take the current \( \sigma \) and smooth it using a second EWMA, in order to create a slower moving \( \sigma_t \), that is more robust to changes. With this slower changing \( \sigma_t \) we determine a second \( p \)-value, and we choose the minimum of the \( p \)-values resulting from the normal and slow adapting the probability density function. For completeness, we report the pseudo-code of the adaptive threshold detection in Algorithm 4. Further details can be found in [33].

This simple, yet effective, adaptive decision-making scheme can be easily applied to the prediction methods described before. Each of those four methods (sliding window mean, RLS, OS-ELM, and function approximation), together with EWMA-based decision making, form a one-class classifier, see respectively the “Prediction model” and “Decision” blocks in Figures 1 and 4. The added benefit of classifying over prediction errors, is that an anomalous value can be replaced by this prediction.

Algorithm 4 Adaptive Threshold Detection

1: initialize \( \mu_t, \sigma_{t,1}, \sigma_{t,2}, F_s, \lambda_t \) and \( \lambda_l \)
2: function AnalyzePredictionError(\( \epsilon_t \))
3: \( \mu_t \leftarrow \text{EWMA}_t(\mu_{t-1}, \epsilon_t) \)
4: if initializing or no anomaly then
5: \( \sigma_{t,1} \leftarrow \text{EWMA}_t(\sigma_{t-1,1}, (\epsilon_t - \mu_{t-1,1})) \)
6: if \( t \mod N_{\text{resample}} = 0 \) then
7: if initializing or no anomaly then
8: \( \sigma_{t,2} \leftarrow \text{EWMA}_t(\sigma_{t-1,2}, \sigma_{t,1}) \)
9: if initializing then
10: determine multipliers \( F_s \) such that
11: all past \( \epsilon \) are within 95% of \( N(\mu, F_s \sigma_{t,1}) \)
12: determine multipliers \( F_l \) such that
13: all past \( \epsilon \) are within 95% of \( N(\mu, F_l \sigma_{t,2}) \)
14: return 1.0
15: else
16: \( p_s \leftarrow p-value \) of \( \epsilon_t \) given \( N(\mu_{t-1,1}, F_s \sigma_{t-1,1}) \)
17: \( p_l \leftarrow p-value \) of \( \epsilon_t \) given \( N(\mu_{t-1,2}, F_l \sigma_{t-1,2}) \)
18: return min(\( p_s, p_l \))

3.7. Combining multiple predictors or classifiers

Although the above described prediction-based classifiers can be applied individually, it is well established that an ensemble of learners can improve the reliability and performance of classification [67]. Moreover, multiple sources of information can also be fused in a single model to increase its accuracy.
Heuristic ensemble

1: if constant anomaly then
2: p-value ← Constant classifier p-value
3: else
4: p-value ← RLS-fusion classifier p-value

A more generic approach is to assign to each individual predictor’s classification result an “outlier” score that reflects the confidence level on the classification result, and then combine the classification results in a meaningful way. This often requires the normalization of the outlier scores and the selection of an appropriate combination function [69]. Since in our approach each classifier outputs a p-value, which indicates classifier’s confidence that a sample belongs to the normal environmental state, there is no need for normalization. Thus, we can combine these p-values using several well-known ensemble combination methods: majority voting, mean, median, minimum or maximum p-value selection. We expect that the median and majority voting ensemble produce very similar results according to the median voter theorem [70], which states that a majority vote will produce the preferred outcome of the median voter. Furthermore, because we are using the p-values as outlier scores, we can directly use Fisher’s method [71] as a combination method by computing the following sum:

\[-2 \sum_{i=1}^{k} \ln(p_i) \sim X^2_{2k},\]

where \(k\) is the number of classifiers, \(p_i\) denotes p-value produced by classifier \(i\), and \(\sim X^2_{2k}\) denotes that the sum has a Chi square probability distribution with \(2k\) degrees of freedom. Because we are using different learning techniques, underlying the generation of the p-values from the classifiers, we have implicitly assumed that the tests are independent. However, attention should be paid when dependent tests are combined. In turn, Fisher’s method yields another p-value, which can be eventually used to classify the input as anomalous or normal.

In this work, we evaluate the performance of these ensembles and that of each individual classifier, implemented in a resource-limited wireless sensor network platform. The data flow and methods under consideration are shown in Figure 7. The constant rule, sliding window mean and function approximation classifiers act on a small window of historic data \(x_{\text{win},0}\), while the RLS and OS-ELM classifiers use \(x_{\text{out}}\) to predict and classify \(x_0\). The RLS and OS-ELM fusion classifiers take as inputs not only the raw sensor data, but also the predictions generated by sliding window mean and function approximation. The prediction errors are analyzed as described in section 3.6 yielding p-values that can in turn be used to classify \(x_0\) or be used as input for the ensemble combination methods.

Finally, the ensemble methods take p-values from the classifiers and combine them into a final decision. In previous work, we used the heuristic rule and Fisher’s method on a partial set of classifiers. In this work, we extend this initial work by including all the individual classifiers in the inputs for the ensembles and by using the other combination methods mentioned earlier. All these combinations are shown in Figure 7, where the red arrows show the p-value/classification outputs of each individual classifier and ensemble of classifiers.

### 3.8. Baselines

To compare the above online methods, we contrast them to their offline counterparts. In particular, we have a rule-based baseline, which combines the same constant classifier, as outlined above, with the computation of a p-value over the difference of the sensor signal (\(\delta x = x_{t} - x_{t-1}\)). With those, the true mean \(\mu\) and variance \(\sigma\) of \(\delta x\) can be computed, because we have all data in memory, and with that the p-value.

Furthermore, we use the offline counterparts of RLS and OS-ELM, being Linear Least Squares Estimation (LLSE) and ELM in the same structure as displayed in Figure 1, to learn linear and SLFN models of the relation between the target sensor and the remaining sensors in the system. The prediction errors are then
analyzed, similarly to the methods above, by computing the $p$-value. However, since the prediction errors are known over the whole time series, the true mean $\mu$ and variance $\sigma$ of the prediction error can be computed, instead of using EWMA. Moreover, because all the data are available offline, a possible benefit can be obtained by including delayed versions of the measurement time-series in the model. Since the real-world data includes day/night patterns, a logical choice for such a delay is that of one day, or one period, earlier.

Both the normal and the delay-included LLSE and ELM models, together with the offline prediction error analysis, are used as baselines. Furthermore, the results of the rule-based, the LLSE and the ELM baselines are combined into a minimum $p$-value ensemble to give a baseline for the ensemble methods.

4. Experimental setup

In this section, we develop the setup used to evaluate the methods introduced in Section 3. First, we define the categories of anomalies we focus on, followed by a description of how such anomalies are labeled. Then, we introduce the six datasets (both from synthetic and real-world application domains) we use for evaluating our methods. Finally, we describe the evaluation metrics used to compare our online methods to the offline baselines introduced in the previous section.

4.1. Categories of anomalies

As noted in Section 1, the kind of anomalies to be detected (and their causes) can be very different across various applications. Nevertheless, generic anomalous patterns can be observed regardless of the underlying application. We consider here a representative set of four well-known application-independent anomalies [13, 72]: spike, constant, noise and drift (see Figure 8). These anomalies are prevalent in several real-world domains [73, 74], since they can be caused by numerous environmental factors and system faults.

<table>
<thead>
<tr>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
</tr>
</thead>
</table>

Spikes are short-duration (often single samples) positive or negative peaks in data. They may be caused, for example, by malfunctioning hardware connections or by bit flips. A noise anomaly manifests itself as a sudden, unexpected, increase in measurement variance. This is often caused by a nearly depleted battery, but can also be caused, for instance, by the sudden appearance of an extra factor in the environment. When the measured data reflect no changes present in the original signal or in the noise associated with the measurement process, we classify this as a constant anomaly. Such anomalies may occur, for example, when a sensor is blocked, either physically or by software, or when the connection to the sensor is broken. Lastly, drift expresses an offset between the measured values and the original signal. This might be caused by a degrading sensor or by unmodeled environment dynamics. From the aforementioned anomalies, drift is the hardest one to detect through online learning, since the latter may not be able to capture the drift over time and the difference from the real signal.
To generate labels, then, we can run several automated anomaly detection techniques that are checked and corrected by hand given the limited expertise of the person correcting the labels.

By manual analysis of the real-world data, we can observe certain behavior that could be labeled by rule-based methods. Such rules can, for instance, label a value that is not changing for over 10 samples as a constant anomaly. Other behaviors we observed to be anomalous were values that signify a fault in the measurement, significant shifts in the variation of the signal, large unexpected increases in value, or abnormally large readings. For our experiments, we capture these behaviors in rules that are applied automatically to the real-world data. In a next step, we then manually check, correct or add upon these labels. This semi-automated labeling gives us a relatively efficient method to label available data, but still depends on our human judgment.

4.3. Datasets

To assess our methods’ ability to detect the four aforementioned anomalies, we apply them to six datasets composed of both synthetic and real-world data. The synthetic datasets contain anomalies injected on purpose at specific moments in time. Thus, each sample is known to be either normal or anomalous (i.e., it is labeled) beforehand, which allows us to compute precise anomaly detection statistics. In the real-world datasets there is no a priori knowledge about the samples, so the detection performance can be estimated only after a preliminary offline manual analysis and labeling of the data, as described in the previous section.

We consider first the synthetic datasets. The first synthetic dataset, \textit{SyntheticL}, consists of 3 signals per node that follow a noisy line. That is, each signal can be described as \( s = a t + b + N(0, 0.1) \), where \( t \) is time, \( a \) is the slope, between \(-1\) and \(1\), \( b \) is a constant intercept between \(0\) and \(1\), and \( N(0, 0.1) \) is a zero-mean Gaussian noise with variance \(0.1\).

The second synthetic dataset, \textit{SyntheticLS}, is similar to the first, but also includes a periodic signal that simulates periodic environmental changes, such as those under day and night conditions, or seasonal changes. This signal can be expressed as \( s = a t + b + \sin(2\pi t/d) + N(0, 0.1) \), where \(a, b, t\) and \(N(0, 0.1)\) are as before, and where \(\sin(2\pi/d)\) is the cyclic signal with a period of \(d\) samples.

The last synthetic dataset, \textit{SyntheticRW}, is inspired by real-world temperature data that contains daily patterns and slowly varying trends. A shared daily trend \(R_d(t)\) for each signal is generated from a random walk. This daily value is then interpolated using a cubic spline to generate \(d\) values per day, resulting in a smooth temperature trend. Then, for each signal, we add another random walk \(R_i(t)\) to generate individual signals. Finally, we add a cyclic component \(\sin(2\pi t/d)\), that is amplitude modulated by yet another random walk \(R(t)\) in order to reflect the changes in temperature across and during the days. Furthermore, all random walks over the given length are normalized to be in the range of \(-0.5\) to \(0.5\). This results in signals expressed as \(s = 4R_d(t) + R_i(t) + R(t)\sin(2\pi t/d) + N(0, 0.1)\), where all stochastic processes are re-evaluated per signal, apart from the daily trend \(R_d\) that simulates a common environment.

Each synthetic dataset is composed of 50 groups of three simulated signals, each containing 100 periods (also the non-periodic signals) made of 288 samples, for a total of 28800 samples. Each group corresponds to a wireless node containing three separate sensors. To each copy, a single type of anomaly (see Section 4.1) was added, to allow us to evaluate the performance of our methods per category. For the \textit{spike} and \textit{noise} categories, the amplitude is randomly chosen between two and five times the standard deviation of the incremental (1-step back) signal differences over a window surrounding the insertion of the anomaly. The offset for a drift anomaly is defined as half the amplitude of a total signal. A \textit{spike} anomaly is a single sample long, while the length of a \textit{noise} or a \textit{constant} anomaly is randomly chosen between 10 samples and 1 period, i.e. 288 samples. The drift anomaly lasts 7 periods, where the first and the last two periods are sinusoidal ramps to and from the offset value, to provide a gradual transition to the anomalous offset.

Next to these synthetic datasets, we use three real-world datasets. The first contains the measurement traces collected from an indoor WSN setup consisting of 19 TelosB nodes, each equipped with three sensors: temperature, humidity and light. This setup collected data every 5 minutes for 5 months, resulting in 42112 samples per sensor. Because there is no ground truth for these measurements readily available, we labeled these using the semi-automated method described in the previous section. This dataset mainly contains \textit{constant} anomalies, and a few instances of \textit{spikes} and \textit{drift}.

In addition, we consider two real-world datasets from two known deployments of WSN, namely the Sensorscope project [75] and the Intel Berkeley Lab [76]. As for Sensorscope, we use the dataset from the Grand-St-Bernard WSN deployed in 2007. This deployment consisted of 23 nodes, each one having 9 sensors, measuring environmental parameters such as temperature, humidity, solar radiation, soil moisture, rain and wind. Due to varying energy consumption, the number of samples per node ranges from 19800 to 30000 samples. We should note that since we limit our fusion algorithms up to three sensors, due of memory limitations (see Section 5.1), we split this dataset into two datasets: \textit{temperature} (including ambient and surface temperature, and humidity sensors) and \textit{water} (including humidity, soil moisture and watermark sensors).

The Intel Berkeley Lab deployment consisted of 54 sensor nodes deployed for over a month in 2004. During this time, over 2.3 million readings were collected. Due to connectivity issues, however, the data for individual nodes are not consistently available. Therefore, we processed the sensor data into measurements with 60 second intervals, where missing samples were imputed by the previously known measurement, and labeled as anomalous. Again due to varying energy consumption, the number of samples per node ranges from 6900 to 50800 samples. Similar to the indoor WSN dataset, both this dataset and the aforementioned Sensorscope dataset contain predominantly \textit{constant} anomalies, and relatively few instances of \textit{spike} and \textit{drift} anomalies. Both these datasets were also labeled using the semi-automated method described in the previous section. The main properties (no. of samples, no. of nodes and percentage of anomalous samples) of the six datasets are summarized.
Table 1: List of datasets and their properties. The three synthetic datasets are considered as single dataset, with 4 copies for each anomaly category.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#samples</th>
<th>#nodes</th>
<th>% anomalous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synthetic</td>
<td>17.2 M</td>
<td>3<em>50</em>4</td>
<td>2.2%</td>
</tr>
<tr>
<td>Indoor WSN</td>
<td>0.8 M</td>
<td>19</td>
<td>2.7%</td>
</tr>
<tr>
<td>Sensor Scope</td>
<td>0.58 M</td>
<td>23</td>
<td>5.1%</td>
</tr>
<tr>
<td>Intel Lab</td>
<td>2.30 M</td>
<td>54</td>
<td>19.9%</td>
</tr>
</tbody>
</table>

in Table 1.

4.4. Evaluation metrics

A common way to evaluate detection performance on labeled datasets is through a confusion matrix [69]. This matrix indicates the following four values: the true positives (TP), i.e., the anomalies that are detected; the false positives (FP), i.e., the normal samples that are falsely detected as anomalous; the false negatives (FN), i.e., the anomalous samples that are not detected; and, finally, the true negatives (TN), i.e., the samples that are normal and also classified as being normal.

These metrics give raw numbers of the detection performance. However, we extend these measures to take into account possibly inexact labels (as mentioned in Section 4.2) and to solve two particular issues which are due to the structure of our classifiers (as depicted in Figure 1). The first issue is a consequence of using sensor measurements $x \setminus x_0$ to estimate and classify the target sensor value $x_0$ (see Section 3). Namely, the prediction error could be classified as anomalous not because there is an anomaly present in the data measured by the sensor $x_0$, but because there is an anomaly in one or more of the sensors $x \setminus x_0$ (which in turn leads to a mismatch between $x_0$ and its predicted value $x_0$). The second issue is the presence of delayed anomaly detections. These can occur when, for instance, a spike anomaly is classified as normal based on a learned model, but after the model is updated, with such anomalous data, the next prediction is so erroneous that it is classified as anomalous.

To overcome the first issue, we extend the definition of a TP in such a way that a detection is regarded TP when an anomaly occurs in any of the input sensors. In other words, we argue that a detection, caused by an anomaly in any of the sensors of a node, but that is not caused by an anomaly in the sensor being classified, is correct and should be viewed as a valid, true positive (TP), detection. To overcome the second issue, we assume that if a true anomaly lies within a few samples of the detection, this detection can still be considered valid (since it might prompt the data analyst to investigate the data around the flagged sample), therefore we extend the definition of TP to a context window, in the form of a window of length $L_b$ around the detection. The effect of this mechanism is thoroughly evaluated in Section 5.4.

In addition to the raw (extended) measures, we also use more insightful statistical measures of performance (that are based upon these raw numbers), namely precision, recall, and the F-measure [69]. Precision is the ratio of correct detections over all detections, that is TP/(TP + FP), and indicates the percentage of relevant detections. Recall is the percentage of anomalies actually detected, or TP/(TP + FN). The F-measure is given by $(2 \times \text{precision} \times \text{recall})/(\text{precision} + \text{recall})$, indicating a single, weighted average, measure of performance.

Finally, because we use predictors as the basis of our classifiers, we also evaluate the prediction accuracy under normal conditions. We do this by analyzing the root-mean-square error (RMSE) of the prediction over a sequence of synthetic data without anomalies. We assume that RMSE close to the standard deviation of the noise of the data can indicate better detection performance for a classifier than when it does not resemble the standard deviation.

5. Results

We start this section by discussing the complexity of the methods that were introduced in Section 3. Section 5.2 then presents an analysis of the methods’ parameter values that yield the best method performance (in terms of precision and recall). This is followed by an evaluation of the predictions made by all the methods. The next section evaluates the effect of the extension of the definition of a TP by a context window. Finally, Section 5.5 presents a detailed comparison of the performance of the online decentralized anomaly detectors with the baseline methods.

5.1. Complexity

In earlier work, we analytically established and measured the time complexity of the different anomaly detection methods [33, 34, 35]. This analysis is summarized in Table 2. Using MSPsim [77], a simulator for a WSN platform, the number of instruction cycles was empirically found to be comparable to those indicated by the aforementioned analysis. However, we do have to note that the fixed point arithmetic from libfixmath [56] and libfixmatrix [57] adds a significant overhead (a constant scale factor) which is not taken into account in the analysis of complexity.

From Table 2, we particularly note that when RLS is used in the fusion setup, where the predictions of other methods are added as inputs to the models, its quadratic complexity becomes significant. This is similar to the case of OS-ELM, where also the number of hidden nodes influences complexity. In terms of space complexity, we should note that both methods require several matrices of size $O(d^2)$ to be kept in memory. This entails that, due to the limited memory available on the TelosB platform we use in our tests, in the fusion setup we must limit the number of sensors (in our experiments, three).

Table 2: Comparison of order of complexity derived from algorithms. Here, $L_b$ is the window length of the window mean, $d$ the number of inputs, $N$ the number of hidden nodes, $deg$ the degree of the polynomial of the function approximation (FA), $L_r$ the window length for FA, and $c$ the number of classifiers.

<table>
<thead>
<tr>
<th>Method</th>
<th>Window</th>
<th>RLS</th>
<th>OS-ELM</th>
<th>FA</th>
<th>Ensemble</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>$O(L_b)$</td>
<td>$O(d^3)$</td>
<td>$O(N^d + N^2)$</td>
<td>$O(deg^2 + L_r)$</td>
<td>$O(c)$</td>
</tr>
<tr>
<td>Memory</td>
<td>$O(L_b)$</td>
<td>$O(d^3)$</td>
<td>$O(N^d + N^2)$</td>
<td>$O((deg + 2)c^2 + L_r)$</td>
<td>$O(c)$</td>
</tr>
</tbody>
</table>
5.2. Parameter analysis

A common parameter used in all the classifiers described in Section 3 is the confidence interval. More specifically, each classifier outputs a p-value, that as we have seen indicates the confidence with which a sample is classified as anomalous or not. Indeed, in order to evaluate the anomaly detection performance in terms of TP, FP, FN, and TN (see Section 4.4), a binary classification is needed, which can be obtained by assigning a confidence interval to the data considered to be “normal”. To assess what is a “reasonably good” confidence interval, we conduct a preliminary analysis on the synthetic datasets, where we know the ground truth classification. We generate precision-recall curves for the different anomaly detection methods and confidence intervals of 68.27%, 75.00%, 80.00%, 86.64%, 90.00%, 95.00%, 99.00%, and 99.73%.

Figure 9 shows the results divided by anomaly type. We can immediately observe that the performance varies greatly with the type of anomaly (see Section 5.5 for details). However, the effect of selecting a specific confidence interval as threshold behaves as expected from the definition of the p-value, being a measure for how likely a sample belongs to the normal class. That is, the higher the confidence interval, the more precise the detection is, but the fewer anomalies are recalled. From these results we conclude that a confidence interval of 95% (i.e., p-value < 0.05), gives a reasonable trade-off between precision and recall.

To show the effect of the confidence level on the ensemble classifiers (both online and offline baselines), we repeat this analysis also on them, including in this case a context window around the anomalies of length $L_b = 3$, i.e., a context of data that is close to the detection in terms of time: this means that a detection on one sample prior or one sample after the actual label of the anomaly is regarded TP (recalling the discussion in Section 4.4). We further discuss the effect of the context window in Section 5.4 and the benefit of ensembles in Section 5.5. The resulting precision-recall curves can be seen in Figure 10. Once again we observe that the detection performance per anomaly type varies, but using ensembles and accounting for context has a positive effect on both recall and precision compared to the individual methods presented in Figure 9. Most importantly, however, also here a confidence interval of 95% results in a good balance between precision and recall for further evaluation of the detection performance. That is, over all the different types of anomaly categories, this confidence interval results in a reasonable recall percentage, with reasonable precision. Nevertheless, depending on the application, an end user might accept a different trade-off where, for instance, precision is much preferred over recall.

Besides the confidence interval and the context length, there are other classifier-specific parameters that influence the performance of the methods presented here. In earlier work we established the parameter setting for both RLS and ELM that gives a good trade-off between performance and complexity [33, 34]. RLS has a single free parameter, the forgetting factor, $\alpha$, with should be set to $\alpha = 10$. ELM, on the other hand, has several free parameters, including the learning rate, the number of hidden nodes and the activation function. The method shows good performance with a learning rate of 0.9999985, $N = 4$ hidden nodes, and a sigmoid activation function. In addition to these parameters, we can vary the window sizes of the function approximation ($L_b$) and the sliding window mean ($L_w$). To show their effect, we have chosen a number of possible settings for $L_b$ and $L_w$ that are applicable to the limited resources available in WSN. Because we know that the labeling in the synthetic data are correct, we aggregate the precision and recall of these datasets. The resulting precision and recall (corresponding to a
95% confidence interval) are plotted in Figure 11. For the function approximation window, we see an average recall of around 20%, that slowly decreases as \( L_s \) increases. The effect on the precision, however, is more significant. As \( L_s \) increases, the precision increases too. This increase stabilizes after \( L_s = 20 \), and given the marginal effect on the recall, this is a good choice for \( L_s \). A similar effect can be observed for the sliding window length \( L_h \) in Figure 11d. The effect on recall is marginal, with an average recall around 15%, but the increase of precision is strongest up to \( L_h = 48 \).
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Figure 11: Effect of window length on anomaly detection performance of single-dimensional time-series classifiers, evaluated on the synthetic data. The effect of \( L_s \) is shown for the (a) 1-step-ahead, (b) 2-step-ahead and (c) 3-step-ahead classifier. The effect of \( L_h \) on the windowed statistics classifier is shown in (d).

With these parameters established, we can analyze the accuracy of the predictions made by the methods, and the anomaly detection performance based on these predictions, as shown in the following sections.

5.3. Prediction errors

The prediction error analysis method, outlined in Section 3.6, assumes errors to be normally distributed, although the parameters of this distribution might change over time. Furthermore, it also assumes that if the distribution has similar properties to the Gaussian distribution (i.e., it is bell-shaped), the method should still perform reasonably. If, however, the prediction error distribution shows a mixture of distribution models or very distinct peaks, which are not due to anomalies, the method might give unreliable results.

We have performed an offline analysis of the prediction error to get a general idea of its distribution. For each combination of method, dataset, node and sensor within that node, we have uniformly sampled the prediction error for that combination and aggregated these prediction error samples per dataset. We then analyzed the distribution of the resulting aggregation. Due to the large number of combinations, we only show a few results in Figure 12. These show that the error distribution does not closely follow a normal distribution, but seems to be very much centered within the fitted normal distribution and, therefore, the

\[ p \text{-values are expected to reflect a reasonable outlier score. Furthermore, the distribution parameters vary greatly with dataset and type of sensor, but in all cases the prediction error distribution does display a single peak with a bell-shaped curve.} \]

As Figure 12 shows, the prediction errors generated by applying the detection methods to the synthetic data can exhibit a close-to-normal distribution, which can be expected from the synthesis method of this data, which uses Gaussian noise. Furthermore, because in all synthetic datasets we have added a Gaussian component with zero mean and 0.1 variance, we expect the average mean square error to be no better than 0.1 units. This is shown in Figure 13 where, for each method, we have summarized the mean square prediction error per node in a box plot. Moreover, we can see that the performance of the sliding window mean predictor varies most, which can be expected from the short window over which the mean is estimated. The larger difference in performance of OS-ELM fusion can be attributed to the random initialization of input node weights, combined with fixed-point precision.
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Figure 12: Comparison of different prediction error distributions with fitted normal distributions and Kernel Density Estimates (KDE) of the distributions. The prediction error distribution depends on dataset and on the prediction method used. (a) Intel Lab data, sliding window mean, (b) Intel Lab data, RLS-fusion. (c) Synthetic Drift data, sliding window mean, and (d) Synthetic Drift data, RLS-fusion.
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Figure 13: Comparison of the mean square prediction error of the different methods on the synthetic data, who has zero mean Gaussian noise with a variance of 0.1.
5.4. Effect of a detection context window

We now turn our attention to the effect of context around the detected anomalous measurement (i.e., if a labeled anomaly lies within a context window around a classified anomaly, the latter can be regarded a TP). As discussed in Section 4 and Section 5.2, here we assume the context window to include the data samples right before and after a sample classified as anomalous ($L_o = 3$).

We have estimated the performance of the anomaly detection methods when applied to the test datasets and compared the results with and without using a context window. These results are shown in Figures 14 to 17. Figures 14 and 15 show the results based on the synthetic datasets. When we take a context window into account, we obtain an almost doubling of the TP ratio for all methods, and for all types of anomalies other than the constant anomaly. The effect of the context window is less noticeable on the real-world data shown in Figures 16 and 17. Conceivably, this can mainly be attributed to the fact that most of the anomalies in the real-world data are constant anomalies. The constant classifier therefore has a high ratio of TP, which is reflected in the performance of the ensemble methods. On the other hand, the FP ratio of the constant classifier is much higher for the real-world data than for the synthetic data, which can be attributed to constant natural signals, such as low light intensity signals at night.

The impact of using a context window over the anomaly detection performance is, on the whole, significant. This is consistent with our hypothesis that an anomaly does not only show when it differs from a prediction, but it can also have an effect on the model’s prediction after it is updated with the anomalous data. Transmitting the context window has the added benefit of allowing one to determine the system’s behavior before and after an anomaly is detected. In addition, one could also apply a post-processing step to identify the actual anomalous sample. Overall, many anomalies are detected within the context window using this online decentralized approach.

5.5. Anomaly detection performance

Lastly, we evaluate the anomaly detection performance of our methods by analyzing the results according to the metrics described in Section 4.4. We measure those metrics on both the online and offline (baseline) methods with application of the context window, as described in the previous section. These results are presented in Figures 15 and 17 and Table 3 (it is worth noting that the TP ratio shown in the figures is equal to the recall rate presented in the table, whereas the TP divided by the sum of TP and FP ratio can be related to the precision). We first evaluate the performance of the different methods for the synthetic datasets. Then, the methods are evaluated on three real-world datasets.

**Synthetic datasets**

As remarked in Section 5.2, there is a performance difference in detecting anomalies of different types, as clearly shown in Figure 15. We observe, for instance, that the constant classifier, as expected from its nature, has very high performance for constant anomalies in the synthetic data, with over 98% recall and zero FP, which is equal to 100% precision. This performance is also reflected in some ensemble methods, mainly the heuristic ensemble, those based on Fisher’s method and the minimum $p$-value ensemble. These ensembles, however, do have 1.6% to 12.0% FP due to the inclusion of other individual classifiers. Among the latter, the RLS and ELM classifiers show over 20% TP ratio, but also a high amount of FP. Both effects can be attributed to online learning, which adapts slowly to constant anomalies. The FA classifier shows very few TP. This, we suspect, is due to the window length ($L_o = 20$) over which the function is approximated, which is almost as large as the duration of the average constant anomaly. The RLS and ELM fusion classifiers fuse the FA predictions together with window mean predictions, as shown in the TP and FP ratios. Compared to the baselines, the constant rules perform equally. On the other hand, centralized offline analysis is advantageous for the LLSE and ELM classifiers which, compared to RLS and OS-ELM, have better precision, albeit with lower recall.

The spike detection results in Figure 15 show that function approximation, RLS and ELM perform similarly, with around 77-83% recall. Increasing the length of the prediction horizon in FA has a small negative effect on the recall ratio, because the further ahead in the future a prediction is, the less relevant it becomes, thus increasing the average prediction error and the detection threshold. All methods have similar precision a little over 50%. Here, again, heuristic, Fisher’s and minimum $p$-value ensemble methods outperform the individual classifiers in terms of true detection, gaining up to 7%. But, in the case of Fisher’s method (part), which combines a partial set of classifiers, and the minimum $p$-value ensemble, the precision is cut by half. A similar performance can be observed for the baselines (other than the baseline rule), that also have low precision but high recall. The majority voting and median ensemble behave equally (as expected from the median voter theorem [70]), but have relatively low TP ratio, similar to the offline rule baseline. The positive effect of voting, however, results in the relatively high precision. Overall, if we calculate the F-measure, the median/majority voting ensemble has the best score for spike anomalies, outperforming even the baselines.

The detection performance for noise anomalies is similar to that of spike anomalies for most methods. However, because the number of samples affected by the noise anomaly is larger, the resulting TP ratio (around 40%) is less than for spikes. The FP ratio, on the other hand, is very low for all methods, implying a high precision (over 97%). This could indicate that the methods do signal the anomalies, although not all anomalous samples are detected. Similar to the performance on spike anomalies, the heuristic, Fisher’s and minimum $p$-value ensembles also display a doubling in FP ratio, with respect to the individual classifiers, from 1.4% to 3.4% FP. But, in this case, the increase in TP ratio from 44% to around 54 to 60% for ensemble methods is more than the increase in detection for spike anomalies. The maximum F-measure shows that the online minimum $p$-value ensemble has the best average results, although Fisher’s method shows similar performance. For the noise anomaly, again, the online methods seem to outperform
the offline baselines: while for the baseline the precision is high (99% for the rule baseline), the recall is low compared to the online methods.

The drift anomaly is the most difficult to detect, as we can see from the performance results shown in Figure 15. Overall the online detection methods seem to adapt to drift, but, if they detect it, they do it only in the beginning of the anomaly. The individual classifiers have a TP ratio of around 1% and a FP ratio that is only a little lower, with a precision around 65%. The ensemble methods do, also in this case, display an increased TP, but also an increased FP ratio, giving them a small benefit in recall but with equal precision. It is here that the offline baseline methods have a clear advantage. Where the online learning methods slowly adapt to the drift, the static model of LLSE and ELM generate larger prediction errors, showing in a much higher TP ratio, and a higher precision. This is reflected in the maximum F-measure for drift, seen in Table 3, which is established by the baseline ensemble with 92% precision and 15% recall. If, however, we only evaluate the online methods, the minimum p-value ensemble gives the best F-measure with 81% precision and 8% recall.

Overall, the ensembles in general do have a positive benefit on the performance. However, the max and mean p-value ensemble do not perform well at all, as they are both affected too strongly by the “least confident” classification. Another observation is that the majority voting and median ensemble schemes perform equally, as expected from the median voter theorem [70]. While their TP ratio (recall) is less than any other classifier, the number of FP produced by these ensembles is much less than other classifiers, thus resulting in relatively high precision. If the target were, however, to detect (recall) the largest number of anomalies, then the heuristic, Fisher’s or minimum p-value methods are a better choice. Furthermore, these ensembles come the closest to matching the performance of the baseline (offline) ensemble.

**Real-world datasets**

We have performed the same analysis for the three real-world datasets, where as said we have split up the Sensorscope data in temperature-related and water-related sensors due to memory limitations. The results for these datasets are shown in Figure 17 and Table 3. From observations made after manually check-

---

**Figure 14:** True Positives (TP), False Negatives (FN) and False Positives (FP) as the ratio of number of anomalies in synthetic datasets. We can distinguish the anomaly types (a) spike, (b) noise, (c) constant and (d) drift.

**Figure 15:** True Positives (TP), False Negatives (FN) and False Positives (FP) as the ratio of number of anomalies in synthetic datasets. The TP and FP are improved due to a context window of length $L_r = 3$ around a detection, as discussed in Section 4.4. We can distinguish the anomaly types (a) spike, (b) noise, (c) constant and (d) drift.
Figure 16: True Positives (TP), False Negatives (FN) and False Positives (FP) as the ratio of number of anomalies in real-world datasets. The constant anomaly prevails, resulting in the good scores of the constant rule and Baseline rule (offline). We can distinguish the datasets (a) Intel Lab, (b) Indoor WSN, (c) Sensorscope temperature and (d) Sensorscope water.

Figure 17: True Positives (TP), False Negatives (FN) and False Positives (FP) as the ratio of number of anomalies in real-world datasets. The TP and FP are improved due to a context window of length $L = 3$ around a detection, as discussed in Section 4.4. The constant anomaly prevails, resulting in the good scores of the constant rule and Baseline rule (offline). We can distinguish the datasets (a) Intel Lab, (b) Indoor WSN, (c) Sensorscope temperature and (d) Sensorscope water.

ing the labels (according to the procedure outlined in Section 4.2), we know that the predominant anomalies are constants, often resulting from missing values. This predominance is the reason for the performance of the constant classifier, which has very high TP ratios of 70% and higher. However, the FP ratio of the constant classifier is much higher for the real-world data than for the synthetic data, resulting in a precision from 40% to 78%. This is caused by stable natural signals, such as the low light intensity readings at night.

The OS-ELM-based classifier performs well across most real-world datasets, except for the Sensorscope water-related data. Its performance matches or exceeds that of the baseline ELM method in terms of recall. However, its precision is lower (from 11% to 53%), resulting in a high number of FP. The latter could be caused by the random initialization of the hidden node weights and biases. The RLS classifier, on the other hand, has slightly lower recall than its baseline counterpart, LLSE. On the Sensorscope temperature data, for example, the RLS recall is only 2.8%, while LLSE recalls around 19% of the data. However, for this dataset in particular its 68% precision is higher than the 38% of LLSE. On the other datasets, the precision is similar to LLSE. The recall performance of the FA-based classifiers seems to be low compared to the other individual classifiers, particularly for the Intel Lab data recalling less than 1%. However, their precision is on par with the other methods. Moreover, for the Sensorscope temperature data, the FA-based classifiers have better recall than RLS.

Combining the predictions of these classifiers, using the RLS or OS-ELM fusion, shows varying results. For all the real-world datasets, the precision of these fusion methods is the highest of all classifiers (see the bold face numbers of Table 3). However, for the Intel Lab and Indoor WSN datasets, the recall (with 1 to 5%) is much lower than the individual RLS or OS-ELM methods (having 7 to 27% recall). On the other hand, the fusion classifiers perform on par with the LLSE and ELM baseline classifiers for the Sensorscope datasets in terms of recall, and outperform them in terms of precision.

There are similarities in the datasets for the Intel Lab and Indoor WSN data, in terms of type of sensors and environment. This also holds, to a lesser extent, for the Sensorscope...
temperature and Sensorscope water sensors. These similarities are evident from the results of the different methods where, for instance, the baseline methods for the Sensorscope datasets show higher recall than for the other real-world datasets (around 18% vs around 10%). Similarly, the individual classifiers, and mainly the fusion classifiers, show better performance for the Sensorscope data. This might be the result of the indoor (Intel Lab, Indoor WSN) versus outdoor (Sensorscope) nature of the data: changes in the signal for outdoor data may occur more slowly than changes indoor, that are affected by human activity.

Overall, a proper choice of the ensemble method is beneficial to the detection performance. However, similar to the results from the synthetic datasets, the max and mean \( p \)-value ensembles do not perform well on the real-world data. The majority voting and median \( p \)-value ensembles perform equally, and outperform the baseline ensemble in terms of precision, as clearly shown by the FP ratios. Their drawback, however, is the very low TP ratio, or recall, which is the lowest across all methods. A much better performance is achieved by the Fisher’s method, the heuristic and the minimum \( p \)-value ensembles. Their results are dominated by the constant classifier, but the other methods do contribute extra TP, resulting in higher recall. The performance of the heuristic ensemble is, according to the F-measure shown by the dashed underlines in Table 3, often the best of the online ensembles, closely followed by Fisher’s method and the minimum \( p \)-value ensembles. On the whole, the performance of the decentralized online learning methods in Fisher’s method or minimum \( p \)-value ensembles is very close to the baseline ensemble, showing that ensembles of classifiers are a viable approach to anomaly detection in resource-limited systems.

### 6. Discussion and conclusions

In this paper we introduced a lightweight, application-independent, framework for online anomaly detection in IoT applications, such as wireless sensor networks, based on incremental learning. The framework addresses two key challenges: 1) the realization of decentralized, automated, online learning methods to detect anomalies, individually or in an ensemble, within extremely limited hardware resources; and 2) the performance evaluation of these decentralized online learning methods.

Anomaly detection was realized in two steps. First, we developed a heterogeneous set of local online learning classifiers, each one composed of a predictor and a decision making component. All our local classifiers perform an incremental online (unsupervised) learning, which allows them to automatically recognize anomalies in (acquired or sensed) data without any a priori knowledge, assumptions or pre-defined rules. Second, we combined multiple and diverse individual classifiers in an ensemble, which we hypothesized (and confirmed through experimentation) would further improve the anomaly detection accuracy, overcoming the limitations of the individual classifiers. In the ensemble, the individual classifiers act in parallel on the same data, while their classifications can be aggregated either by using simple heuristic rules (which order the independent classifications according to the most likely kind of anomaly), by applying algebraic combiners, such as the median, or by applying the Fisher’s method.

In order to assess the performance impact of decentralizing anomaly detection, we extensively evaluated the proposed decentralized ensemble, as well as the individual online learning methods, and compared to their centralized offline counterparts, taken as baseline. The evaluation was performed using various large synthetic and real-world datasets and was based on prediction accuracy and confusion matrix metrics. In the latter we have accounted for false positives caused by anomalies in correlated sensors, and for false positives caused by a delayed detection. Our experiments verified the general viability of the local classifiers and the ensemble. They also showed that the performance of both the offline centralized and online decentralized methods largely depends on the datasets and the kinds of anomaly to be detected. A general trend is that individual online learning methods are characterized by a reduced recall, while their precision is often better than that of their offline counterparts. Considering known anomaly types (spike, noise, constant and drift), offline centralized methods seem to be more suitable for detecting slow long-term effects such as drift, while noise anomalies are best detected with online decentralized methods. Moreover, depending on the application goal (e.g., detecting the most anomalies, detecting with few false positives, etc.), different combinations of online classifiers might be appropriate. The rule-based constant classifier is computationally cheap and performs well. If the most frequent anomalies for an application relate to spike, noise or, to a lesser extent, drift, then an efficient choice might be the RLS-based classifier.

The main benefit of our proposed framework, however, derives from the combination of classifiers as prediction fusion or ensembles. By combining the classifications of the different learning techniques, the average performance of the online combinations is increased for all datasets, approaching that of the offline ensembles. For instance, the bold-face numbers in Table 3 show that the RLS and OS-ELM-based prediction fusion classifiers show the best precision across the real-world data. And, notably, among the different tested combination mechanisms, the Fisher’s and the minimum \( p \)-value methods make the online ensembles match the performance of their offline counterparts. However, in terms of recall, the simpler heuristic or minimum \( p \)-value classifiers gives the best F-measure, shown by the dashed underlines in Table 3. For the most accurate detection precision, a majority voting or median \( p \)-value ensemble scheme delivers the best precision (at the cost of low recall), whereas the most reliable performance across all datasets seems to be given by the ensemble based on Fisher’s method. Overall, the online methods can provide a valid alternative to the offline baseline methods, to detect anomalies in an online, decentralized manner.

These results show that online learning anomaly detection methods can be implemented in a decentralized framework, and achieve similar performance to offline centralized baselines. While the latter often make use of large resources in terms of storage, computation and (human) expert knowledge to optimally configure the detection system, our proposed framework constitutes a computationally cheap, completely autonomous
Table 3: The precision/recall results. Confidence level > 95%, L_0 = 48, L_1 = 20, L_2 = 3. The baselines followed with (d) include a delayed version of the signal. The bold-face numbers indicate the maximum precision or recall. The underlined numbers are the best combination of precision and recall, the dashed underlined numbers are the best online embedded combinations (both calculated according to the F-Measure).

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Ferret Lab</th>
<th>Taber Waste</th>
<th>Temperature</th>
<th>Aerosol Water</th>
<th>Constant</th>
<th>Drift</th>
<th>Noise</th>
<th>Spike</th>
</tr>
</thead>
<tbody>
<tr>
<td>Window mean</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Window constant</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>FA (1 step)</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>FA(2 step)</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>FA(3 step)</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>RLS fusion</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>OS-ELM fusion</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>RLS</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Heuristic ensemble</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Fisher's method (part)</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Fisher's method (full)</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Ensemble (max)</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Ensemble (min)</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Ensemble (mean)</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Ensemble (median)</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Baseline rule</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Baseline LLSE</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Baseline ELM (d)</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Baseline ELM</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Baseline ensemble</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>
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