Application of artificial neural networks for the soil moisture retrieval from active and passive microwave spaceborne sensors
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A B S T R A C T

Among the algorithms used for the retrieval of SMC from microwave sensors (both active, such as Synthetic Aperture Radar—SAR, and passive, radiometers), the artificial neural networks (ANN) represent the best compromise between accuracy and computation speed. ANN based algorithms have been developed at IFAC, and adapted to several radar and radiometric satellite sensors, in order to generate SMC products at a resolution varying from hundreds of meters to tens of kilometers according to the spatial scale of each sensor.

These algorithms, which are based on the ANN techniques for inverting theoretical and semi-empirical models, have been adapted to the C- to Ka-band acquisitions from spaceborne radimeters (AMSR-E/AMSR2), SAR (Envisat/ASAR, Cosmo-SkyMed) and real aperture radar (MetOp ASCAT).

Large datasets of co-located satellite acquisitions and direct SMC measurements on several test sites worldwide have been used along with simulations derived from forward electromagnetic models for setting up, training and validating these algorithms. An overall quality assessment of the obtained results in terms of accuracy and computational cost was carried out, and the main advantages and limitations for an operational use of these algorithms were evaluated.

This technique allowed the retrieval of SMC from both active and passive satellite systems, with accuracy values of about 0.05 m³/m³ of SMC or better, thus making these applications compliant with the usual accuracy requirements for SMC products from space.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

The amount of water stored in the soil is an essential variable controlling many biophysical processes that impact water, energy, and carbon exchanges at the land-atmosphere interface. In-situ soil moisture (SMC) measurements are labor intensive and site-specific, moreover, frequent and spatially distributed soil moisture measurements, at different spatial scales, are advisable for the most part of the applications related to the environmental disciplines, such as climatology, meteorology, hydrology and agriculture. The possibility of observing soil moisture and its temporal evolution from space is, therefore, regarded as being extremely attractive.

Among the instruments operating from space for the observation of the Earth surface, the sensors operating in the microwave portion of the spectrum have received most attention because this frequency range has the unique ability to return information on media (atmosphere, vegetation, soil) that are opaque to the much shorter visible/near-infrared and thermal wavelength and, that is most important, because microwave scattering and emission are directly related to the water content of the observed target. In particular, remote sensing from active (Synthetic Aperture Radar—SAR and scatterometer) and passive sensors (radiometers) have demonstrated to be good and flexible tools for observing the moisture content of the first centimeter layer of soil and for detecting its spatial and temporal variations from radar (e.g., Barret et al., 2009; Notarnicola et al., 2006, 2008; Paloscia et al., 2004; Pathe et al., 2009; Pierdicca et al., 2010; Wagner et al., 1999, 2007) and radiometric microwave sensors (e.g., Jackson, 1993; Jackson et al., 2010; Mladenova et al., 2014; Paloscia et al., 2006).

These two types of sensors (radiometers and SAR) retrieve information of the Earth surface at different scales. SAR, in fact, due to antenna synthesis, reaches a very high ground resolution, in the order of a few meters; whereas, radiometers from space have a much coarser spatial resolution, in the order of tens of kilometers. These characteristics allowed the use of these sensors for different applications. Fine ground resolutions allowed in fact a more detailed investigation of the surface and can give information on small scale phenomena, useful for agricultural applications and water management at a farm or basin scale. The large scale of spaceborne radiometers is instead very useful for climatic applications.
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and for detecting the trend of large scale phenomena, as global changes, e.g., deforestation and desertification processes.

The retrieval of soil parameters from active and/or passive microwave measurements is nonetheless not trivial, due to the non-linearity of the relationships between radar or radiometric acquisitions and ground parameters, and because, in general, more than one combination of soil parameters (soil moisture, roughness, vegetation cover, etc.) has the same electromagnetic response. Thus, in order to minimize the uncertainties and enhance the performance of soil parameter retrieval from remote sensing data, statistical approaches based on the Bayes theorem and learning machines are widely adopted for implementing the retrieval algorithms (e.g., Notarnicola, 2014; Pasolli et al., 2011; Pierdicca et al., 2014).

In this framework, the artificial neural networks (ANNs) represent an interesting tool for implementing accurate and flexible retrieval algorithms, which able to operate with radar and radiometric satellite measurements and to easily combine information coming from different sources. ANN can be considered a statistical minimum variance approach for addressing the retrieval problem and they can be trained to represent arbitrary input-output relationships (Hornik, 1989; Linden and Kinderman, 1989 Linden and Kinderman, 1989). In the training phase, training patterns are sequentially presented to the network and the interconnecting weights of each neuron are adjusted according to a learning algorithm. The trained ANN can be considered as a type of non-linear least mean square interpolation formula for the discrete set of data points in the training set.

The effectiveness of ANNs in solving remote sensing problems has been well demonstrated, since they can easily merge data coming from different sources into a unique retrieval algorithm. ANNs have been successfully applied to many inverse problems in the remote sensing field, and in particular to retrieve soil moisture at local scale from SAR (e.g., Del Frate et al., 2003; Elshorbagy and Parasuraman 2008; Paloscia et al., 2008) or radiometric (e.g., Santì et al., 2012) observations. The comparison of retrieval algorithms carried out in Paloscia et al. (2008) demonstrated that ANNs, with respect to other widely adopted statistical approaches based on Bayes theorem and Nelder–Mead minimization, offer the best compromise between retrieval accuracy and computational cost.

ANNs in some cases have been used essentially as a black box, without further effort for understanding the underlying processes and the physics behind them. The strategy for minimizing these problems is mainly based on the use of both extensive datasets and model simulations for the training phase of ANN. The studies presented in Paloscia et al. (2010) and Santì et al. (2013) pointed out the potential of the ANN technique in easily and effectively ingesting information extracted from different sources for improving the retrieval process, such as NDVI derived from optical remote sensing imagery for taking into account the presence of vegetation on the ground. In Paloscia et al. (2012) nevertheless, the importance of a robust and extensive reference dataset for the training was confirmed, in order to obtain a retrieval algorithm able to work at large and global scale with a satisfactory accuracy.

An application of retrieval algorithms to MetOp-A ASCAT backscatter data can be found in Gruber et al. (2014) where the ANN techniques are compared with other retrieval algorithms, in their ability to retrieve soil moisture on a global scale. Correlation and triple collocation analysis were performed using in situ and land surface model data as a reference, pointing out again the effectiveness of the ANNs compared with other inversion approaches.

In this paper, an overview of the results obtained with ANN algorithms applied to different microwave sensors for the retrieval of soil moisture at both local and global scales is presented. We have summarized and homogenized here the results presented in other papers published in both international journals and conference proceedings, by improving and tuning the algorithms used in past research, and validating them with new datasets. In some cases, more accurate results have been obtained, with improved accuracy of the estimated parameter. In this work, a unique procedure for all the algorithms was thus implemented, by choosing the same strategy for training, test, and validation.

In Section 2 a detailed discussion of the methods and in particular of the training of ANN is carried out. In the following sections, the application of the ANN to microwave radiometers, scatterometers and SAR sensors is presented along with the main findings of the methods. Finally, some soil moisture maps obtained at different spatial scales by using the data from these sensors are shown for an overall validation of the implemented algorithms.

2. Implementing and training the artificial neural networks

The algorithms presented in this work are based on feedforward multilayer perceptron (MLP) ANNs, with a certain number of hidden layers of neurons between the input and the output. In MLPs, successive layers of neurons are fully interconnected, with trainable connection weights that control the strength of the connections. The ANN training was based on the back-propagation learning rule, which is an iterative gradient descent algorithm that is designed to minimize the mean square error between the desired target vectors and the actual output vectors. It should be noted that the gradient-descent method sometimes suffers from slow convergence, due to the presence of one or more local minima, which may also affect the final result of the training. This problem can be solved by repeating the training several times, with a resetting of the initial conditions and a verification that each training process led to the same convergence results in terms of $R^2$ and RMSE, by increasing it until negligible improvements were obtained.

In order to define the optimal ANN architecture in terms of number of neurons and hidden layers, the most suitable strategy is to start with a simple ANN architecture, generally with one hidden layer of few neurons. This ANN is trained by means of a subset of the available data, tested on the rest of the dataset and the training and testing errors are compared. The ANN configuration is then increased by adding neurons and hidden layers, training and testing are repeated and errors compared again, until a further increase of the ANN architecture is found to have a negligible decrease of the training error and an increase in the test error. This procedure allows defining the minimal ANN architecture capable of providing an adequate fit for the training data, so as to prevent overfitting problems. Overfitting is related to the oversizing of the ANN, and may cause considerable errors when testing ANN with input data that is not included in the training set (Moody et al., 1992; Tetko et al., 1995). In other words, the ANN is able to reproduce the training set with high accuracy but fails the test procedure.

Another key issue for defining the ANN best architecture is in the selection of the most appropriate transfer function: in general linear transfer functions give less accurate results in training and testing; however, they are less prone to overfitting and are more robust to outliers, i.e., input data out the range of the input parameters included in the training set. Logistic sigmoid (logsig) and tangential sigmoid (tansig) transfer functions are instead characterized by higher accuracies in the training and test; however, they may lead to large errors when the trained ANN is applied to new datasets. Logsig generates outputs between 0 and 1 as the neuron’s net input goes from negative to positive infinity and describes the non-linearity, $g(a)$, as $1/(1+e^{-a})$. Alternatively, multilayer networks can use the tanh function, $\tanh(a) = (e^a - e^{-a})/(e^a + e^{-a})$.

Besides these problem, however, the main constraint for obtaining good accuracies with the ANN approach, as it has been demonstrated in Paloscia et al. (2013) is represented by the statis-
tical significance of the training set, which shall be representative of a variety of surface conditions as wide as possible, in order to make the algorithm able to operate at a global scale. Several efforts have been carried out in the last years to create large databases of simultaneous ground SMC measurements and satellite acquisitions (see as example the Climate Change Initiative – CCI – soil moisture activities promoted by the European Space Agency http://www.esa-cci.org/ or the SMEX experiments in the USA). However, the datasets derived from these experimental activities are not large enough for generating the “robust” set required to train the ANNs for global monitoring applications.

A suitable strategy for filling in any gap in the experimental datasets and to better characterize the microwave signal dependence on SMC for a variety of surface conditions as wide as possible is to combine the experimental measurements with simulated data obtained from electromagnetic models (e.m.). The consistency between experimental data and model simulations can be obtained by deriving the range of input parameters (namely soil moisture, surface roughness and vegetation biomass) from the experimental measurements. This task can be achieved by applying the Nelder–Mead optimization algorithm (Nelder and Mead, 1965), to find the values that minimize some appropriate cost functions between microwave measurements and corresponding model simulations. After defining the minimum and maximum of each input parameter, the input vectors for the e.m. model are generated by using a pseudorandom function, rescaled in order to cover the range of each parameter. Thousands of inputs vectors for running the model simulations can be generated by iterating this procedure, thus obtaining datasets of surface parameters and corresponding simulated microwave data for training and testing the ANN. The flowchart of Fig. 1 represents the main steps for generating the training from the experimental data. The same procedure allows generating the independent dataset for validating the ANN after training. In general, the available data are divided in two subsets with a random sampling; the first subset is divided again in 60% – 20% – 20% for training, test and validation phases, respectively and the second subset is reserved for an independent test of the algorithm. The random sampling of the dataset is reiterated 5–6 times and the training is repeated each time, in order to avoid any dependence of the obtained results on the sampling process.

Several ANN based algorithms have been developed at IFAC following this strategy, and adapted to SAR/scatterometric and radiometric satellite sensors, in order to generate SMC products at both local and global scales with a resolution varying from hundreds of meters to tens of kilometers.

3. ANN algorithm for spaceborne multifrequency radiometers

3.1. HydroAlgo algorithm for AMSR-E and AMSR2

The “HydroAlgo” algorithm (Santi et al., 2012) applies the ANNs for estimating the surface SMC from the acquisitions of the low resolution spaceborne radiometers, like the advanced microwave scanning radiometer for the Earth observing system (AMSR-E) (Lobl, 2001), which is no more operating, and its successor, AMSR2 (Imaoka et al., 2012). The main characteristic of the algorithm is the exclusive use of AMSR-E/2 data, for estimating and compensating the effects of vegetation conditions and surface roughness on the SMC retrieval, thanks to the inclusion of data acquired at the higher frequencies. Brightness temperature data collected over the areas of interest were extracted from the hierarchical data format (HDF) files delivered by National Snow and Ice Data Center (NSIDC) and containing the calibrated and geocoded acquisitions of AMSR-E from AQUA satellite (Level 2 data) at C, X, Ku and Ka bands in both polarizations (H, V). A check of data for possible mis-calibration (Paloscia et al., 2006) and for the presence of the radio frequency interference (RFI) at C and X bands was carried out, by using a simple threshold method (Njoku et al., 2005) at both C and X bands, and all data over this threshold were eliminated from the dataset. HydroAlgo includes a disaggregation procedure, based on the SFM filtering, (Santi, 2010; Parinussa et al., 2013), which is able to enhance the spatial resolution of the output SMC product up to the nominal sampling of AMSR-E (∼10 × 10 km²), thus, minimizing the limit of these sensors for the monitoring of heterogeneous landscapes, due to their coarse resolution. The core of the algorithm is composed by two feedforward multilayer perceptron (MLP) ANNs, trained independently for the ascending and descending orbits using the back-propagation learning rule. Inputs of the algorithm are the brightness temperatures at C band in V polarization, the polarization indices (PI) at 10.65 GHz and 18.7 GHz (X and Ku bands), defined as PI = 2*(T bv − Tbh)/[(Tbv + Tbh)], and the Tb at Ka band (35 GHz) in V polarization. The C band, i.e., the lowest AMSR-E frequency, was chosen for its sensitivity to the SMC, which is slightly influenced by sparse vegetation. PI at X and Ku bands were taken into account for compensating the effect of vegetation on soil emission (Paloscia and Pampaloni, 1988), and for flagging out the densely vegetated targets, where SMC cannot be retrieved at these frequencies. Tb at Ka band, in V polarization, was assumed as a proxy of the surface physical temperature, to account for the effect of diurnal and seasonal variations of the surface temperature on microwave emission (Njoku and Li, 1999).

HydroAlgo was developed and tested using a set of several thousand of data that was obtained by combining the experimental data collected in Mongolia (Yang et al., 2009) and the Murrumbidgee watershed, in Australia (Smith et al., 2012), with 10,000 values of Tb simulated by the simple implementation of the radiative transfer theory known as “tau-omega” model (Mo et al., 1982). These experimental datasets were kindly provided by JAXA, within the framework of the JAXA ADEOS-II/AMSR-E and GCOM/AMSR2 research programs. The inputs of the model were randomly varied in a range derived from experimental data as follows: SMC (0.05–0.45 m³/m³), surface temperature (275–320 K), vegetation optical depth (τ) at C band ranging between 0.16 and 1.1, and vegetation single scattering albedo (ω) ranging between 0.03 and 0.08. At the higher frequencies, τ and ω values were derived from C band values using the relationship established in Santi et al. (2012). Model simulations were iterated for each input vector of surface parameters, obtaining a training set of 10,000 brightness temperatures at all the AMSR-E bands and polarizations. Fig. 2 shows the behavior both, experimental and simulated Tb at C and Ka bands in V. pol. as a function of volumetric SMC (m³/m³).

The flowchart of the whole processing chain is displayed in Fig. 3 along with a detail on the ANN implemented for HydroAlgo.

The ANN independent test on the Australian and Mongolian data, which were not used for the training, produced the diagram of Fig. 4, where the soil moisture estimated by the algorithm (SMC_est) is compared with the soil moisture measured on ground [SMC_meas]. The corresponding statistics are: determination coefficient R² = 0.8, root mean square error RMSE = 0.03 m³/m³, and BIAS = 0.02 m³/m³.
This results was obtained thanks to the contribution of the higher frequencies in accounting for the vegetation conditions, trough PI at X and Ku bands, and in estimating the surface temperature, trough Tb at Ka band, thus, reducing the uncertainties.

A further and new validation of the algorithm was carried out by using the datasets collected on the four agricultural research service (ARS) watershed sites in the US from 2002 to 2009 (Jackson, 1993). These sites represent a wide range of ground conditions and precipitation regimes (from natural to agricultural surfaces and from desert to humid regions) and provide long-term in-situ data. The dimensions of each watershed are compatible with the AMSR-E footprint, close to $10 \times 10$ km$^2$ at all frequencies with the application of the SFIM procedure. These sites are well-instrumented and characterized and have been the focus of several AMSR-E validation campaigns (http://nsidc.org/data/amsr_validation/). The vegetation characteristics in the selected watersheds represent typical conditions in specific climate regions, which cover a range of semi-arid to humid. All watersheds have multiple surface soil moisture and temperature sensors (5 cm depth). Characteristics of the individual watersheds are:

---

**Fig. 2.** Experimental and simulated Tb values at C- and Ka bands, in V- polarization as a function of SMC derived from the dataset considered for training the ANN algorithm.

**Fig. 3.** HydroAlgo flowchart with the detail of the ANN architecture.

**Fig. 4.** Test of the ANN algorithm with the Australian and Mongolian data not used for the training (Santi et al., 2012).
**Fig. 5.** Comparison between the HydroAlgo-derived SMC and the ABS in situ data, where the upper [A] and the lower [B] half of the image summarize the results obtained using the Ascending (A) and Descending (D) overpasses. Continuous lines represent the regression equations.
Table 1
Performances of HydroAlgo soil moisture algorithms terms of $R^2$, RMSE, and bias for both ascending and descending orbits.

<table>
<thead>
<tr>
<th></th>
<th>Ascending</th>
<th></th>
<th></th>
<th>Descending</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R^2$</td>
<td>RMSE (m$^3$/m$^3$)</td>
<td>Bias (m$^3$/m$^3$)</td>
<td>$R^2$</td>
<td>RMSE (m$^3$/m$^3$)</td>
<td>Bias (m$^3$/m$^3$)</td>
</tr>
<tr>
<td>Little Washita</td>
<td>0.374</td>
<td>0.046</td>
<td>-0.007</td>
<td>0.331</td>
<td>0.048</td>
<td>-0.009</td>
</tr>
<tr>
<td>Walnut Gulch</td>
<td>0.297</td>
<td>0.019</td>
<td>-0.0003</td>
<td>0.255</td>
<td>0.02</td>
<td>0.0011</td>
</tr>
<tr>
<td>Little River</td>
<td>0.279</td>
<td>0.043</td>
<td>0.017</td>
<td>0.358</td>
<td>0.039</td>
<td>0.0021</td>
</tr>
<tr>
<td>Reynolds Creek</td>
<td>0.606</td>
<td>0.048</td>
<td>0.012</td>
<td>0.406</td>
<td>0.06</td>
<td>0.015</td>
</tr>
</tbody>
</table>

- Little Washita (OK): 20 soil moisture stations in a region dominated by the presence of rangeland and pasture plus some agricultural crops. The climate is sub-humid with about 750 mm annual precipitation. The size of the area is 610 km$^2$.
- Little River (GA): 29 soil moisture stations and heavily vegetated (predominantly forests, croplands, and pasture). The climate is characterized by hot humid summers and short mild winters (with about 1200 mm annual precipitation). The size of the area is 334 km$^2$.
- Walnut Gulch (AZ): 19 soil moisture stations, with brush and grass cover and characterized by a semiarid climate (with about 324 mm annual precipitation). The size of the area is 148 km$^2$.
- Reynolds Creek (ID): 19 soil moisture stations in a rangeland dominated area, with snow dominated precipitation. The size of the area is 238 km$^2$.

AMSR-E data collected on the ARS watersheds from 2002 to 2009 were used for this comparison, together with the corresponding ground truth data, which have been kindly provided by Dr. Tom Jackson. Due to the diurnal variations in surface soil moisture that occur during the day and the sensitivity of retrievals to assumptions about the near surface temperature and moisture profiles, data from the ascending and descending orbits were analyzed separately.

The overall performances of the algorithm are summarized in Table 1, in which the correlation coefficient ($R^2$), RMSE and bias obtained for the different sites are listed, while the SMC estimated for each test area using HydroAlgo is plotted against the SMC measured on the ground in Fig. 5.

The overall accuracy (RMSE $\leq 0.06$ m$^3$/m$^3$ and bias $\leq 0.02$ m$^3$/m$^3$) is compliant with the AMSR-E mission SMC accuracy requirement. The spread of data can be attributed to the spatial variability within

Fig. 6. ASCAT measurements in forward beam as a function of the measured SMC for the AMMA (Spain) and MAQU (Mongolia) test sites.

the test areas and the rather large time interval covered by the dataset (8 years).

4. ANN algorithm for real and synthetic aperture radars

4.1. ANN algorithm for ASCAT/SCA

An ANN algorithm for SMC retrieval from the MetOp ASCAT scatterometer (Figa-Saldaña et al., 2002) was developed in the framework of the Round Robin exercise, belonging to the Climate Change Initiative (CCI) soil moisture activities promoted by the European Space Agency (ESA). Data from 150 test sites of the
International Soil Moisture Network (ISMN–Dorigo et al., 2011), containing co-located satellite acquisition and ground measurements of SMC were provided to the Round Robin participants for calibration and validation of the algorithms. The calibration dataset contained ASCAT daily acquisitions over 75 test sites for the five considered years, the measurements of top layer SMC from the ground stations and the Global Land Data Assimilation System (GLDAS) simulated 10 cm soil surface temperature, precipitation, and snow water equivalent, while the validation dataset contained only the ASCAT acquisitions on the remaining 75 test sites.

A preliminary analysis of the relationships between ASCAT measurements and SMC measured on ground confirmed the sensitivity of C-band radar measurements to the latter parameter, pointing out however, that the geographic locations and therefore, the different climatic and vegetation conditions of each test site significantly affected these relationships. This is evident from the example of Fig. 6, representing the ASCAT backscattering coefficient (σ^0, in dB) measured in forward beam as a function of the SMC (m^3/m^3) measured for two test sites. The first (ANMA network) is in Europe (Spain) and is characterized by seasonal vegetation cycles while the second (MAQU network) is in the semi-arid Mongolian plateau. The diagram well demonstrates that the presence of vegetation affects the sensitivity to SMC, as indicated by the two different slopes. A correlation of the measured signal to SMC is nonetheless confirmed in both cases, as it is pointed out by the determination coefficients, R^2 = 0.24 and R^2 = 0.30, respectively. This geographical dependence has been accounted for in the ANN inversion algorithm by adding the geographical position as ancillary input.

The ANN optimization process for matching the ASCAT RRDP (Round Robin Data Package) dataset resulted in an architecture with three hidden layers of 11 × 11 × 10 neurons was selected (Fig. 7a). A subset of the RRDP calibration dataset, composed by about the 25% of the data available was considered for generating the subset for training, testing, and validating the ANN (60% – 20% – 20%, randomly sampled), and the remaining 75% of data was considered for the independent validation of the algorithm. ANN inputs were the ASCAT backscatter acquired at the three beams and the corresponding incidence and azimuth angles. Output of the ANN was the retrieved SMC (Fig. 7b).

The overall performance of the algorithm is summarized in Table 2. It should be remarked that, in this case, the training was only based on the experimental data, since the CCI data considered for this application were representative of the different climatic areas of the world. Moreover, ancillary information on soil roughness and vegetation cover was unavailable for most part of the test sites, making challenging the definition of the input vectors for running the model simulations. However, by adding the geographic position to the ANN inputs we noticed a substantial increase of the accuracy (R^2 from 0.49 to 0.67 and RMSE from 0.052 to 0.042 m^3/m^3), with respect to considering backscattering and observation angles only.

Model simulations have been instead considered for understanding the potential contribution of a VH polarized channel in improving the SMC retrieval accuracy from scatterometric acquisitions.

The EUMETSAT polar system of second generation is indeed under study to replace the existing satellite system and provide continuity of observations in the 2020 timeframe. The inclusion of a cross- polarized (VH) channel on the mid-beam antenna in the EPS-SG SCA instrument, heir of ASCAT, is at present under study. The contribution of VH for correcting the effects of vegetation cover and surface roughness on soil moisture retrieval was then evaluated through the implementation of another ANN algorithm. Basing on the ANN architecture implemented for ASCAT, which included the backscatter acquired at the three beams and the corresponding incidence and azimuth angles at VV-polarized data only, a further input was added for the VH channel that will be acquired in mid-beam by SCA sensor. In this case, training and test of the algorithm were carried out using only data generated by a simple implementation of RTT, based on the coupling of Oh model (Oh et al., 1992) and the Vegetation Water Cloud (WCM) model (proposed by Attema and Ullaby, 1978), accounting for the different observation geometries of the 3 SCA beams. The latter model considers the volume scattering of vegetation and the attenuation effect on the surface scattering of soil under vegetation. By coupling these models, the backscattering sensitivity to soil moisture for a wide range of vegetation and roughness conditions can accurately be evaluated.

---

A dataset of about 60,000 backscattering coefficients was generated with this model considering volumetric SMC values ranging between 0.05 m³/m³ and 0.45 m³/m³. Plant Water Content (PWC) between 0 and 5 kg/m² and roughness (expressed as standard deviation of the surface heights, Hstd) between 0.5 and 2 cm. Training and test were carried out by dividing the available data in two subsets of 30,000 samples each. The first subset was again divided randomly in 60%–20%–20%, for training, test, and validation phase, respectively, while, the second subset was retained for an independent validation. The results of this independent validation are represented in Fig. 8a, for the ASCAT architecture (VV data only) and Fig. 8b for the SCA architecture (VV + VH). This comparison demonstrated that the inclusion of the VH polarized channel is able to improve the retrieval accuracy, with an increase of the determination coefficient $R^2$ from 0.59 to 0.67 and a decrease of RMSE from 0.048 to 0.042 m³/m³, as displayed in the figures. This result is quite interesting since the simulations confirmed that the addition of a cross polarized acquisition to the future SCA sensor may help in improving the SMC retrieval.

4.2. ANN Algorithm for C- and X- band SAR

Following the approach proposed in Paloscia et al. (2013) an ANN algorithm able to estimate the SMC from SAR acquisitions at C- and X- bands in different acquisition geometries and polarizations has been implemented, tested and validated. The algorithm flowchart is represented in Fig. 9. Each image was processed by applying a multilook process, in order to average the intensity in range and azimuth direction, by using the appropriated window size according the considered SAR sensor. The radiometric calibration was performed considering the local incidence angle based on the orbital parameters and the DEM, that combined with satellite orbital parameters allowed also the identification of layover and shadow effects. Layover and shadowing were almost negligible in flat areas. The geocoded images have a pixel size between $10 \times 10 \text{m}^2$ and $30 \times 30 \text{m}^2$, and were co-registered in order to be comparable ‘pixel by pixel’ to each other and with other information, such as the local incidence angle (LIA).

The core of the algorithm is composed by 6 + 6 ANNs, trained for working with backscattering in VV or HH polarization with and without the ancillary information on vegetation, represented by co-located NDVI from optical sensor, and VV + VH or HH + HV combinations, at C- and X- band respectively. In order to generate an algorithm able to work on a large/global scale, the dataset implemented for the ANN training was obtained by combining experimental satellite measurements of backscattering coefficients ($\sigma^0$), corresponding ground parameters, and data simulated using e.m. forward models. The backscattering of the bare rough surfaces was obtained, in this case, by using the Advanced Integral Equation model (AIEM, by Wu and Chen, 2004) for co-polarized SAR.
signal, and the Oh model (Oh et al., 1992) for deriving the cross-polarized backscatter from the co-polarized simulated by AIEM. The contribution of light vegetation was accounted for by using the WCM, deriving the information on vegetation water content (VWC) from the Normalized Difference Vegetation Index (NDVI), measured from the available optical sensors (e.g., Landsat and MODIS), trough semi-empirical relationships.

Minimum and maximum values of the soil parameters measured during the experimental campaigns (SMC, Hstd and correlation length, Lc) were considered in order to define the range of variability of each soil parameter. Using a pseudorandom function drawn from the standard uniform distribution on the open interval (0,1), rescaled in order to cover the range of each soil parameter, we generated input vectors for the coupled AIEM + WCM models, in order to simulate the backscattering at VV, HH and HV/VH polarizations. More in detail, the input parameters were:

a) Incidence angle, $\theta$ = random between 20 and 50°.
b) SMC range between 0.05 m$^3$/m$^2$ and 0.45 m$^3$/m$^3$.
c) Hstd = random between 1 and 3 cm for C band and 0.5–2 cm for X band.
d) Lc = random between 4 and 8 cm.
e) Dielectric constant derived from random values of SMC between 5% and 45% using the Dobson Model (Dobson et al., 1985).
f) NDVI = random between 0 and 0.8.

Since, the relationship between Hstd and Lc is rather complicated and reliable measurements of the Lc parameter are barely available, we decided to keep these two quantities independent, associating one random variable with each of these. This procedure was then iterated 10,000 times, thus obtaining a set of backscattering coefficients for each input vector of the soil parameters. The consistency between the experimental data and the model simulation was verified before proceeding to the training phase. The ANN training was carried out by considering the simulated $\sigma^0$ at the various polarizations and the incidence angle as input of the ANN, and the soil parameters as outputs.

After training, the ANNs were tested on a different dataset that was obtained by re-iterating the model simulations as described above. The use of a pseudorandom function prevented a correlation between these two datasets: this fact was particularly important in order to evaluate the capabilities of ANN to generalize the training phase and to prevent the overfitting problem. Incorrect sizing of the

---

ANN or inadequate training could cause the overfitting: the ANN returns outputs outside the training range (outliers) when tested with input data that are not included in the training set.

The algorithm was finally validated by considering the SAR images and corresponding ground truth in several test areas in Italy and Australia, for a total of about 700 field-averaged values of $\sigma^0$ at various polarizations and corresponding SMC measurements at C band and about 600 values at X band.

The results of the overall validation, obtained by comparing all the SMC values retrieved by the algorithm with the corresponding ground truth pointed out that the worst case corresponds to the VV polarization without ancillary information of vegetation (co-located NDVI). In this case the algorithm is able to provide only a rough estimate of SMC, since it cannot account for all the possible surface and vegetation conditions that affect the backscattering sensitivity to SMC, when only one polarization is available.

The HH polarization appears more related to the SMC than the VV, and the NDVI contributes at increasing the retrieval accuracy. The combination of co and cross polarizations, either VV + VH or HH + HV, offers the best performance with a noticeable improvement with respect to the other combinations. The obtained results in terms of $R^2$, RMSE and bias are summarized in Table 3 at both C and X bands. As expected the best results are achieved at C band, which is more sensitive to SMC and less influenced by the vegetation than X band. At the latter frequency instead, the vegetation effect is dominant, although, some sensitivity to SMC is detectable at least for bare and scarcely vegetated surfaces.

5. Generation of SMC maps at local to global scale

Looking at the operational application of these algorithms, the generation of SMC maps in real or near real time at different resolutions, depending on the input sensor characteristics, takes advantage of the reduced computational cost of the ANN techniques with respect to other statistical methods. In Paloscia et al. (2013) the ANN retrieval algorithm was demonstrated to be able to processing 200,000 pixels/sec, which correspond to about 80 s for generating a SMC map at 25 x 25 m$^2$ resolution from an input SAR image of 100 x 100 km$^2$.

Although, the SMC maps cannot be considered a real validation of the retrieval algorithms, since adequate ground truth for comparing the algorithm outputs at large and global scale is barely available, these maps represent an effective tool for verifying qualitatively the validity of the training process. Maps characterized by extreme SMC variations from a pixel to an adjacent one, by large percentages of outliers, and maps in which SMC spatial patterns are not detectable indicate that the training was not successful or that the training set was not well representative of the observed target, although the SMC estimated in the control points was close to the ground truth. In these cases, the ANN should be retrained and it should be verified if the training set was representative of the whole range of the input microwave data and output SMC. As an example of the operational capabilities of these algorithms, four SMC maps at basin scale are represented in Fig. 10. These maps were derived from COSMO-SKYMED SAR images, which were collected on two test sites, in central (Sesto) and northern (Scrivia) Italy. Map dimensions are 40 x 40 km$^2$, and white and blue colors represent masking for urban areas and water bodies respectively.

The diagram of Fig. 11 was inserted here as a partial validation of the previous maps. Estimated values of SMC at X band in HH, VV, and HV polarizations, are represented as a function of SMC measured on ground on selected fields. Since all the COSMOSKYMED configurations have been taken into account, we can note that the resulting determination coefficient and slope are rather high ($R^2 = 0.8, s = 0.78$), thus, confirming a good correlation between measured and estimated soil moisture. The RMSE is 0.04 m$^3$/m$^2$, pointing also out that the role played at this frequency by surface roughness and vegetation is significant.

Moving from basin to global scale, Fig. 12 represents six SMC maps of a portion of the world (Europe and Africa) obtained as weekly average of AMSR-E acquisitions collected in different seasons between December 2009 and September 2010. Masking for snow cover areas (white), dense vegetation (dark green), desert (red), and water (blue) were carried out in the maps. A quantitative point-to-point validation of each image is obviously problematic; however, the algorithm appears to be able to reproduce the average moisture conditions of the different climatic areas of the Earth, following the seasonal variations of SMC. This is particularly evident in the areas covered by light vegetation, e.g., Sahel region and Spain, where in summer there is a general decrease of SMC (orange colors). An opposite behavior is instead visible in the areas in the austral hemisphere (e.g., South Africa). The reliability of these maps can be also evaluated looking at the presence of outliers, i.e., estimated SMC values outside the training range, which indicate

<table>
<thead>
<tr>
<th>ANN</th>
<th>C band</th>
<th>X band</th>
</tr>
</thead>
<tbody>
<tr>
<td>VV</td>
<td>$R^2$</td>
<td>RMSE</td>
</tr>
<tr>
<td>VV + NDVI</td>
<td>$0.65$</td>
<td>$0.026$</td>
</tr>
<tr>
<td>HH</td>
<td>$0.85$</td>
<td>$0.046$</td>
</tr>
<tr>
<td>HH + NDVI</td>
<td>$0.88$</td>
<td>$0.034$</td>
</tr>
<tr>
<td>VV + VH</td>
<td>$0.87$</td>
<td>$0.041$</td>
</tr>
<tr>
<td>HH + HV</td>
<td>$0.79$</td>
<td>$0.032$</td>
</tr>
</tbody>
</table>

Fig. 11. ANN estimated SMC is plotted vs. the corresponding ground measured SMC (‰). The regression line is SMC retrieved = 0.78 SMC measured + 0.06, with $R^2 = 0.79$. Please cite this article in press as: Santi, E., et al., Application of artificial neural networks for the soil moisture retrieval from active and passive microwave spaceborne sensors. Int. J. Appl. Earth Observ. Geoinf. (2015), http://dx.doi.org/10.1016/j.jag.2015.08.002
an inappropriate training. For all the displayed maps indeed the percentage of outliers was really negligible (<0.1%).

6. Conclusions

An application of artificial neural networks (ANN) techniques for retrieving the SMC from active and passive microwave satellite acquisitions was presented here. ANN based algorithms were developed and tuned for working with active and passive microwave acquisitions at several frequencies varying from C (5 GHz) to Ka (37 GHz) bands. Large datasets of co-located satellite acquisitions and direct SMC measurements on several test sites situated worldwide were used along with simulations from forward electromagnetic models for setting up, training and validating these algorithms. In detail, ANN based algorithms for the SMC retrieval developed and validated with AMSR-E, ASCAT, ENVISAT and Cosmo-SkyMed data were presented.

The overview of the retrieval algorithms presented here, demonstrated that ANN are a very powerful tool for estimating soil moisture at both local and global scale, provided they have been trained with consistent datasets made up by both experimental and theoretical data. The performed test confirmed the flexibility

Fig. 12. SMC maps of Europe and Africa obtained as weekly average of AMSR-E acquisitions collected in different seasons between December 2009 and September 2010. (For interpretation of the references to colour in this figure text, the reader is referred to the web version of this article.)
of this method and the possibility of using it for both active and passive sensors with high accuracy and computational speed. Test of the algorithms returned accuracy values of about 0.05 m3/m3 of SMC or better, making these applications compliant with the usual accuracy requirements for SMC products from space. Moreover, the possibility of repeating the training with new datasets enables the improvement of the retrieval accuracy, making this technique adaptable to new data and sensors and flexible. Another advantage of these algorithms is in the capability of merging data coming from different sources, as other sensors or ancillary information, into a unique retrieval approach. It was the case of the algorithm implemented for C- and X-band SAR that takes advantage of the NDI information from optical sensors (Landsat/Modis) when available for improving the SMC retrieval accuracy.

The main constraint for accurate retrievals is due to the training process: the retrieval error may be large if the ANN is tested with data not correctly represented in the training. Large datasets are therefore needed for properly training the ANN, in order to cover the whole range of the microwave data and corresponding moisture condition of the observed surface. It should be noted that there is not a unique way for defining the training set. Some a priori knowledge and the support of model simulations help in setting the range of each surface parameter, in order to make the training set as representative as possible of the observed surface. Testing and validation on independent datasets (i.e., scarcely related to the data considered for training) may indicate if the training has been achieved properly. In particular, the use of electromagnetic models for generating large training dataset is one of the best methods for avoiding the danger of ‘black box’ algorithm and to make sure that the results are based on physical assumptions. Since the training is performed off-line, before starting the data processing, the computational speed of ANN is not hampered by this procedure.

Next steps should be the gathering of extended datasets for a more accurate validation of the results, especially on a large scale where the possibility of validation is limited by the scarcity of ground truth data. Moreover, this method should be applied to new sensors, whose more advanced characteristics will allow the retrieval of more accurate results in terms of RMSE, bias and other statistical parameters. An important further step, even in view of the new SMAP mission, is the integration of active and passive data in a single algorithm, capable of retrieving soil moisture at different scales with improved accuracy with respect to that one of separate algorithms.
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