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Abstract—Cognitive Radio (CR) systems improve the spectral efficiency by allowing the coexistence in harmony of primary users (PUs), the legacy users, with secondary users (SUs). This coexistence is built on the premises that no SU can generate interference higher than some prescribed limits against PUs. The system design based on perfect channel state information (CSI) can easily end up violating the interference limits in a realistic situation where CSI may be imperfect. In this paper, we propose a robust design of CR systems, composed of multiple PUs and multiple noncooperative SUs, in either SISO frequency-selective channels or more general MIMO channels. We formulate the design of the SU network as a noncooperative game, where the SUs compete with each other over the resources made available by the PUs, by maximizing their own information rates subject to the transmit power and robust interference constraints. Following the philosophy of the worst-case robustness, we take explicitly into account the imperfectness of SU-to-PU CSI by adopting proper interference constraints that are robust with respect to the worst channel errors. Relying on the variational inequality theory, we study the existence and uniqueness properties of the Nash equilibria of the resulting robust games, and devise totally asynchronous and distributed algorithms along with their convergence properties. We also propose efficient numerical methods, based on decomposition techniques, to compute the robust transmit strategy for each SU.
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I. INTRODUCTION

While the ever-increasing demand of wireless service makes the radio spectrum a very scarce and precious resource, it has been recently reported that the existing fixed spectrum assignment policies cause very inefficient spectrum usage [1]. In such a situation, Cognitive Radio (CR) [2] emerged as a promising approach to improve the efficiency of spectrum utilization by allowing intelligent cognitive nodes to access the licensed bandwidth. A CR system is built on a hierarchical structure [3], [4], distinguishing primary users (PUs), who are legacy spectrum holders, from secondary users (SUs), also known as cognitive users, who are allowed to share the licensed spectrum with PUs, provided that they induce limited interference or no interference at primary receivers [1]. Within this context, alternative approaches have been considered in the literature to allow concurrent communications in either single-input single-output (SISO) channels [5] or multiple-input multiple-output (MIMO) channels [6] (see also [4] for a recent tutorial on the topic).

One classical approach to devise CR systems would be using global optimization techniques, under the framework of network utility maximization (NUM) (see, e.g., [7], [8]) or cooperative games (Nash bargaining solutions) [9], [10]. However, recent results in [11] have shown that NUM problems are NP-hard under different choices of the system utility function. Moreover, the (suboptimal) algorithms proposed in the aforementioned papers lack any mechanism to control the amount of aggregate interference generated by the transmitters, and they are centralized and computationally expensive. This raises some practical issues that are insurmountable in the CR context. For example, these algorithms need a central node having full knowledge of all the channels and interference structure at every receiver, which poses serious implementation problems in terms of scalability and amount of signaling to be exchanged among the nodes. For these reasons, in this paper, we follow a different approach and model the SUs as competitors with no will to cooperate. We concentrate on decentralized strategies, where the SUs are able to self-enforce the negotiated agreements on the usage of the available spectrum without the intervention of a centralized authority. This form of equilibrium is, in fact, the well-known concept of Nash equilibrium (NE) in noncooperative game theory [12]. In the literature, noncooperative game theory has been successfully applied to the design of the network over SISO frequency-selective interference channels [13]–[18] as well as MIMO interference channels [19], [20], and recently to the CR framework [21]–[24].

The aforementioned works were all based on the assumption of perfect channel state information between SUs and PUs (SU-to-PU CSI). In practice, however, SU-to-PU CSI is seldom perfectly known, due to the loose or usually no cooperation between PUs and SUs, as well as many other factors such as inaccurate channel estimation and time delays or frequency offsets between the reciprocal channels. Consequently, although designated to meet the interference constraints, an SU may still break this limitation because of imperfect SU-to-PU CSI. This violation of the interference constraints cannot be tolerated in a CR system and therefore the imperfectness of SU-to-PU CSI has to be taken into account in the system design. There are two common ways to model imperfect CSI: Bayesian and worst-case approaches. The Bayesian philosophy assumes that the channel is a ran-
dom quantity and guarantees the constraint on the average. Although this model has been adopted to optimize the average performance of conventional communications [25], [26], it may not be suitable for a CR system, because an average interference constraint may not be acceptable to the PU as it may affect the normal communication of the PU. The worst-case approach, more suitable for characterizing instantaneous CSI with errors, assumes that the actual channel lies in the neighborhood—the so-called channel uncertainty region—of a known nominal channel (e.g., the estimated channel). The size of the worst-case robustness has recently been used to design robust beamforming for SUs in a multiple-input single-output (MISO) CR system [34], [35].

In this paper, we consider the design of robust CR systems with multiple PUs and multiple noncooperative SUs in either SISO frequency-selective channels or MIMO channels (see Fig. 1). Our goal is to devise the most appropriate form of concurrent communications of the SUs competing over the resources that the PUs make available, while taking into account imperfect SU-to-PU CSI. Given the competitive nature of the SU network, we formulate the resource allocation problem among SUs as a strategic noncooperative game, where each SU competes against the others to maximize his own information rate under the power constraints and the robust interference constraints. Following the worst-case robustness philosophy, the imperfectness of SU-to-PU CSI is explicitly taken into account by the robust interference constraints. The main contributions of the paper are the following.

First, we consider robust issues in game theoretical formulations, which have been seldom investigated in existing works. In particular, if the uncertainty on CSI is independently modeled for each subchannel as in [36], then the game formulation boils down into the problems considered in [14]–[20], [23], [24]. In this paper, we consider a more practical and general situation where the channel uncertainty is coupled across frequency dimensions in SISO frequency-selective channels or spatial dimensions in MIMO channels.

Second, the presence of the robust interference constraints leads to an intractable optimization problem for each player, as the constraint set is given in the form of the intersection of an infinite number of convex set. We show that this difficulty can be overcome by rewriting the constraint set into an equivalent and more convenient form.

Third, the robust game formulation, even with the equivalent constraint set, is still difficult to study, because there is no closed-form expression for the best-response of each player. This means that all previous results based the fixed-point theory in [16], [17], [19], [20], [23] are no longer applicable. Herein, we rely on the more advanced theory of finite-dimensional variational inequalities (VIs) [37], [38]. We study the existence and uniqueness properties of the NE of the robust games, and propose totally asynchronous and distributed algorithms along with their convergence properties to achieve the NE.

Finally, we propose efficient and low-complexity numerical methods, based on decomposition techniques [8], to compute the best-response—the robust transmit strategy—of each SU. Note that our framework contains all existing single-user robust CR designs (e.g., [34]) as special cases.

The paper is organized as follows. Section II introduces the system model, robust interference constraints, and robust game formulations. In Section III, the robust interference constraint sets are equivalently transformed into the more favorable forms. Then, we study the robust games via the VI theory, and devise distributed algorithms for the SU network in Section IV. In Section V, we show how to obtain the robust transmit strategy for each SU through convex optimization. Numerical results are provided in Section VI; and Section VII draws the conclusion.

**Notation:** Uppercase and lowercase boldface denote matrices and vectors, respectively. \( \mathbb{R}, \mathbb{C}, \) and \( \mathbb{S}_+ \) denote the sets of real numbers, complex numbers, and positive semidefinite matrices, respectively. \( X_{i,j} \) represents the \((i,j)\) element of matrix \( X \). By \( X \succeq 0 \) or \( X \succ 0 \), we mean that \( X \) is a positive semidefinite or definite matrix, respectively. \( I \) and \( 1 \) denote the identity matrix and the vector of ones, respectively. The operators \( \geq \) and \( \leq \) for vectors and matrices are defined componentwise. The operators \( (\cdot)^H, (\cdot)^{-1}, \text{vec}(\cdot), \) and \( \text{Tr}(\cdot) \) denote the Hermitian, inverse, stacking vectorization, and trace operations, respectively. The operator \( \text{diag}(\cdot) \) is the diagonal matrix with the same elements or diagonal elements of a vector or matrix, respectively. The spectral radius [39] of a matrix is denoted by \( \rho(\cdot) \), and the maximum and minimum eigenvalues of a Hermitian matrix are denoted by \( \lambda_{\max}(\cdot) \) and \( \lambda_{\min}(\cdot) \), respectively. \( \|\cdot\| \) denotes the Euclidean norm of a vector, and \( \|\cdot\|_F \) and \( \|\cdot\|_2 \) denote the Frobenius and spectral norms of a matrix, respectively. \( \otimes \) and \( \circ \) represent the Kronecker and Hadamard product operators, respectively, and \( (x)_+ \) denotes \( \max(0, x) \).

II. System Model and Problem Statement

We consider a hierarchical CR network composed of \( K \) PUs and \( Q \) SUs, coexisting in the same area and sharing the same spectrum (see Fig. 1). Because of the lack of coordination among all users, the set of SUs can be naturally modeled as a vector Gaussian interference channel. Our interest lies in: 1) devising the most appropriate form of concurrent communications of SUs competing over the physical resources that PUs make available, while preserving the Quality of Service (QoS) of PUs; and 2) improving the robustness of the CR system against the imperfectness of SU-to-PU CSI.

Due to the distributed and competitive nature of the CR system, we concentrate on decentralized strategies, where SUs are able to self-enforce the negotiated agreements on the usage of the available spectrum without the intervention of a centralized authority. More specifically, adopting an information theoretical perspective, we formulate the resource allocation problem among SUs as a strategic noncooperative
game, where each player (transmit–receive pair) competes against the others to maximize the information rate over his own channel, under constraints on the transmit power and the interference induced to PUs. Imperfect SU-to-PU CSI is explicitly taken into account by introducing proper interference constraints that are robust with respect to the worst channel errors. We consider transmissions over both SISO frequency-selective channels and MIMO channels.

### A. SISO Frequency-Selective Channels

Suppose that the bandwidth shared by the PUs and SUs can be divided into $N$ frequency bins. Let $h_{rq}(n)$ be the cross-channel transfer function over the $n$th frequency bin between the secondary transmitter $r$ and the secondary receiver $q$, for $n = 1, \ldots, N$, and $r, q = 1, \ldots, Q$, whereas the channel transfer function of link $q$ over frequency bin $n$ is denoted by $h_{qq}(n)$. The cross-channel transfer function between the transmitter of SU $q$ and the receiver of PU $k$ over the $n$th frequency bin is denoted by $g_{qk}(n)$. The transmit strategy of each SU $q$ is given by his power allocation vector $p_q \triangleq (p_q(n))_{n=1}^N$ over the $N$ frequency bins, subject to the following power constraints:

$$\mathcal{P}^\text{pow}_q \triangleq \{p_q \in \mathbb{R}^N : 1^T p_q \leq P^\text{ave}_q, 0 \leq p_q \leq P^\text{peak}_q\}$$

(1)

where $P^\text{ave}_q$ is the transmit power in units of energy per transmission, and $P^\text{peak}_q \triangleq (p^\text{peak}_q(n))_{n=1}^N$ are the peak power (or spectral mask) limits. Assuming w.l.o.g that each SU as well as each PU uses a Gaussian codebook [40], the maximum achievable rate on SU link $q$ for a given power allocation profile $p \triangleq (p_q(n))_{n=1}^N$ is

$$r_q(p_q, p_{-q}) \triangleq \sum_{n=1}^N \log \left(1 + \frac{|h_{qq}(n)|^2 p_q(n)}{\sigma_q^2(n) + \sum_{r \neq q} |h_{rq}(n)|^2 p_r(n)}\right)$$

(2)

where $p_{-q} \triangleq (p_r)_{r \neq q}$ denote power allocation of all users except the $q$th one, and $\sigma_q^2(n)$ includes the noise power plus the interference from all PUs.

**Interference constraints.** Opportunistic communications in CR systems enable SUs to transmit with overlapping spectrum and/or coverage with PUs, provided that the degradation induced on PUs’ performance is null or tolerable [3], [4]. This can be handled by, e.g., introducing some interference constraints that impose upper bounds on the per-carrier and total aggregate interference caused by one SU to one PU. Under the assumption of perfect SU-to-PU CSI, the interference constraints on each SU $q$ can be written as

$$\mathcal{I}^\text{int}_q \triangleq \{p_q \in \mathbb{R}^N : \sum_{n=1}^N |g_{qk}(n)|^2 p_q(n) \leq I^\text{ave}_{qk}, |g_{qk}(n)|^2 p_q(n) \leq I^\text{peak}_{qk}(n), \forall n, k\}$$

(3)

where $I^\text{ave}_{qk}$ is the maximum average interference that can be generated by SU $q$ at primary receiver $k$, and $I^\text{peak}_{qk}(n)$ is the maximum peak interference that can be generated over the $n$th frequency bin.

In practice, however, SU-to-PU CSI is seldom perfect due to many issues. To take into account imperfect SU-to-PU CSI, we adopt the following common imperfect CSI model [27]–[35]: the actual channel is assumed to be within the neighborhood of a nominal channel, while the nominal channel could be the estimated or feedback channel. Specifically, for PU $k$, SU $q$ only knows a nominal channel $\hat{g}_{qk} \triangleq (\hat{g}_{qk}(n))_{n=1}^N$, which is a corrupted version of the actual channel $g_{qk} \triangleq (g_{qk}(n))_{n=1}^N$ by an error $e_{qk} \triangleq (e_{qk}(n))_{n=1}^N$, i.e.,

$$g_{qk} = \hat{g}_{qk} - e_{qk} \tag{4}$$

where $e_{qk}$ belongs to an uncertainty region $\mathcal{D}_{qk}$ defined by the weighted Euclidean norm as

$$\mathcal{D}_{qk} \triangleq \left\{e_{qk} \in \mathbb{C}^N : ||e_{qk}||_{w_{qk}} \leq \varepsilon_{qk}\right\}$$

$$= \left\{e_{qk} \in \mathbb{C}^N : \sum_{n=1}^N |e_{qk}(n)|^2 w_{qk}(n) \leq \varepsilon_{qk}^2\right\} \tag{5}$$

where $w_{qk} \triangleq (w_{qk}(n))_{n=1}^N$ are given positive weights. The radius $\varepsilon_{qk}$ represents the size of the uncertainty region, i.e., the larger the radius $\varepsilon_{qk}$ is, the more uncertainty there is. The properness of this model has been justified in [29], [30]. In particular, when $w_{qk} = 1$, the ellipsoid reduces to a sphere, which is the most common model in the literature [27]–[30]. Following the philosophy of worst-case robustness, an SU should keep his interference against a PU below the required thresholds for any possible channel (error) in the uncertainty region. More specifically, each SU $q$ should satisfy, instead of the constraints in (3), the robust interference constraints in (6) at the bottom of the next page.

**Game theoretical formulation.** The resource allocation problem among the SUs is formulated as a robust strategic noncooperative game $\mathcal{G}_\text{sino} = (\Omega, \{\mathcal{P}_q\}_{q \in \Omega}, \{r_q\}_{q \in \Omega})$, where $\Omega \triangleq \{1, \ldots, Q\}$ is the set of the $Q$ SUs, $r_q$ is the utility function defined in (2), and

$$\hat{\mathcal{P}}_q \triangleq \mathcal{P}^\text{pow}_q \cap \mathcal{I}^\text{int}_q$$

(7)

is the set of robust admissible strategies for SU $q$, where $\mathcal{P}^\text{pow}_q$ and $\mathcal{I}^\text{int}_q$ are defined in (1) and (6), respectively. Each SU $q$’s
problem is to determine, for a fixed but arbitrary power profile \( p_{-q} \) of the other SUs, an optimal strategy \( p_q^* \) that solves the following optimization problem in the variable \( p_q \)

\[
\max_{p_q \in \mathcal{P}_q} r_q(p_q, p_{-q}).
\]

A strategy profile \( \mathbf{p}^* = (p_q^*)_{q=1}^Q \) is a NE of \( \hat{\mathcal{G}}_{\text{siso}} \) if \( r_q(p_q^*, p_{-q}^*) \geq r_q(p_q, p_{-q}^*), \forall p_q \in \mathcal{P}_q, \forall q \in \Omega \). In the forthcoming sections, we provide a full characterization of the robust game \( \hat{\mathcal{G}}_{\text{siso}} \). For comparison, we also consider the non-robust game \( \mathcal{G}_{\text{siso}} = (\Omega, \{\mathcal{P}_q \}_{q \in \Omega}, \{r_q \}_{q \in \Omega}) \), with the non-robust strategy set \( \mathcal{P}_q \neq \mathcal{P}_q^{\text{pow}} \cap \mathcal{P}_q^{\text{int}} \), where each SU \( q \) regards the nominal channels \( \mathcal{G}_{qk} \), \( \forall k \), as the actual channels.

### B. MIMO Channels

In this section, we focus on transmissions over MIMO channels; each SU link is equipped with \( N_q \) and \( M_q \) transmit and receive antennas, respectively; the receiver of each PU \( k \) is equipped with \( M_k \) antennas. Let \( \mathbf{H}_{qk} \in \mathbb{C}^{M_q \times N_k} \) be the cross-channel transfer function between the secondary transmitter \( r \) and the secondary receiver \( q \); whereas the channel transfer function of link \( q \) is denoted by \( \mathbf{H}_{qq} \). The cross-channel transfer function between the transmitter of SU \( q \) and the receiver of PU \( k \) is denoted by \( \mathbf{G}_{qk} \in \mathbb{C}^{M_k \times N_q} \).

The transmit strategy of SU \( q \) is determined by his transmit covariance matrix \( \mathbf{Q}_q \), which should satisfy the following power constraints:

\[
\mathcal{Q}_q^{\text{pow}} \equiv \left\{ \mathbf{Q}_q \in \mathbb{S}_+^{N_q} : \text{Tr}(\mathbf{Q}_q) \leq P_q^{\text{ave}}, \lambda_{\text{max}}(\mathbf{Q}_q) \leq P_q^{\text{peak}} \right\}
\]  

where \( P_q^{\text{ave}} \) is the transmit power in units of energy per transmission, and \( P_q^{\text{peak}} \) is the spacial peak average power constraint. With each SU and each PU using Gaussian codebooks [40], the maximum achievable rate on SU link \( q \) for a given profile \( \mathbf{Q} \equiv (\mathbf{Q}_q)_{q=1}^Q \) is

\[
R_q(\mathbf{Q}_q, \mathbf{Q}_{-q}) \equiv \log \det(\mathbf{I} + \mathbf{H}_{qq}^H \mathbf{R}^{-1}_{qq} \mathbf{Q}_q \mathbf{H}_{qq} \mathbf{Q}_q),
\]

where \( \mathbf{Q}_{-q} \equiv (\mathbf{Q}_q)_{r \neq q}, \mathbf{R}_{-q}(\mathbf{Q}_{-q}) \equiv \mathbf{R}_{qq} + \sum_{r \neq q} \mathbf{H}_{rq} \mathbf{Q}_r \mathbf{H}_{qr}^H \), and \( \mathbf{R}_{qq} \geq 0 \) is the covariance matrix of the noise plus the interference from the PUs.

**Interference constraints.** Under the assumption of perfect CSI of PUs, the interference constraints imposed to each SU \( q \) in the MIMO case are given by

\[
\mathcal{Q}_q^{\text{int}} \equiv \left\{ \mathbf{Q}_q \in \mathbb{S}_+^{N_q} : \text{Tr}(\mathbf{G}_{qk} \mathbf{Q}_q \mathbf{G}_{qk}^H) \leq I_{qk}^{\text{ave}}, \lambda_{\text{max}}((\mathbf{G}_{qk} + \mathbf{E}_{qk}) \mathbf{Q}_q (\mathbf{G}_{qk} + \mathbf{E}_{qk})^H) \leq I_{qk}^{\text{peak}}, \forall k \right\}
\]

where \( I_{qk}^{\text{ave}} \) and \( I_{qk}^{\text{peak}} \) are the maximum average and peak interference that can be generated by SU \( q \) at the receiver of PU \( k \), respectively.

To characterize the imperfection of SU-to-PU CSI, we use a similar model as in the SISO case. More specifically, each secondary transmitter \( q \) is assumed to know a corrupted version \( \hat{\mathbf{G}}_{qk} \) of the actual channel \( \mathbf{G}_{qk} \), given by

\[
\hat{\mathbf{G}}_{qk} = \mathbf{G}_{qk} - \mathbf{E}_{qk}
\]

where \( \mathbf{E}_{qk} \) is an error matrix belonging to an elliptical uncertainty region \( \mathcal{E}_{qk} \), defined by the weighted Frobenius norm as

\[
\mathcal{E}_{qk} \equiv \{ \mathbf{E}_{qk} \in \mathbb{C}^{M_k \times N_q} : \| \mathbf{E}_{qk} \|_{\mathbf{T}_k, \mathbf{F}} \leq \varepsilon_{qk} \} = \{ \mathbf{E}_{qk} \in \mathbb{C}^{M_k \times N_q} : \text{Tr}(\mathbf{E}_{qk} \mathbf{T}_{qk} \mathbf{E}_{qk}^H) \leq \varepsilon_{qk}^2 \}
\]

with the weight matrix \( \mathbf{T}_{qk} \succ 0 \). Similarly, the ellipsoid reduces to a sphere when \( \mathbf{T}_{qk} = \mathbf{I} \), as the most frequently used model [27]–[30]. As the interference limits must be strictly met for any channel (error) in the uncertainty region, SU \( q \) should satisfy, instead of the constraints in (11), the robust interference constraints in (14) at the bottom of the page.

**Game theoretical formulation.** We formulate optimization of the transmit strategies of the SUs as a robust strategic noncooperative game \( \mathcal{G}_{\text{mimo}} = (\Omega, \{\mathcal{Q}_q\}_{q \in \Omega}, \{R_q\}_{q \in \Omega}) \), where \( R_q \) is the utility function defined in (10), and

\[
\hat{\mathcal{Q}}_q \equiv \mathcal{Q}_q^{\text{pow}} \cap \mathcal{Q}_q^{\text{int}}
\]

is the set of robust admissible strategies for SU \( q \), where \( \mathcal{Q}_q^{\text{pow}} \) and \( \mathcal{Q}_q^{\text{int}} \) are defined in (9) and (14), respectively. Each SU \( q \) tries to find his optimal transmit strategy \( \mathbf{Q}_q^* \), given the transmit strategies \( \mathbf{Q}_{-q} \) of the others, by solving the following optimization problem:

\[
\max_{\mathbf{Q}_q \in \hat{\mathcal{Q}}_q} R_q(\mathbf{Q}_q, \mathbf{Q}_{-q}).
\]

We will study the robust game \( \hat{\mathcal{G}}_{\text{mimo}} \) in the following sections. For comparison, we also consider the non-robust game \( \mathcal{G}_{\text{mimo}} = (\Omega, \{\mathcal{Q}_q\}_{q \in \Omega}, \{R_q\}_{q \in \Omega}) \) with the non-robust strategy set \( \mathcal{Q}_q \equiv \mathcal{Q}_q^{\text{pow}} \cap \mathcal{Q}_q^{\text{int}} \), where each SU \( q \) regards the nominal channels \( \mathcal{G}_{qk}, \forall k \), as the actual channels.

### III. CHARACTERIZATION OF THE ROBUST INTERFERENCE CONSTRAINT SETS

The presence of the robust interference constraints makes the analysis of the games \( \hat{\mathcal{G}}_{\text{siso}} \) and \( \hat{\mathcal{G}}_{\text{mimo}} \) quite involved. The reason is that the robust interference constraint sets \( \mathcal{Q}_q^{\text{int}} \)
and $\hat{Q}_{\text{int}}$ are given in the form of the intersection of an infinite number of convex sets. In this section, we overcome this difficulty by rewriting the sets $\hat{P}_{\text{int}}$ and $\hat{Q}_{\text{int}}$ into more convenient and equivalent forms, which paves the way to studying the robust games $\hat{G}_{\text{siso}}$ and $\hat{G}_{\text{minm}}$, and designing distributed algorithms along with their convergence properties.

A. SISO Frequency-Selective Channels

The set $\hat{P}_{\text{int}}$ in (6) can be rewritten in a more convenient form as given next.

**Proposition 1:** Given $\varepsilon \triangleq \{\varepsilon_q \}_{q=1}^Q > 0$, the set $\hat{P}_{\text{int}}$ is equivalent to $\hat{Q}_{\text{int}}$ at the bottom of the page.

**Proof:** We first introduce the following lemma.

**Lemma 1 (S-procedure [42]):** Let $f_k(x), k = 1, 2$, be defined as

$$f_k(x) = x^H A_k x + 2 \text{Re} \{b_k^H x\} + c_k$$

where $A_k = A_k^H \in \mathbb{C}^{n \times n}$, $b_k \in \mathbb{C}^n$, and $c_k \in \mathbb{R}$. Then, the implication $f_1(x) \geq 0 \Rightarrow f_2(x) \geq 0$ holds if and only if there exists $\mu \geq 0$ such that

$$\begin{bmatrix} A_2 & b_2 \\ b_2^H & c_2 \end{bmatrix} - \mu \begin{bmatrix} A_1 & b_1 \\ b_1^H & c_1 \end{bmatrix} \succeq 0,$$

provided that there exists a point $\hat{x}$ with $f_1(\hat{x}) > 0$.

Consider first the robust sum interference constraint in $\hat{P}_{\text{int}}$

$$\sum_{n=1}^N \left| \hat{g}_{qk}(n) + \varepsilon_q(n) \right|^2 p_q(n) \leq I_{qk}^{\text{ave}}, \forall e_{qk} \in D_{qk} \tag{18}$$

which, by introducing $p_q = \text{diag}(p_q(n))_{n=1}^N$ and $\mathcal{W}_{qk} = \text{diag}(w_{qk}(n))_{n=1}^N$, can be expressed as

$$-e_{qk}^H p_q e_{qk} - 2 \text{Re} \{ \hat{g}_{qk}^H p_q e_{qk} \} - \hat{g}_{qk}^H p_q \hat{g}_{qk} + I_{qk}^{\text{ave}} \geq 0,$$

$$\forall e_{qk} : -e_{qk}^H \mathcal{W}_{qk} e_{qk} + \varepsilon_q^2 \geq 0. \tag{19}$$

According to Lemma 1, (19) holds if and only if there exists $\mu_{qk} \geq 0$ such that

$$\begin{bmatrix} \mu_{qk} \mathcal{W}_{qk} - p_q \\ -\hat{g}_{qk}^H p_q \end{bmatrix} \succeq 0,$$

$$\begin{bmatrix} \mu_{qk} \mathcal{W}_{qk} - p_q \\ -\hat{g}_{qk}^H p_q \end{bmatrix} \succeq 0.$$

Note that the condition $f_1(\hat{x}) > 0$ is satisfied since $\varepsilon_q^2 > 0$.

Next, consider the robust peak interference constraint

$$\left| \hat{g}_{qk}(n) + \varepsilon_q(n) \right|^2 p_q(n) \leq I_{qk}^{\text{peak}}, \forall n, \forall e_{qk} \in D_{qk} \tag{20}$$

which can be rewritten as

$$\max_{\|e_{qk}\| \leq \varepsilon_q(n)} \max_{\|e_{qk}\| \leq \varepsilon_q(n)} \left\{ |\hat{g}_{qk}(n) + \varepsilon_q(n)|^2 \tilde{p}_{qk}(n) \right\} \leq 1 \tag{21}$$

where $\tilde{e}_{qk} \triangleq \mathcal{W}^{1/2}_{qk} \tilde{e}_{qk}$, $\tilde{g}_{qk}(n) \triangleq \sqrt{w_{qk}(n)} \hat{g}_{qk}(n)$, and $\tilde{p}_{qk}(n) \triangleq p_q(n)/(w_{qk}(n) I_{qk}^{\text{peak}}(n))$. It follows that

$$\max_{\|e_{qk}\| \leq \varepsilon_q(n)} \max_{\|e_{qk}\| \leq \varepsilon_q(n)} \left\{ \left( |\hat{g}_{qk}(n) + \varepsilon_q(n)| \tilde{p}_{qk}(n) \right)^2 \right\} = \max_{\|e_{qk}\| \leq \varepsilon_q(n)} \max_{\|e_{qk}\| \leq \varepsilon_q(n)} \left\{ |\tilde{g}_{qk}(n) + \varepsilon_q(n)|^2 \tilde{p}_{qk}(n) \right\} \tag{22}$$

Hence, (22) amounts to

$$\left( |\tilde{g}_{qk}(n)| + \varepsilon_q(\sqrt{w_{qk}(n)}) \right)^2 \tilde{p}_{qk}(n) \leq I_{qk}^{\text{peak}}, \forall n. \tag{24}$$

or equivalently

$$\left( |\tilde{g}_{qk}(n)| + \varepsilon_q(\sqrt{w_{qk}(n)}) \right)^2 \tilde{p}_{qk}(n) \leq I_{qk}^{\text{peak}}, \forall n. \tag{25}$$

This completes the proof.

The interference constraints in the equivalent set (17) are linear matrix inequalities (LMIs), which are a generalization of linear inequalities in $\mathbb{S}_+$. Therefore, (17) is in fact an intersection of the sublevels2 of linear functions, and thus much more convenient than the original form (6). Furthermore, many numerical methods, for example the interior-point method [43], require the constraint set of a convex optimization problem to be an intersection of sublevels of some convex functions. Therefore, Proposition 1 not only provides a simpler strategy set to study the game, but also is an indispensable step to efficiently compute the solution to each single-user optimization problem in (8) (the best-response of each player).

$\text{2An \alpha-sublevel of a function } f : \mathbb{R}^n \rightarrow \mathbb{R} \text{ is defined as } \{x \in \text{dom}f : f(x) \leq \alpha\}.$
B. MIMO Channels

In the case of MIMO channels, the set $\hat{Q}_{Q}$ in (14) can be equivalently rewritten as follows.

Proposition 2: Given $\epsilon \triangleq \{\{\epsilon_{qk}\}_{k=1}^{K}\}_{q=1}^{Q}$, the set $\hat{Q}_{Q}$ is equivalent to (26) at the bottom of the previous page.

Proof: The proof is based on Lemma 1 and the following intermediate result.

Lemma 2 ([44, Proposition 3.4]): Provided $D \succeq 0$, the condition

$$C + BX^H + XB^H + XAX^H \succeq 0, \forall X : \text{Tr}(XDX^H) \leq 1$$

holds if and only if there exists $\omega \succeq 0$ such that

$$\begin{bmatrix} C & B \\ B^H & A \end{bmatrix} - \omega \begin{bmatrix} I & 0 \\ 0 & -D \end{bmatrix} \succeq 0.$$

First, consider in $\hat{Q}_{Q}$ the constraint

$$\text{Tr}(\hat{G}_{qk}(Q_{q} + E_{qk})^H) \leq I_{qk}, \forall E_{qk} \in \mathcal{E}_{qk}$$

which is equal to

$$e_{qk}^H(Q_{q}^2 \otimes I)e_{qk} - 2\text{Re}\{\text{vec}^H(\hat{G}_{qk}Q_{q})e_{qk}\} - \text{Tr}(\hat{G}_{qk}Q_{q}\hat{G}_{qk}^H) \geq 0, \forall e_{qk} : -e_{qk}^H(T_{qk}^T \otimes I)e_{qk} + \epsilon_{qk}^2 \geq 0.$$  (28)

where $e_{qk} \triangleq \text{vec}(E_{qk})$. Invoking Lemma 1 and following similar steps as in the proof of Proposition 1, one can see that (28) holds if and only if there exists $\mu_{qk} \succeq 0$ such that

$$\begin{bmatrix} (\mu_{qk}T_{qk} - Q_{q})^T \otimes I & -\text{vec}(\hat{G}_{qk}Q_{q}) \\ -\text{vec}(\hat{G}_{qk}Q_{q}) & I_{qk} - \mu_{qk}\epsilon_{qk}^2 \end{bmatrix} \succeq 0.$$  (29)

The condition $f_1(\hat{x}) > 0$, in Lemma 1, is readily satisfied since $\epsilon_{qk}^2 > 0$.

Let us consider now the constraint

$$\lambda_{\text{max}}(\hat{G}_{qk} + E_{qk})Q_{q}(\hat{G}_{qk} + E_{qk})^H) \leq I_{qk}, \forall E_{qk} \in \mathcal{E}_{qk}$$

which is equivalent to

$$I_{qk} \succeq \hat{G}_{qk}Q_{q}\hat{G}_{qk}^H - \hat{G}_{qk}Q_{q}E_{qk}^H - E_{qk}Q_{q}\hat{G}_{qk}^H - \hat{G}_{qk}Q_{q}E_{qk}^H \succeq 0, \forall E_{qk} : \frac{1}{\epsilon_{qk}^2}\text{Tr}(E_{qk}T_{qk}E_{qk}^H) \leq 1.$$  (30)

It follows from Lemma 2 that (31) holds if and only if there exists $\omega_{qk} \succeq 0$ such that

$$\begin{bmatrix} I_{qk} - \omega_{qk}I & -\hat{G}_{qk}Q_{q}\hat{G}_{qk}^H \\ -Q_{q}\hat{G}_{qk}^H & \epsilon_{qk}^2T_{qk} - Q_{q} \end{bmatrix} \succeq 0.$$  (32)

Then, by defining $\eta_{qk} \triangleq \omega_{qk}/\epsilon_{qk}^2$, one can easily rewrite (32) as in (26), which completes the proof.

Similarly, the equivalent set (26) consists of a group of LMIs, which makes the study of the robust game $\hat{G}_{mim}$ more affordable, as well as the computation of the optimal solution to the single-user optimization problem (16).

IV. NASH EQUILIBRIA OF THE ROBUST GAMES

Given a strategic noncooperative game, the existence of a NE in pure strategies is not guaranteed; neither is the uniqueness nor the convergence (e.g., of best-response based algorithms) to an equilibrium when one exists (or even is unique). In this section we provide a positive answer to these key issues for the robust game $\hat{G}_{siso}$ and $\hat{G}_{mimo}$ introduced in Sections II-A and II-B, respectively.

The main difficulty in the analysis of the proposed games is that one cannot compute the best-response mapping of each user in closed form in either the SISO case or the MIMO case. Hence, none of the results in [16], [17], [19], [20], [23] based on the machinery of the fixed-point theory can be successfully applied to studying our games. We overcome this issue by exploring the more advanced theory of finite dimensional variational inequalities (VIs). A brief introduction to the VI theory is given in Appendix A, while more details on VI and its application to games can be found in [24], [37], and [38], respectively. The basic rule of using the VI theory is to find a correspondence between the formulated game and a VI problem, and then exploit the well established results on VIs.

A. SISO Frequency-Selective Channels

Before studying the game, we introduce the following notations and definitions. Define $B \in \mathbb{R}^{Q \times Q}$ as

$$B|_{qr} \triangleq \begin{cases} 0, & \text{if } q = r \\ \text{max}_n \left\{ \frac{|h_{rq}(n)|^2}{|h_{rr}(n)|^2}, \text{innr}_{rq}(n) \right\}, & \text{if } q \neq r \end{cases}$$

where the interference-plus-noise to noise ratio innr$_{rq}(n)$ is defined as

$$\text{innr}_{rq}(n) \triangleq \frac{\sigma_q^2(n) + \sum_{q'=1}^{Q} |h_{rq}(n)|^2 \hat{P}_{q}^\text{max}(n)}{\sigma_q^2(n)}$$

with

$$\hat{P}_{q}^\text{max}(n) \triangleq \min_k \left\{ \hat{I}_{q}(n), \min \left\{ \frac{w_{qk}(n)}{\epsilon_{qk}^2}, \frac{1}{|g_{qk}(n)|^2} \right\} \right\}$$

It follows from the above that (33) holds if and only if there exists $\epsilon_{qk} > 0$ such that

$$\begin{bmatrix} I_{qk} - \omega_{qk}I & -\hat{G}_{qk}Q_{q}\hat{G}_{qk}^H \\ -Q_{q}\hat{G}_{qk}^H & \epsilon_{qk}^2T_{qk} - Q_{q} \end{bmatrix} \succeq 0.$$  (32)

Then, by defining $\eta_{qk} \triangleq \omega_{qk}/\epsilon_{qk}^2$, one can easily rewrite (32) as in (26), which completes the proof.

Similarly, the equivalent set (26) consists of a group of LMIs, which makes the study of the robust game $\hat{G}_{mimo}$ more affordable, as well as the computation of the optimal solution to the single-user optimization problem (16).
Remark 1: On the uniqueness condition. The uniqueness condition $\rho(B) < 1$ has an intuitive physical interpretation: The NE is unique if there is not too much interference in the system [15]--[18], [24]. A sufficient condition for $\rho(B) < 1$ is given by one of the two following conditions:

i) low received interference

$$\sum_{r \neq q} \max_{n} \left\{ \frac{|b_{rq}(n)|^2}{|b_{rr}(n)|^2} \cdot \text{inrr}_{rq}(n) \right\} < 1, \quad \forall q \in \Omega \quad (38)$$

ii) low generated interference

$$\sum_{q \neq r} \max_{n} \left\{ \frac{|b_{rq}(n)|^2}{|b_{rr}(n)|^2} \cdot \text{inrr}_{rq}(n) \right\} < 1, \quad \forall r \in \Omega \quad (39)$$

where the first condition imposes a limit on the interference that each receiver can tolerate, whereas the second one introduces an upper bound on the interference that each transmitter can generate.

Distributed Algorithms: Asynchronous SISO RICA. We focus on distributed algorithms, named robust iterative CR algorithms (RICAs), to reach the NE of $\hat{G}_{\text{siso}}$. We propose totally asynchronous algorithms, in the sense that in the updating procedure some users may change their strategies more frequently than the others, and they may even use outdated information on the interference caused by the others. To formally describe the asynchronous algorithms, we first introduce some definitions as given in [17]. Assume w.l.o.g. that the set of times at which the SU updates their strategies is a discrete set $\mathcal{T} = \mathbb{N} = \{0, 1, 2, \ldots\}$. Let $p^{(m)}_{q}$ denote the power allocation of SU $q$ at the $m$th iteration, and $\mathcal{T}_q \subseteq \mathcal{T}$ denote the set of times $m$ at which $p^{(m)}_{q}$ is updated (thus, at time $m \notin \mathcal{T}_q$, $p^{(m)}_{q}$ is left unchanged). Let $\tau_{q}^{(m)}$ denote the most recent time at which the interference from SU $r$ is perceived by SU $q$ at the $m$th iteration (thus $0 \leq \tau_{q}^{(m)} \leq m$). At the $m$th iteration, SU $q$ chooses its best response using the interference level caused by $p^{(r_2^{(m)}}_{q} = \left( p_{1q}, \ldots, p_{q-1q}, p_{q+1q}, \ldots, p_{qQ} \right)$. Some standard conditions in asynchronous convergence theory that are fulfilled in any practical implementation need to be satisfied by the schedule $\{\tau_{q}^{(m)}\}$ and $\mathcal{T}_q$; we refer to [17] for the details. Through the whole paper we assume that these conditions are satisfied and call such an updating schedule as feasible. Using the above notations, the asynchronous SISO RICA is formally described in Algorithm 1. The convergence properties of Algorithm 1 are given in Theorem 1, whose proof follows similar steps of that for [24, Theorem 9] and thus is omitted because of the space limitation.

Algorithm 1: Asynchronous SISO RICA

1: Choose any feasible $p_q^{(0)}$, \forall q \in \Omega;
2: For $m = 0 : N_t$
3: For each $q \in \Omega$, compute:

$$p^{(m+1)}_{q} = \begin{cases} p^{*}_q = \text{arg} \max_{p_q \in \mathcal{P}_q} r_q \left( p_q, p^{(\tau_{q}^{(m)})}_{q} \right), & \text{if } m \in \mathcal{T}_q \\ p^{(m)}_q, & \text{otherwise} \end{cases}$$
4: End

Theorem 2: Suppose that $\rho(B) < 1$. Then, any sequence $\{p^{(m+1)}_q\}_{m=0}^{\infty}$ generated by the asynchronous SISO RICA described in Algorithm 1 converges to the unique NE of the game $\hat{G}_{\text{siso}}$ for any feasible updating schedule of the users.\qed

Note that Algorithm 1 contains as special cases plenty of algorithms obtained by choosing different schedules of users in the updating procedure. Two special cases are the sequential and simultaneous RICAs, as the counterparts of the well-known sequential and simultaneous iterative water-filling algorithm (IWFA) [13], [16]. However, RICAs differ from the classical IWFA in the following points: i) RICAs preserve the QoS of PUs, even with imperfect PU CSI; and ii) The single-user optimization problem (8) does not admit a closed-form solution like water-filling. In the section V-A, we will show how to efficiently solve (8).

From Theorems 1 and 2, we can observe an interesting phenomenon: The more uncertainty on PU CSI, the more likely the proposed algorithms converge to the unique NE of the game $\hat{G}_{\text{siso}}$. To see this, denote by $B(\varepsilon^{(1)})$ and $B(\varepsilon^{(2)})$ the matrices defined in (33) for $\varepsilon^{(1)} \leq \varepsilon^{(2)}, \text{ respectively. Then, we have } 0 \leq B(\varepsilon^{(2)}) \leq B(\varepsilon^{(1)}) \text{ componentwise, implying that } \rho(B(\varepsilon^{(2)})) \leq \rho(B(\varepsilon^{(1)})). \text{ The reason is that, when the uncertainty region of one PU’s channel enlarges, the worst-case robust transmit strategy of one SU will restrict more conservatively his interference to this PU, which meanwhile also causes less interference to the other SUs. Observe also that, as $\varepsilon_{qk} \to 0$, $\forall q, k$, the uniqueness and convergence conditions for the robust game $\hat{G}_{\text{siso}}$ coincide with those for the non-robust game $\hat{G}_{\text{siso}}$ as in [24].

B. MIMO Channels

Differently from the game $\hat{G}_{\text{siso}}$ over SISO frequency-selective channels, in the game $\hat{G}_{\text{mm}}$, the strategies of each player are complex matrices, making $\hat{G}_{\text{mm}}$ much more difficult to analyze. To simplify the study of the game, we first transform $\hat{G}_{\text{mm}}$ into an equivalent game with real strategy sets by the isomorphism mapping between complex and real matrices. More specifically, the real counterparts of the complex matrices $\hat{G}_{\text{mm}}$, of a complex matrix $X = X_R + iX_I$ and a complex vector $x = x_R + ix_I$ are given by

$$\hat{X} = \begin{bmatrix} X_R & -X_I \\ X_I & X_R \end{bmatrix} \quad \text{and} \quad \hat{x} = \begin{bmatrix} x_R \\ x_I \end{bmatrix} \quad (40)$$

respectively. A variety of properties of the isomorphism mapping can be found in [45].

Now, consider the game $\hat{G}_{\text{mm}} = (\Omega, \{\hat{Q}_q\}_{q \in \Omega}, \{\hat{R}_q\}_{q \in \Omega})$, where each player’s strategy is given by the real matrix

$$\hat{Q}_{q} \triangleq \begin{bmatrix} \hat{Q}_{q,11} & \hat{Q}_{q,12} \\ \hat{Q}_{q,21} & \hat{Q}_{q,22} \end{bmatrix} \in \mathbb{R}^{2N \times 2N}$$

with $\hat{Q}_{q,ij} \in \mathbb{R}^{N \times N}$, $i, j = 1, 2$. Denote by $\hat{H}_{rq}$, $\hat{G}_{qk}$, $\hat{T}_{qk}$, $\hat{R}_{nk}$ the real counterparts of the complex matrices $H_{rq}$, $G_{qk}$, $T_{qk}$, $R_{nk}$, respectively. For each player $q$, the utility function $\hat{R}_q$ is defined as

$$\hat{R}_q(\hat{Q}_q, \hat{Q}_{-q}) \triangleq \log \det(\hat{R}_{-q} - \hat{Q}_{-q}) + \hat{H}_{qq}\hat{Q}_q \hat{H}^T_{qq} \quad (41)$$
where $\mathbf{R}_q(\tilde{\mathbf{Q}}_q) \triangleq \mathbf{R}_{n_q} + \sum_{r \neq q} \mathbf{H}_{rr} \tilde{\mathbf{Q}}_r \mathbf{H}_{rq}^T$. The strategy set $\tilde{\mathbf{Q}}_q$ is given by (42) at the bottom of the page, where

$$
\mathbf{P} \triangleq \begin{bmatrix}
0 & 1 \\
1 & 0
\end{bmatrix}.
$$

In the game $\tilde{\mathcal{G}}_{\text{mimo}}$, the optimal strategy of each SU $q$, given the strategies of the others, is the solution to the following convex optimization problem:

$$
\text{maximize } \tilde{R}_q(\mathbf{Q}_q, \tilde{\mathbf{Q}}_q). \tag{43}
$$

The relationship between $\tilde{\mathcal{G}}_{\text{mimo}}$ and $\mathcal{G}_{\text{mimo}}$ is given next.

**Lemma 3:** The games $\tilde{\mathcal{G}}_{\text{mimo}}$ and $\mathcal{G}_{\text{mimo}}$ are equivalent, and the equivalence is in the following sense. Let $\tilde{\mathbf{Q}}^* \triangleq (\mathbf{Q}^*_q)_{q=1}^Q$ be a NE of $\tilde{\mathcal{G}}_{\text{mimo}}$. Then, $\mathbf{Q}^*$ is a NE of $\mathcal{G}_{\text{mimo}}$, if and only if $\tilde{\mathbf{Q}}^*$ is a NE of $\tilde{\mathcal{G}}_{\text{mimo}}$ under the one-to-one mapping $\text{Re}(\mathbf{Q}_q) = \tilde{\mathbf{Q}}_{q,11}$ and $\text{Im}(\mathbf{Q}_q) = \tilde{\mathbf{Q}}_{q,21}$ for $q = 1, \ldots, Q$.

**Proof:** The equivalence follows readily from the properties of the isomorphism mapping [45]. To be specific, let $\tilde{\mathbf{X}}$, $\tilde{\mathbf{A}}$ and $\tilde{\mathbf{B}}$ be the real counterparts of complex matrices $\mathbf{X}$, $\mathbf{A}$ and $\mathbf{B}$, respectively. Then, 1) $\mathbf{X} = \mathbf{A} + \mathbf{B} \iff \tilde{\mathbf{X}} = \tilde{\mathbf{A}} + \tilde{\mathbf{B}}$; 2) $\mathbf{X} = \mathbf{A} \mathbf{B}^H \iff \tilde{\mathbf{X}} = \tilde{\mathbf{A}} \tilde{\mathbf{B}}^H$; 3) $\mathbf{X} = \mathbf{A}^H \iff \tilde{\mathbf{X}} = \tilde{\mathbf{A}}^H$; 4) $\mathbf{X} = \mathbf{A} \tilde{\mathbf{I}} \iff \tilde{\mathbf{X}} = \tilde{\mathbf{A}} \tilde{\mathbf{I}}$; 5) $\mathbf{X} = \mathbf{A}^T \iff \tilde{\mathbf{X}} = \tilde{\mathbf{A}}^T$; 6) $\det(\mathbf{X}) = |\det(\mathbf{X})|^2$; 7) $\text{Tr}(\mathbf{X}) = 2\text{Tr}(\mathbf{X})$; 8) $\tilde{\mathbf{X}} \geq 0 \iff \text{det}(\mathbf{X}) \geq 0$.

and 11) $\lambda$ is an eigenvalue of $\tilde{\mathbf{X}}$ if and only if it is an eigenvalue of $\mathbf{X}$.

**Distributed algorithms: Asynchronous MIMO RICA.** We propose totally asynchronous and distributed algorithms to reach the NE of $\mathcal{G}_{\text{mimo}}$. Similar to the SISO case, let us introduce the set $\mathcal{T}_q$ and the time index $\tau_q^f(m)$, and define $\mathbf{Q}^*_{\tau_q^f(m)} \triangleq \left\{ \mathbf{Q}_1^{(\tau_q^f(m))}, \ldots, \mathbf{Q}_q^{(\tau_q^f(m))}, \mathbf{Q}_{q+1}^{(\tau_q^f(m))}, \ldots, \mathbf{Q}_Q^{(\tau_q^f(m))} \right\}$. Then, the asynchronous MIMO RICA is formally described in Algorithm 2, whose convergence properties are given in Theorem 4.

**Algorithm 2 : Asynchronous MIMO RICA**

1: Choose any feasible $\mathbf{Q}_q^{(0)}$, $\forall q \in \Omega$;
2: For $m = 0 : N_{it}$
3: For each $q \in \Omega$, compute:
   
   $\mathbf{Q}_q^{(m+1)} = \left\{ \begin{array}{ll}
   \mathbf{Q}_q^* & \text{arg max } \eta_q \left( \mathbf{Q}_q, \mathbf{Q}_{\tau_q^f(m)} \right), & m \in \mathcal{T}_q \\
   \mathbf{Q}_q^{(m)}, & \text{otherwise}
   \end{array} \right. $ \quad (44)

**Theorem 4:** Suppose that each channel matrix $\mathbf{H}_{qq}$ is full column-rank, and $\rho(\mathbf{D}_{\alpha}^{-1} \mathbf{B}_{\beta}) < 1$. Then, any sequence $\{\mathbf{Q}_q^{(m+1)}\}_{m=0}^{\infty}$ generated by the asynchronous MIMO RICA described in Algorithm 2 converges to the unique NE of $\mathcal{G}_{\text{mimo}}$ for any feasible updating schedule of the users.

**Proof:** See Appendix B.
among the SUs [19], [20], [23]. One can also conclude from Theorems 3 and 4 that the worst-case robust design turns channel uncertainty to a conducive factor for the SU network to converge to the unique NE of $G_{\text{mimo}}$. The results in Theorems 3 and 4 can be readily applied to the non-robust game $G_{\text{mimo}}$ by taking $\varepsilon_{qk} \to 0$, $\forall q, k$.

V. BEST RESPONSE OF SINGLE-USER OPTIMIZATION

In the distributed algorithms described so far, each SU needs to find his best response by solving the single-user optimization problem (8) in the game $G_{\text{sino}}$, or (16) in the game $G_{\text{mimo}}$. The problems (8) and (16), even though convex, are still difficult to handle, due to the intractable forms of $P_q^{\text{int}}$ and $Q_q^{\text{int}}$ defined in (6) and (14), respectively. Nevertheless, this difficulty can be overcome by using the equivalent forms of $P_q^{\text{int}}$ and $Q_q^{\text{int}}$ in (17) and (26), respectively. In this section, we provide efficient methods to solve (8) and (16).

A. SISO Frequency-Selective Channels

According to Proposition 1, the problem (8) is equivalent to (49) at the bottom of the page with the auxiliary variable $\mu_q$. This is a tractable convex problem, since its feasible set is given by an intersection of the sublevels of the linear functions. Consequently, many general numerical methods, e.g., the interior-point method [43], can be applied to finding the optimal solution to (49) in polynomial time. Interestingly, one can simplify the computation of the optimal solution of (49) by exploring the structure of the problem and rewriting it in a more convenient form, as detailed next.

Proposition 3: The problem (49) is equivalent to (50) at the bottom of the page.

Proof: We will use the following fact.

Lemma 4 (Schur’s complement [39]): Let

$$
M = \begin{bmatrix} A & B^H \\ B & C \end{bmatrix}
$$

be a Hermitian matrix. Then, $M \succeq 0$ if and only if $A - B^HC^{-1}B \succeq 0$ (assuming $C > 0$), or $C - BA^{-1}B^H \succeq 0$ (assuming $A > 0$).

Let $P_q \triangleq \text{diag}\{p_q\}$ and $W_qk \triangleq \text{diag}\{w_{qk}\}$. We first notice that the LMI in (49) implies $\mu_q W_{qk} - P_q \succeq 0$, i.e., $\mu_q w_{qk}(n) \geq p_q(n)$, $\forall n$. We consider two cases: i) $\mu_q w_{qk}(n) > p_q(n)$ for all $n$; ii) $\mu_q w_{qk}(m) = p_q(m)$ for some $m$. In case i), $\mu_q W_{qk} - P_q$ is invertible, so the LMI in (49), from Lemma 4, amounts to

$$
I_{\text{ave}} - \mu_q \varepsilon_{qk}^2 - \hat{g}_{qk}^H P_q \hat{g}_{qk} - \hat{g}_{qk}^H \hat{g}_{qk} (\mu_q W_{qk} - P_q)^{-1} P_q \hat{g}_{qk} \\
= I_{\text{ave}} - \mu_q \varepsilon_{qk}^2 - \sum_{n=1}^{N} |\hat{g}_{qk}(n)|^2 p_q(n) - \sum_{n=1}^{N} |\hat{g}_{qk}(n)|^2 \frac{p_q^2(n)}{\mu_q w_{qk}(n) - p_q(n)} \\
= I_{\text{ave}} - \mu_q \varepsilon_{qk}^2 - \sum_{n=1}^{N} \frac{\mu_q w_{qk}(n) |\hat{g}_{qk}(n)|^2 p_q(n)}{\mu_q w_{qk}(n) - p_q(n)} \\
\geq 0.
$$

(51)

In case ii), by selecting the $m$th and $(N + 1)$th rows and columns of the LMI in (49), we have

$$
\begin{bmatrix}
0 & -\hat{g}_{qk}(m) p_q(m) \\
-\hat{g}_{qk}^*(m) p_q(m) & I_{\text{ave}} - \mu_q \varepsilon_{qk}^2 - \hat{g}_{qk}^H P_q \hat{g}_{qk}
\end{bmatrix} \succeq 0
$$

(52)

implying $p_q(m) = \mu_q = 0$. However, if $\mu_q = 0$, then $p_q(n) = 0$ for $\forall n$, meaning that at the optimum of (49) it must be $\mu_q w_{qk}(n) > p_q(n)$ for all $n$. In other words, case b) cannot happen in practice. Therefore, the equivalence between (51) and the LMI in (49) can be extended from the case that $\mu_q w_{qk}(n) > p_q(n)$ for $\forall n$ to the case that $\mu_q w_{qk}(n) \geq p_q(n)$ for $\forall n$, without losing any optimality. This completes the proof.

The equivalent reformulation (50) has several desirable properties. First, it is still a convex problem. Indeed, the function

$$
\varphi_{wqk}(p_q(n), \mu_q) \triangleq \frac{\mu_q w_{qk}(n) |\hat{g}_{qk}(n)|^2 p_q(n)}{\mu_q w_{qk}(n) - p_q(n)}
$$

(53)
is jointly convex in \((p_q(n), \mu_{qk})\) as its Hessian matrix is positive semidefinite, implying that the constraint

\[
\sum_{n=1}^{N} \varphi_{nqk}(p_q(n), \mu_{qk}) + \mu_{qk} \varepsilon_{qk}^2 \leq I_{qk}^{\text{ave}}
\]  

(54)

is convex. Second, compared to (49), the problem (50) needs less computational complexity, since the dimension of the LMI constraints in (49) is much bigger than that of the equivalent constraints in (50). Third, (50) has a hidden decomposable structure in terms of the variables \(\{p(n)\}_{n=1}^{N}\). Therefore, it is possible, using a multilevel decomposition method [8], e.g., the dual-primal decomposition, to decompose (50) to several levels, each containing a simpler problem with the dimension much smaller than that of (50). The details on how to use the decomposition method to solve (50) are provided in Appendix C.

**B. MIMO Channels**

Invoking Proposition 2, the problem (16) can be equivalently rewritten as (55) at the bottom of the page with the auxiliary variables \(\mu_q\) and \(\eta_q\). Similarly, (55) is a convex problem with LMI constraints, and thus can be efficiently solved. Unlike (49) in the SISO case, in general (55) cannot be simplified, in order to reduce the computational complexity. Nevertheless, in the special case of MISO channels—the receivers of SUs and PUs are equipped with only one antenna—the original problem (16) can be equivalently transformed into a second-order cone program (SOCP), thus leading to lower complexity.

Denote the MISO channel from SU \(r^*\) transmitter to SU \(q^*\) receiver by \(h_{rq}^* \triangleq H_{rq}^* \in \mathbb{C}^{N_r \times 1}\), and the nominal MISO channel from SU \(q^*\) transmitter to PU \(k\) by \(\hat{G}_{qk} \triangleq \hat{G}_{qk}^* \in \mathbb{C}^{N_q \times 1}\). Let \(P_q \triangleq \min \{p_{q}^{\text{ave}}, p_{q}^{\text{peak}}\}\) and \(I_{qk} \triangleq \min \{I_{qk}^{\text{ave}}, I_{qk}^{\text{peak}}\}\). Then, we have the following result.

**Proof:** In the MISO case, the problem (16) with the robust interference constraints reduces to

\[
\begin{aligned}
\text{maximize} \quad & h_q^H \mathbf{Q} h_q \\
\text{subject to} \quad & \text{Tr}(\mathbf{Q}) \leq P_q, \quad \lambda_{\text{max}}(\mathbf{Q}) \leq \lambda^{\text{peak}}_q, \\
& (\hat{g}_{qk} + e_{qk})^H \mathbf{Q} (\hat{g}_{qk} + e_{qk}) \leq I_{qk}, \\
& \forall e_{qk} : \left| T_{qk}^\frac{1}{2} e_{qk} \right|^2 \leq \varepsilon_{qk}^2, \forall k.
\end{aligned}
\]  

(57)

By interpreting each robust interference constraint as an infinite number of constraints and analyzing the KKT conditions of (57), it can be proved that the solution to (57) is always rank-one (see, e.g., [6] for a similar approach). Then, without loss of optimality, we can express \(\mathbf{Q}_q\) as \(\mathbf{Q}_q = \mathbf{q}_q \mathbf{q}_q^H\) and rewrite (57) as

\[
\begin{aligned}
\text{maximize} \quad & |h_q^H \mathbf{q}_q| \\
\text{subject to} \quad & |(\hat{g}_{qk} + e_{qk})^H \mathbf{q}_q|^2 \leq I_{qk}, \\
& \forall e_{qk} : \left| T_{qk}^\frac{1}{2} \mathbf{q}_q \right|^2 \leq \varepsilon_{qk}, \forall k.
\end{aligned}
\]  

(58)

Now we show that (58) can be equivalently reformulated as an SOCP, following similar steps as in [27].

Defining \(\hat{e}_{qk} \triangleq T_{qk}^\frac{1}{2} \mathbf{q}_k\), then the \(k^\text{th}\) robust constraint in (58) is equal to

\[
\begin{aligned}
\max \quad & \|\hat{e}_{qk}\|_2 \leq \varepsilon_{qk} \\
\text{subject to} \quad & \|\hat{g}_{qk}^H \mathbf{q}_q + \hat{e}_{qk} T_{qk}^{-\frac{1}{2}} \|_{q_k} \leq \sqrt{I_{qk}}.
\end{aligned}
\]  

(59)

Using the triangle inequality and the Cauchy–Schwarz inequality with \(\|\hat{e}_{q,k}\| \leq \varepsilon_{q,k}\), it follows that

\[
\begin{aligned}
& \|\hat{g}_{qk}^H \mathbf{q}_q + \hat{e}_{qk} T_{qk}^{-\frac{1}{2}} \|_{q_k} \\
\leq & \|\hat{g}_{qk}^H \mathbf{q}_q\| + \|\hat{e}_{qk} T_{qk}^{-\frac{1}{2}} \|_{q_k} \\
\leq & \|\hat{g}_{qk}^H \mathbf{q}_q\| + \varepsilon_{qk} \left\| T_{qk}^{-\frac{1}{2}} \mathbf{q}_q \right\|.
\end{aligned}
\]  

(60)

where the equalities are achieved when

\[
\hat{e}_{qk} = \varepsilon_{qk} \mathbf{q}_k e^{j\phi_{qk}} \frac{T_{qk}^{-\frac{1}{2}} \mathbf{q}_q}{\left\| T_{qk}^{-\frac{1}{2}} \mathbf{q}_q \right\|}
\]  

(61)

with \(\phi_{qk} = \angle(\hat{g}_{qk}^H \mathbf{q}_q)\). This indicates

\[
\begin{aligned}
\max \quad & \|\hat{g}_{qk}^H \mathbf{q}_q + \hat{e}_{qk} T_{qk}^{-\frac{1}{2}} \|_{q_k} = \|\hat{g}_{qk}^H \mathbf{q}_q\| + \varepsilon_{qk} \left\| T_{qk}^{-\frac{1}{2}} \mathbf{q}_q \right\|
\end{aligned}
\]  

(62)

so (58) is equivalent to

\[
\begin{aligned}
\max \quad & |h_q^H \mathbf{q}_q| \\
\text{subject to} \quad & \|\hat{g}_{qk}^H \mathbf{q}_q + \varepsilon_{qk} T_{qk}^{-\frac{1}{2}} \|_{q_k} \leq \sqrt{I_{qk}}, \forall k.
\end{aligned}
\]  

(63)
Notice that the objective function and constraints in (63) are invariant to the phase rotation on \( q_k \). Therefore, one can choose w.l.o.g. \( q_k \) such that \( \text{Re}\{h_{qq}^Hq_k \} \geq 0 \) and \( \text{Im}\{h_{qq}^Hq_k \} = 0 \), meaning that (63) is equivalent to (56).

Proposition 4 indicates that, in the MISO case, the robust MIMO precoding reduces to the robust beamforming, which can be obtained by solving the SOCP (56). On the other hand, one may notice that the sufficient conditions guaranteeing the convergence of the distributed algorithms to the unique NE of \( \hat{G}_{\text{mimo}} \) are not satisfied in the MISO case, since \( H_{eq} \) is not full column-rank. However, in the MISO case, the best response of each SU—the optimal solution to the problem (57)—is a dominant strategy, \(^3\) implying that the game has a unique NE. Such a NE of \( \hat{G}_{\text{mimo}} \) can be immediately obtained after one round of the decoupled single-user optimization. Finally, we point out that [34] considered, as a special case of our framework, a MISO robust design with only one PU (\( K = 1 \)) and one SU (\( Q = 1 \)), but interestingly provided a semi-closed-form solution.

VI. Numerical Results

In this section, we demonstrate the effect of the robust CR design through numerical experiments. For the sake of simplicity, we consider a single PU (\( K = 1 \)) and adopt the following setting for each SU. We consider: 1) average power constraints only and no peak power constraint (\( p_{\text{peak}}^q, p_{\text{peak}}^n(n) = \infty, \forall q, n \)); 2) spherical channel uncertainty regions (\( w_{eq} = 1, T_{eq} = I, \forall q, k \)); 3) normalized and uncorrelated noise (\( \sigma_q^2(n) = 1, R_{nq} = I, \forall q, n \)); 4) the radii of the uncertainty regions \( D_{eq} \) and \( \varepsilon_{eq} \) to be a fraction of the nominal channels as \( \varepsilon_{eq}^2 = s||\hat{G}_{eq}||^2 \) and \( \varepsilon_{eq}^2 = s||\hat{G}_{eq}||^2 \) with a common \( s \in (0, 1), \forall q, k \). Following the worst-case robustness philosophy, we compare the robust designs (\( \hat{G}_{\text{siso}} \) and \( \hat{G}_{\text{mimo}} \)) and the non-robust designs (\( \hat{G}_{\text{siso}} \) and \( \hat{G}_{\text{mimo}} \)) through their worst-case performance, i.e., the worst-case interference generated at the primary receiver. To this end, we need to know the worst channel error for a specific transmit strategy, which is approximately obtained by choosing the worst one (resulting in the maximum interference) among 1000 randomly generated errors on the boundary\(^4\) of the spherical uncertainty region. In the following, we first show the performance of the robust transmit strategies, obtained in Section V, for a single SU, and then the robust CR systems based on \( \hat{G}_{\text{siso}} \) and \( \hat{G}_{\text{mimo}} \) for multiple SUs.

A. Single-User Scenario

In this scenario, we focus w.l.o.g. on the sum (aggregate) interference generated from the SU, and set \( I_{\text{peak}}^q, I_{\text{peak}}^n(n) = \infty, \forall n \), (the subscripts \( q \) and \( k \) are suppressed since \( Q = K = 1 \)). Denote by \( d = d_{ps}/d_{ss} \) the relative distance between the PU and the SU, where \( d_{ps} \) is the distance between the PU’s receiver and the SU’s transmitter, and \( d_{ss} \) is the distance between the SU’s receiver and transmitter. Then, the relative path loss is given by \( d^\alpha \) with \( \alpha = 3 \). Given the normalized noise, SNR is represented by \( I_{\text{ave}} \).

SISO frequency-selective channels. As mentioned in Section V-A and shown in Appendix C, the robust power allocation problem (50) can be solved through the decomposition method. In Fig. 2, we show the iteration of the projection subgradient method for a randomly chosen channel realization, where the convergence to the optimal solution is observed. In Fig. 3, we depict the average rates and worst-case sum interference of the robust, non-robust, and perfect-CSI power allocation. By perfect CSI we mean that the transmitter knows the worst channel error for the non-robust strategy so that the interference constraint can be met exactly. The average is taken over \( \hat{G} \) and \( H \) whose elements are randomly generated according to zero-mean, unit-variance, i.i.d. Gaussian distributions. One can see that the non-robust power allocation achieves the highest rate at the cost of violating the interference limit, which becomes severe at high SNR or when channel uncertainty increases. The perfect-CSI power allocation satisfies exactly the interference constraint with a lower rate, but perfect SU-to-PU CSI is seldom available in practice. The robust power allocation can provide an acceptable rate for the SU, and meanwhile never violates the interference constraint even with imperfect SU-to-PU CSI.

MIMO channels. In Fig 4, we show, respectively, the average rates and worst-case sum interference of different precoding techniques in a MIMO CR system. The average is taken over \( \hat{G} \) and \( H \), whose elements are randomly generated according to zero-mean, unit-variance, i.i.d. Gaussian distributions. From Fig. 4, one can also observe that, while the non-robust MIMO precoding may generate interference dramatically higher than the given threshold even for a small amount of uncertainty, the PU’s communications can be efficaciously protected by the SU using the robust MIMO precoding that always complies with the interference restriction.

---

\(^3\)Roughly speaking, a feasible strategy profile is a dominant strategy for a player if, regardless of the strategies of the other players, the strategy globally maximizes the payoff function of the player.

\(^4\)Since the interference constraints are convex in errors, the maximum must be achieved on the boundary of the convex uncertainty region.
B. Multi-User Scenario

We consider a symmetric topology of a CR system as depicted in Fig. 5, which includes one PU as the base station at the center of a hexagonal cell, and 3 SUs at the vertices of the hexagon with the same distance to their receivers. The relative path loss between the SUs and the PU is given by $d^\alpha$, where $d = d_{ps}/d_{ss}$ is the relative distance and $\alpha = 3$. For simplicity, we impose to all SUs a common power budget ($P_{\text{ave}} = P_{\text{ave}}, \forall q$) and a common peak interference limit ($I_{\text{peak}}^q, I_{\text{peak}}^q(n) = I_{\text{peak}}^q$ and $I_{\text{ave}}^q, I_{\text{ave}}^q(n) = \infty, \forall n, q, k$). As a result, SNR of each SU is represented by $P_{\text{ave}}$.

**SISO frequency-selective channels.** To illustrate how the channel uncertainty affects the game, we show in Fig. 6 the probability of the condition $\rho(B) < 1$ versus the relative distance $d$ with randomly generated $h_{qr}$ and $\hat{g}_{qk}$, whose elements follow zero-mean, unit-variance, i.i.d. Gaussian distributions. Fig. 6 verifies our conclusion that the more uncertainty on SU-to-PU CSI (i.e., bigger $s$), the more likely the distributed algorithms converge to the unique NE of the game. Then, in Fig. 7, we demonstrate the iterative procedure of the sequential SISO RICA for $\mathcal{G}_{\text{siso}}$ and $\mathcal{G}_{\text{siso}}$ over a randomly chosen channel profile (satisfying the condition $\rho(B) < 1$) with the initial

---

**Fig. 3.** Comparison of the robust and non-robust power allocation for a single SU in SISO frequency-selective channels; $N = 16$, $I_{\text{ave}} = -10\text{dB}$, $d = 3$. (a) Average information rate. (b) Average worst-case sum interference.

**Fig. 4.** Comparison of the robust and non-robust precoding for a single SU in MIMO channels; $M = N = 4$, $I_{\text{ave}} = -10\text{dB}$, $d = 3$. (a) Average information rate. (b) Average worst-case sum interference.

**Fig. 5.** Topology of a CR system with 3 SUs and 1 PU.
The existence of a NE of \( G_{\text{mimo}} \) and \( G_{\text{mimo}} \) as a VI problem. We focus only on the game \( G_{\text{mimo}} \) without loss of generality. By convexity and the first-order (necessary and sufficient) optimality conditions [42] of each optimization problem (43), we infer that a strategy profile \( \tilde{Q}^* \) is a NE of \( G_{\text{mimo}} \) if and only if
\[
(Q_q - \tilde{Q}_q)^T \cdot \nabla_{Q_q} \tilde{R}_q(\tilde{Q}^*) \leq 0, \quad \forall Q_q \in \tilde{Q}_q, \quad \forall q
\]
where \( A \cdot B \triangleq \text{Tr}(A^T B) = \text{vec}(A)^T \text{vec}(B) \). Define \( \hat{Q} \triangleq \hat{Q}_1 \times \cdots \times \hat{Q}_Q \) and \( \text{vec}(\hat{Q}) \triangleq (\text{vec}(Q_1))^Q_{q=1} \). Then,
\[
F_{q}(\hat{Q}) \triangleq - \nabla_{\hat{Q}_q} \tilde{R}_q(\tilde{Q}_q, \hat{Q}_{-q}) = -\hat{H}_{qq} \tilde{Z}_q^{-1}(\hat{Q}) \hat{H}_{qq}
\]
with \( \tilde{Z}_q(\hat{Q}) \triangleq \tilde{R}_n + \sum_{r=1}^Q \tilde{H}_{rr} \tilde{Q}_r \tilde{H}_{rr}^T \). Then, \( \tilde{Q}^* \) is a NE of \( G_{\text{mimo}} \) if and only if \( \tilde{Q}^* \) is a solution to VI(\( \hat{Q}, F \)). Therefore, we can resort to the VI theory to study \( G_{\text{mimo}} \), or equivalently \( \tilde{G}_{\text{mimo}} \).

Proof of Theorem 3. The existence of a NE of \( \tilde{G}_{\text{mimo}} \) (or \( G_{\text{mimo}} \)) comes readily from the existence of a solution to VI(\( \hat{Q}, F \)), since the function \( F \) is continuous and the set \( \hat{Q} \) is compact and convex. Regarding the uniqueness, we show next that, under the conditions in Theorem 3 (b), \( F \) is a uniformly P-function on \( \hat{Q} \), implying the uniqueness of the solution of VI(\( \hat{Q}, F \)). To this end, we need the following definitions.

The Jacobian matrix of \( F_{q} \) evaluated at \( \hat{Q} \) is denoted by \( JF_{q} (\hat{Q}) \) and is given by [20]
\[
JF_{q} (\hat{Q}) \triangleq \frac{\partial \text{vec} F_{q} (\hat{Q})}{\partial \text{vec}(\hat{Q})^T} = \left( \frac{\partial \text{vec} F_{q} (\hat{Q})}{\partial \text{vec}(\hat{Q}_r)^T} \right)_{r=1}^Q
= \left( \Gamma_{rq}(\hat{Q}) \otimes \Gamma_{rq}(\hat{Q}) \right)_{r=1}^Q
\triangleq \left( J_{F_{q}} (\hat{Q}) \right)_{r=1}^Q .
\]
where $\Gamma_q(\hat{\mathbf{Q}}) \triangleq \hat{\mathbf{H}}_q^T \hat{\mathbf{Z}}_q^{-1}(\hat{\mathbf{Q}}) \hat{\mathbf{H}}_q$ and $\hat{\mathbf{Z}}_q(\hat{\mathbf{Q}}) \triangleq \hat{\mathbf{R}}_{n_q} + \sum_{r=1}^Q \hat{\mathbf{H}}_r \hat{\mathbf{Z}}_r \hat{\mathbf{H}}_r^T$. We also introduce

$$\alpha_q(\hat{\mathbf{Q}}) \triangleq \min(J_q F_q(\hat{\mathbf{Q}})) = \lambda_{\text{min}}^2(T_{q\hat{q}}(\hat{\mathbf{Q}}))$$

(69)

$$\beta_{rq}(\hat{\mathbf{Q}}) \triangleq \left\| J_q F_q(\hat{\mathbf{Q}}) \right\|_2^2 = \max(\Gamma_q^T(\hat{\mathbf{Q}}) \Gamma_q(\hat{\mathbf{Q}})).$$

(70)

Using the property that a complex matrix $\mathbf{X}$ and its real counterpart $\hat{\mathbf{X}}$ have the same eigenvalues and the following inequalities: $\lambda_{\text{max}}(\hat{\mathbf{Q}}) \leq \min\{P_{q\hat{q}}, \quad \mu_{q\hat{q}}\}$, $\lambda_{\text{max}}(\hat{\mathbf{Q}}) \leq \lambda_{\text{max}}(\Gamma_{q\hat{q}}) \min\{\mu_{q\hat{q}}, \eta_{q\hat{q}}\}$, $\lambda_{\text{max}}(\hat{\mathbf{Q}}) \leq \min\{I_{q\hat{q}}^\text{ave}, I_{q\hat{q}}^\text{peak}\}$, $\mu_{q\hat{q}} \eta_{q\hat{q}} \leq I_{q\hat{q}}^\text{peak}$, $\forall k$, one can see that $\hat{\mathbf{Q}} \succeq \gamma_q \mathbf{I}$ for any $\mathbf{Q} \in \hat{\mathbf{Q}}$, where $\gamma_q$ is defined in (47). This implies

$$\alpha_q(\hat{\mathbf{Q}}) = \lambda_{\text{min}}^2(T_{q\hat{q}}(\hat{\mathbf{Q}})) \geq \lambda_{\text{min}}^2(T_{q\hat{q}}((\gamma_q \mathbf{I})_{q\hat{q}})) = a_{q\hat{q}}^{\text{min}}$$

(71)

where $a_{q\hat{q}}^{\text{min}}$ are defined in (45). We also need an upper bound of $\beta_{rq}(\hat{\mathbf{Q}})$:

$$\beta_{rq}(\hat{\mathbf{Q}}) = \lambda_{\text{max}} \left( \hat{\mathbf{H}}_q^T \hat{\mathbf{Z}}_{q\hat{q}}^{-1}(\hat{\mathbf{Q}}) \hat{\mathbf{H}}_q \hat{\mathbf{H}}_q^T \hat{\mathbf{Z}}_{q\hat{q}}^{-1}(\hat{\mathbf{Q}}) \hat{\mathbf{H}}_q^T \right)$$

$$\leq \lambda_{\text{max}} \left( \hat{\mathbf{H}}_q \hat{\mathbf{H}}_q^T \right) \max \left( \hat{\mathbf{H}}_q^T \hat{\mathbf{Z}}_{q\hat{q}}^{-2}(\hat{\mathbf{Q}}) \hat{\mathbf{H}}_q \right)$$

$$\leq \lambda_{\text{max}} \left( \hat{\mathbf{H}}_q \hat{\mathbf{H}}_q^T \right) \max \left( \hat{\mathbf{H}}_q^T \hat{\mathbf{R}}_{n_q} \hat{\mathbf{H}}_q \right)$$

$$= \beta_{rq}^{\text{max}}$$

(72)

where the first inequality follows from $\hat{\mathbf{R}}_{n_q} \succeq \mathbf{Z}_{q\hat{q}}(\hat{\mathbf{Q}})$, and $\beta_{rq}^{\text{max}}$ is defined in (46).

Now we are ready to study the uniformly P-property of $\mathbf{F}$. Given two points $\hat{\mathbf{Q}}^{(1)} \neq \hat{\mathbf{Q}}^{(2)} \in \hat{\mathbf{Q}}$, we define for each $q$ a real scalar function $\phi_q : [0, 1] \ni v \mapsto \mathbb{R}$ as

$$\phi_q(v) \triangleq \left( \hat{\mathbf{Q}}^{(1)}_q - \hat{\mathbf{Q}}^{(2)}_q \right) \cdot \mathbf{F}_q \left( \nu \hat{\mathbf{Q}}^{(1)} + (1 - \nu) \hat{\mathbf{Q}}^{(2)} \right)$$

(73)

Note that $\phi_q(v)$ is continuously differentiable on $(0, 1)$. We
can then apply the mean-value theorem and write
\[
\left(\bar{Q}_q^{(1)} - \bar{Q}_q^{(2)}\right) \cdot \left(\mathbf{F}_q(\bar{Q}_q^{(1)}) - \mathbf{F}_q(\bar{Q}_q^{(2)})\right) = \phi_q'(\bar{v}) - \phi_q'(0) = \phi_q'(\bar{v})
\]
for some \(\bar{v} \in (0, 1)\). Let \(X_0 = \bar{v} \bar{Q}_q^{(1)} + (1 - \bar{v}) \bar{Q}_q^{(2)}\). Then, \(\phi_q'(\bar{v})\) is given by
\[
\phi_q'(\bar{v}) = \nabla^\top \mathbf{f}_q(X_0) \cdot \nabla \left(\bar{Q}_q^{(1)} - \bar{Q}_q^{(2)}\right).
\]
Introducing \(d_q \triangleq \nabla \left(\bar{Q}_q^{(1)} - \bar{Q}_q^{(2)}\right)\), it follows that
\[
\phi_q'(\bar{v}) = d_q^\top J_{r_q}(X_0) d_q - \sum_{r \neq q} \left|d_q^\top J_{r_q}(X_0) d_q\right| \geq \left|d_q\right|^2 \left|\alpha_q(X_0) - \alpha_q\right| \left|d_r\right| \geq \left|d_q\right|^2 \left|\alpha_{q_{\text{min}}} - \alpha_q\right| \left|d_r\right| \geq \left|d_q\right|^2 \left|\alpha_{q_{\text{min}}} - \alpha_q\right| \left|d_r\right|
\]
where (77) follows from the Cauchy-Schwarz inequality and \(\left|\mathbf{A}_{q}^\top \mathbf{B}_{q}\right| \leq \left|\mathbf{A}_{q}\right| \left|\mathbf{B}_{q}\right|\); (79) follows from the fact that \(X_0\), as a convex combination of \(\bar{Q}_q^{(1)}\) and \(\bar{Q}_q^{(2)}\), belongs to \(\bar{Q}_q\).

Introducing \(s_q \triangleq \left(s_{q_{1}}\right)\) with \(s_q \triangleq \left|d_q\right|\), and \(Y_0 \triangleq D_{-} - B_{\beta}\) where \(D_{-}\) and \(B_{\beta}\) are defined in (44), from (74), (79), we have
\[
\left(\bar{Q}_q^{(1)} - \bar{Q}_q^{(2)}\right) \cdot \left(\mathbf{F}_q(\bar{Q}_q^{(1)}) - \mathbf{F}_q(\bar{Q}_q^{(2)})\right) \geq \left|s_q\right| \left(Y_0\right) q_{\text{opt}}. \] 
If \(Y_0\) is a P-matrix, then there exists a constant \(c_{\text{up}}(Y)\) such that
\[
\max_{q \in \Omega} x_q(\mathbf{Y}) q_{\text{opt}} \geq c_{\text{up}}(Y) \left|x\right|^2 \] 
holds for an arbitrary vector \(x \in \mathbb{R}^Q\). Therefore, under the P-property of \(Y_0\), we have
\[
\max_{q \in \Omega} \left(\bar{Q}_q^{(1)} - \bar{Q}_q^{(2)}\right) \cdot \left(\mathbf{F}_q(\bar{Q}_q^{(1)}) - \mathbf{F}_q(\bar{Q}_q^{(2)})\right) \geq \max_{q \in \Omega} s_q \left(Y_0\right) q_{\text{opt}} \left|\bar{Q}_q^{(1)} - \bar{Q}_q^{(2)}\right|^2 \] 
for \(\forall \bar{Q}_q^{(1)}, \bar{Q}_q^{(2)} \in \bar{Q}\), implying the uniformly P-property of \(\mathbf{F}\). Note that a necessary condition for \(Y_0\) to be a P-matrix is that \(s_{q_{\text{min}}} > 0\), \(\forall q\), which is equivalent to the requirement that \(H_{q,q}\) is full column-rank for all \(q\). Invoking [46, Lemma 5.13.14] and following the same steps as in [24, Appendix B], it is not difficult to show the equivalence: \(Y_0\) is a P-matrix \(\iff \rho(D_{-}^{-1}B_{\beta}) < 1\), which completes the proof.

**APPENDIX B**

**PROOF OF THEOREM 4**

To prove the convergence of the asynchronous RICA, we can follow the similar steps as in the proof of [20, Theorem 12], according to which it is enough to prove the convergence of the simultaneous RICA. In the simultaneous RICA, all SUs update their strategies at each iteration (thus \(\tau^q(m) = m\)), and at the \(m\)th iteration SU \(q\) chooses his best response based on the strategies of the others \(Q^{(m)}_{-q} \triangleq \left(Q^{(m)}_1, \ldots, Q^{(m)}_{q-1}, Q^{(m)}_{q+1}, \ldots, Q^{(m)}_Q\right)\). Given the equivalence of \(\hat{G}_{\text{mimo}}\) and \(\hat{G}_{\text{mimo}}\), we focus on \(\hat{G}_{\text{mimo}}\). For each SU \(q\), \(\hat{Q}^{(m+1)}_q\) is given by the solution to (43) with \(\hat{Q} = \hat{Q}^{(m)}_{-q}\), and satisfies the first-order optimality condition
\[
\left(\hat{Q}^{(m+1)}_q - \hat{Q}^{(m)}_q\right) \cdot \left(\mathbf{F}_q(\hat{Q}^{(m+1)}_q, \hat{Q}^{(m)}_q) - \mathbf{F}_q(\hat{Q}^{(m+1)}_q, \hat{Q}^{(m)}_q)\right) \geq 0, \forall q. \] 
Adding (66) evaluated at \(\hat{Q}^{(m+1)}_q\) and (83) evaluated at the NE \(\hat{Q}^*_q\), we have
\[
\left(\hat{Q}^{(m+1)}_q - \hat{Q}^*_q\right) \cdot \left(\mathbf{F}_q(\hat{Q}^{(m+1)}_q, \hat{Q}^*_q) - \mathbf{F}_q(\hat{Q}^{(m+1)}_q, \hat{Q}^{(m)}_q)\right) \geq 0, \forall q. \] 
Now we can apply the mean-value theorem to (84). Introducing \(Y_0 \triangleq v(\hat{Q}^{(m+1)}_q, \hat{Q}^{(m)}_q) + (1 - v)(\hat{Q}^{(m+1)}_q, \hat{Q}^{(m)}_q)\) and following the steps (73)-(75), we have for some \(\bar{v} \in (0, 1)\)
\[
0 \leq \nabla \left(\hat{Q}^{(m+1)}_q - \hat{Q}^*_q\right) \cdot \mathbf{F}_q(y_0) \cdot \nabla \left(\hat{Q}^{(m+1)}_q - \hat{Q}^*_q\right) - \nabla \left(\hat{Q}^{(m+1)}_q - \hat{Q}^*_q\right) \cdot \mathbf{F}_q(y_0) \cdot \nabla \left(\hat{Q}^{(m+1)}_q - \hat{Q}^*_q\right)
\]
where \(d_q^{(m+1)} \triangleq \nabla \left(\hat{Q}^{(m+1)}_q - \hat{Q}^*_q\right)\) and \(d_q^{(m)} \triangleq \nabla \left(\hat{Q}^{(m+1)}_q - \hat{Q}^*_q\right)\). Recalling the definitions of \(\alpha_q(y_0)\) and \(\beta_q(y_0)\) in (69) and (70), respectively, and following the similar steps (76)-(79), we obtain from (85)
\[
\left|d_q^{(m+1)}\right| \leq \sum_{r \neq q} \left|\beta_{r_q}(y_0) \left|d_r^{(m)}\right|\right|
\]
Assuming that \(\mathbf{H}_{q,q}\) is full column-rank, \(\forall q\), then \(\alpha_{q_{\text{min}}} > 0\), \(\forall q\), then (86) implies
\[
\left|d_q^{(m+1)}\right| \leq \frac{1}{\alpha_{q_{\text{min}}}} \sum_{r \neq q} \left|\beta_{r_q}(y_0) \left|d_r^{(m)}\right|\right|, \forall q. \] 
Introducing \(s_{q}^{(m+1)} \triangleq \left(s_{q_{1}}^{(m+1)}\right)_{q=1}^{Q}\) with \(s_q^{(m+1)} \triangleq \left|d_q^{(m+1)}\right|\), and recalling the definitions of \(D_{-}\) and \(B_{\beta}\) in (44), (87) can
be rewritten as
\[ s^{(m+1)} \leq D_\alpha^{-1} B_\beta s^{(m)}. \] (88)
It follows that the error sequence \( \{s^{(m)}\}_{m=1}^\infty \), generated by the simultaneous RICA, converges to zero if
\[ p(D_\alpha^{-1} B_\beta) < 1 \] (89)
which thus guarantees the global convergence of Algorithm 2.

**APPENDIX C**

**DECOMPOSITION METHOD FOR SINGLE-USER OPTIMIZATION IN \( q_{\text{also}} \)**

For simplicity, we suppress the subscript \( q \) for all notations, since the optimization problem (50) is structurally the same for all SUs. Define \( a(n) \equiv |h_{qq}(n)|^2/(\sigma_q^2(n) + \sum_{r \neq q} |h_{rq}(n)|^2 p_r(n)) \), \( b_0(n) \equiv 1/p_{\text{ave}} \), \( b_k(n) \equiv |g_{kk}(n)|^2/p_{\text{ave}} \), \( c_0(n) \equiv 0 \), \( c_k(n) \equiv f_{\text{ave}}(n)/(|g_{kk}(n)| + \varepsilon_k/\sqrt{w_{kk}(n)})^2 \), \( c_{\text{min}}(n) \equiv \min_{k=0,\ldots,K} c_k(n) \), \( \theta_k \equiv \varepsilon_k/p_{\text{ave}} \), and
\[ \varphi_{nk}(p(n), \mu_k) \equiv \frac{\mu_k w_k(n) b_k(n) p(n)}{\mu_k w_k(n) - p(n)} \] (90)
Consequently, the convex problem (50) can be expressed as
\[
\begin{aligned}
& \text{maximize} \quad \sum_{n=1}^N \log(1 + a(n)p(n)) \\
& \text{subject to} \quad 0 \leq p(n) \leq c_{\text{min}}(n), \quad \forall n \quad (91) \\
& \quad p(n) \leq \mu_k w_k(n), \quad \forall n, k \\
& \quad \sum_{n=1}^N b_0(n)p(n) \leq 1 \\
& \quad \sum_{n=1}^N \varphi_{nk}(p(n), \mu_k) + \mu_k \theta_k \leq 1, \quad \forall n, k
\end{aligned}
\]
This problem has a decomposable structure in terms of the variables \( \{p(n)\}_{n=1}^N \), so one can exploit multilevel decomposition methods [8] to further simplify it. In the following, we elaborate how to use the so-called dual-primal decomposition method to solve (91). Note that other decomposition methods, e.g., the primal-dual decomposition, are also applicable.

**The third-level subproblem.** To avoid meaningless results in the subproblems, we first introduce the following redundant constraints into (91):
\[ \varphi_{nk}(p(n), \mu_k) + \mu_k \theta_k \leq 1, \quad \forall n, k \] (92)
which do not change the optimal solution to (91). Then, for each \( n \), at the lowest (third) level the subproblem
\[
\begin{aligned}
& \text{maximize} \quad f_n(p(n), \mu, \lambda) \\
& \text{subject to} \quad 0 \leq p(n) \leq c_{\text{min}}(n) \\
& \quad p(n) \leq \mu_k w_k(n), \quad \forall k \\
& \quad \varphi_{nk}(p(n), \mu_k) + \mu_k \theta_k \leq 1, \quad \forall k
\end{aligned}
\] (93)
where \( f_n(p(n), \mu, \lambda) \equiv \log(1 + a(n)p(n)) - \lambda_0 b_0(n)p(n) - \sum_{k=1}^K \lambda_k \varphi_{nk}(p(n), \mu_k) \) (94)
with given \( \mu \equiv (\mu_k)_{k=1}^K \) and \( \lambda \equiv (\lambda_k)_{k=0}^K \). The redundant constraints in (92) prevent the subproblem (93) to reach the meaningless point \( p(n) = \mu_k w_k(n) \) (see the proof of Proposition 3). Hence, the feasible set of (93) is an interval \([0, p_{\text{max}}(n)]\), where \( p_{\text{max}}(n) \equiv \min \{c_{\text{min}}(n), a_{\text{min}}(n)\} \) and
\[ a_{\text{min}}(n) \equiv \min_k \frac{\mu_k w_k(n)(1 - \mu_k \theta_k)}{\mu_k w_k(n) b_k(n) + 1 - \mu_k \theta_k}. \] (95)
Let \( h_n(p(n)) \equiv \partial f_n(p(n), \mu, \lambda)/\partial p(n) \). Then, we have
\[ h_n(p(n)) = \frac{a(n)}{1 + a(n)p(n)} - \lambda_0 b_0(n) - \sum_{k=1}^K \frac{\lambda_k \mu_k^2 w_k^2(n) b_k(n)}{\mu_k w_k(n) - p(n)^2} \] (96)
which is monotonically decreasing on \([0, p_{\text{max}}(n)]\). Therefore, the solution to (93) is just the root of \( h_n(p(n)) \) on \([0, p_{\text{max}}(n)]\), which can be efficiently found via the bisection method.

**The second-level subproblem.** Denote the solution to (93) by \( p^*(n) \), and the optimum value by \( f_n^*(\mu, \lambda) \equiv f_n(p^*(n), \mu, \lambda) \) for given \( \mu \) and \( \lambda \). Then, at the middle (second) level is a maximization problem with the variable \( \mu \) for given \( \lambda \) as
\[
\begin{aligned}
& \text{maximize} \quad \sum_{n=1}^N f_n^*(\mu, \lambda) - \sum_{k=1}^K \lambda_k \mu_k^2 w_k^2(n) b_k(n) \\
& \text{subject to} \quad 0 \leq \mu \leq \mu_{\text{max}}, \quad \forall n \\
& \quad \varphi_{nk}(p^*(n), \mu_k) + \mu_k \theta_k \leq 1, \quad \forall n, k
\end{aligned}
\] (97)
where \( \mu_{\text{max}} \equiv (\mu_{k,\text{max}})_{k=1}^K \), with \( \mu_{k,\text{max}} \equiv 1/\theta_k \).

**The first-level master problem.** Denote the optimum value of (97) by \( g(\lambda) \). Finally, at the top (first) level is a minimization problem with the variable \( \lambda \) as
\[ \min_{\lambda \geq 0} g(\lambda) + \sum_{k=0}^K \lambda_k. \] (98)
To solve (97) and (98), we rely on the subgradient-based algorithms. The following proposition provides the subgradients\(^6\) of the objectives in (97) and (98).

**Proposition 5:** (a) Given \( \lambda \) and \( p^* \equiv \left(p^*(n)\right)_{n=1}^N \), a subgradient of \( f_n^*(\mu, \lambda) \) with respect to \( \mu \) is
\[ s_n(\mu) = \left( \lambda_k w_k(n) b_k(n)(p^*(n))^2 \right) - \alpha_k(n) \] (99)
If \( \varphi_{nk}(p^*(n), \mu_k) + \mu_k \theta_k < 1, \forall k \), then \( \alpha_k(n) = 0, \forall k \); if \( \varphi_{nk}(p^*(n), \mu_k) + \mu_k \theta_k = 1 \) for some \( l \), then
\[ \alpha_k(n) = \begin{cases} 
\theta_l - \frac{w_l(n)b_l(n)(p^*(n))^2}{\mu_l w_l^2(n) b_l(n)} & \text{if } k = l \\
0 & \text{if } k \neq l
\end{cases} \] (100)
where
\[ \beta_l(n) = h_n(p^*(n), \mu, \lambda) \left( \mu_l w_l(n) - p^*(n)^2 \right). \] (101)
(b) Given \( \mu^* \) as the optimal solution to (97) and \( p^* \), a subgradient of \( g(\lambda) \) is
\[ s_{\text{sg}}(\lambda) = \left( -\frac{1}{\sum_{n=1}^N b_0(n)p^*(n)} \right) \\
+ \left( -\frac{1}{\sum_{n=1}^N \varphi_{nk}(p^*(n), \mu^*) - \mu^* \theta_k} \right)_k \] (102)
\(^6\)Given a convex function \( f : R^n \rightarrow R \), a vector \( s \) is a subgradient of \( f \) at a point \( x \in R^n \) if \( f(x) \geq f(x) + s^T (x - x) \), \forall x \in R^n. \) If instead \( f \) is a concave function, then \( s \) is a subgradient of \( f \) at \( x \) if \( -s \) is a subgradient of the convex function \( -f \) at \( x \).
Proof: The calculation of the above subgradients is based on [8, Lemma 1]. Due to the space limitation, we refer the interested readers to [8] for more details.

Given the subgradients in Proposition 5, one can choose different subgradient methods, with different tradeoffs between the complexity and the convergence rate, to find the optimal solutions to (97) and (98). For example, the cutting-plane method may converge faster but has relatively high complexity. Here, we briefly introduce the subgradient projection method that may converge slowly but is very simple. Specifically, consider a convex problem

$$
\text{minimize } f(x).
$$

Given a subgradient $s(x)$ of $f(x)$, $x$ is iteratively updated according to

$$
x^{(t+1)} = x^{(t)} - \kappa^{(t)} s(x^{(t)}),
$$

where $\kappa^{(t)}$ is the step size. With the properly chosen step size, for example a diminishing step size $\kappa^{(t)} = \kappa^{(0)} (1 + z)/(t + z)$, where $\kappa^{(0)} \in (0, 1]$ is the initial step size and $z$ is a fixed nonnegative number, the sequence $\{x^{(t)}\}_{t=1}^{\infty}$ is guaranteed to converge to the optimal solution to (103). Note that, when $K = 1$, i.e., only one PU, the complicated cutting-plane method reduces to the simple bisection method.
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