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Abstract. We consider the three-dimensional Schrödinger operator H with constant magnetic field of
strength b > 0 and continuous electric potential V ∈ L1(R3) which admits certain power-like estimates
at infinity. We study the asymptotic behaviour as b→∞, of the spectral shift function ξ(E;H,H0) for
the pair of operators (H,H0) at energies E = Eb+ λ, E > 0 and λ ∈ R being fixed. We distinguish two
asymptotic regimes. In the first one called asymptotics far from the Landau levels we pick E/2 6∈ Z+

and λ ∈ R; then the main term is always of order
√
b, and is independent of λ. In the second asymptotic

regime called asymptotics near a Landau level we choose E = 2q0, q0 ∈ Z+, and λ 6= 0; in this case the
leading term of the SSF could be of order b or

√
b for different λ.
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1 Introduction

The main object of investigation in the present paper is the spectral shift function (SSF) for the three-
dimensional Schrödinger operator with constant magnetic field, perturbed by an electric potential
which decays sufficiently fast at infinity. Let us recall the abstract setting in which the SSF for a pair
of self-adjoint operators occurs. Let at first T0 and T be two self-adjoint operators acting in the same
Hilbert space, and T − T0 ∈ S1 where S1 denotes the trace class. Then there exists a unique function
ξ(.; T , T0) ∈ L1(R) such that the Lifshits-Krein trace formula

Tr(f(T )− f(T0)) =
∫

R
ξ(E; T , T0)f ′(E)dE (1.1)

holds for every f ∈ C∞0 (R) (see [19] or e.g. [31, Theorem 8.3.3]). Let now H0 and H be two lower-
bounded self-adjoint operators acting in the same Hilbert space. Assume that for some γ > 0, and
λ0 ∈ R lying strictly below the infima of the spectra of H0 and H, we have

(H− λ0)−γ − (H0 − λ0)−γ ∈ S1. (1.2)

Set

ξ(E;H,H0) :=
{
−ξ((E − λ0)−γ ; (H− λ0)−γ , (H0 − λ0)−γ) if E > λ0,
0 if E ≤ λ0.

Then we have (see [31, Theorem 8.9.1])

Tr(f(H)− f(H0)) =
∫

R
ξ(E;H,H0)f ′(E)dE, f ∈ C∞0 (R).

The function ξ(·;H,H0) is called the SSF for the pair of the operators (H,H0); it does not depend on
the particular choice of γ and λ0 in (1.2) and belongs to the class L1((λ0,∞), (E − λ0)−γ−1dE).
If E lies below the infimum of the spectrum of H0, then H can have only finitely many eigenvalues
below E, and we have

ξ(E;H,H0) = −N(E;H) (1.3)

where N(E;H) denotes the number of the eigenvalues of H lying on the interval (−∞, E], and counted
with the multiplicities. On the other hand, for almost every E in the absolutely continuous spectrum of
H0, the SSF ξ(E;H,H0) is related to the scattering determinant det S(E;H,H0) for the pair (H,H0)
by the Birman-Krein formula

det S(E;H,H0) = e−2πiξ(E;H,H0) (1.4)

(see [9] or [31, Section 8.4]).
In the present paper the role of H0 is played by the operator H0 := (i∇+A)2−b, essentially self-adjoint
on the Schwartz class S (R3). Here the magnetic potential A =

(
− bx2

2 , bx1
2 , 0

)
generates the constant

magnetic field B = curl A = (0, 0, b), b > 0. It is well-known that σ(H0) = σac(H0) = [0,∞) (see [3]),
where σ(H0) denotes the spectrum of H0, and σac(H0) - its absolutely continuous spectrum. Moreover,
the Landau levels 2bq, q ∈ Z+ play the role of thresholds in the spectrum of H0 (here and in what
follows Z+ denotes the set of all non-negative integers).
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For x = (x1, x2, x3) ∈ R3 we denote by X⊥ = (x1, x2) the variables in the plane perpendicular to the
magnetic field. We assume that V satisfies

V 6≡ 0, V ∈ C(R3), |V (x)| ≤ C0〈X⊥〉−m⊥〈x3〉−m3 , x ∈ R3, (1.5)

with C0 > 0, m⊥ > 2, m3 > 1, and 〈x〉 := (1 + |x|2)1/2, x ∈ Rd, d ≥ 1. Set H := H0 + V . Obviously,
inf σ(H) ≥ −C0. The role of the perturbed operator H is played in this paper by H. By (1.5) and
the diamagnetic inequality (see e.g. [3]), V 1/2(H0 − λ0)−1 with λ0 < 0 is a Hilbert-Schmidt operator.
Therefore, the resolvent identity implies (H −λ0)−1− (H0−λ0)−1 ∈ S1 for λ0 < inf σ(H) ≤ inf σ(H0),
i.e. (1.2) holds with H = H, H0 = H0, and γ = 1, and, hence, the SSF ξ(.;H,H0) exists.
The main goal of the present article is to study the asymptotic behaviour as b → ∞ of the SSF
ξ(·;H(b),H0(b)). Note that the distance between the Landau levels grows linearly with b. We study
the SSF in the scale adapted to this rate of growth. Namely, we fix a parameter E ∈ R and consider
ξ(Eb+ λ;H(b),H0(b)) as a function of λ ∈ R. We distinguish two different types of asymptotics. The
first type which we call asymptotics far from the Landau levels, concerns the case E ∈ R, E/2 /∈ Z+.
The second asymptotic regime called asymptotics of the SSF near a Landau level occurs when E = 2bq0,
q0 ∈ Z+. In both cases, convergence of ξ(Eb + λ;H(b),H0(b)) to its limiting value takes place in L∞loc

with respect to the variable λ.
The paper is organized as follows. Section 2 is devoted to the formulation of the main results and brief
comments on them. In Section 3 we recall some basic properties of linear compact operators, and the
representation formula of the SSF due to F. Gesztesy, K. Makarov [15]. Various auxiliary results utilized
further in the proofs of the main ones, are established in Section 4. The proof of Theorems 2.1 and
2.4 containing SSF asymptotics of order

√
b, can be found in Section 5. The properties of the limiting

quantity occurring in the asymptotic relations established in Theorem 2.3, are investigated in Section
6. Section 7 is devoted to asymptotic trace formulae for compact operators of Birman-Schwinger type.
Section 8 contains the proof of Theorem 2.3 dealing with the case where the asymptotics of the SSF
near a given Landau level is of order b. Finally, in Section 9, we reveal some spectral properties of the
Landau Hamiltonian (see (4.1)). In particular, we prove the unitary equivalence of Toeplitz operators
corresponding to different Landau levels.

2 Main Results

2.1 Formulation of the main results

In this subsection we formulate our main results as Theorems 2.1 – 2.4. Our first theorem treats the
asymptotics of ξ(·;H(b),H0(b)) far from the Landau levels.

Theorem 2.1. Let (1.5) hold. Assume that E ∈ (0,∞) \ 2Z+, and let ∆ ⊂ R be a bounded interval.
Then

ess sup
λ∈∆

∣∣∣∣∣∣ξ(Eb+ λ;H(b),H0(b))−
b1/2

4π2

[E/2]∑
q=0

(E − 2q)−1/2

∫
R3
V (x)dx

∣∣∣∣∣∣ = O(1), b→∞, (2.1)

where [E/2] denotes the integer part of the real number E/2.

The proof of Theorem 2.1 is contained in Subsection 5.2.

The following two theorems concern the asymptotics of the SSF near a Landau level. In order to
formulate our Theorem 2.3, we introduce the following family of self-adjoint operators in L2(R, dx3):

χ0 := −d2/dx2
3, χ(X⊥) := χ0 + V (X⊥, ·), X⊥ ∈ R2,
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which are defined on the Sobolev space H2(R), and depend on the parameter X⊥ ∈ R2. Then (1.5)
easily implies (χ(X⊥) − λ0)−1 − (χ0 − λ0)−1 ∈ S1 for each X⊥ ∈ R2 and λ0 < inf σ(χ(X⊥)) ∪ σ(χ0).
Hence, the SSF ξ(·;χ(X⊥), χ0) is well-defined as an element of L1((λ0,∞), (λ − λ0)−2dλ). It is well
known that under the assumption (1.5), one can choose ξ(·;χ(X⊥), χ0) to be continuous for λ > 0. For
λ < 0, let us choose ξ(·;χ(X⊥), χ0) to be right continuous.

Proposition 2.2. For all λ 6= 0, one has ξ(λ;χ(·), χ0) ∈ L1(R2, dX⊥). Moreover, the integral∫
R2 ξ(λ;χ(X⊥), χ0)dX⊥ is continuous in λ > 0. This integral is continuous in λ at λ = λ0 < 0 if

and only if ∣∣{X⊥ ∈ R2 | λ ∈ σ(χ(X⊥))}
∣∣ = 0,

where |·| denotes the Lebesgue measure in R2.

Proof of Proposition 2.2 is given in Section 6.

Theorem 2.3. Assume that (1.5) holds, and let q0 ∈ Z+. Then:
(i) For any compact interval ∆1 ⊂ (0,∞), one has

ess sup
λ∈∆1

∣∣∣∣b−1ξ(2bq0 + λ;H(b),H0(b))−
1
2π

∫
R2
ξ(λ;χ(X⊥), χ0) dX⊥

∣∣∣∣ → 0, b→∞. (2.2)

(ii) For any compact interval ∆2 ⊂ (−∞, 0), one has

lim sup
b→∞

ess sup
λ∈∆2

{
b−1ξ(2bq0 + λ;H(b),H0(b))−

1
2π

lim
ε→+0

∫
R2
ξ(λ− ε;χ(X⊥), χ0) dX⊥

}
≤ 0 (2.3)

lim inf
b→∞

ess inf
λ∈∆2

{
b−1ξ(2bq0 + λ;H(b),H0(b))−

1
2π

lim
ε→+0

∫
R2
ξ(λ+ ε;χ(X⊥), χ0) dX⊥

}
≥ 0 (2.4)

The proof of Theorem 2.3 can be found in Section 8. In particular, it follows from Theorem 2.3(ii) that
if the integral

∫
R2 ξ(λ;χ(X⊥), χ0)dX⊥ is continuous on a compact interval ∆1 ⊂ (−∞, 0), then one has

(2.2).
Denote

Λ := min
X⊥∈R2

inf σ(χ(X⊥)).

Evidently Λ ∈ [−C0, 0] and Λ = 0 for non-negative V . By (1.3), we have ξ(λ;χ(X⊥), χ0) = 0 for all
X⊥ if λ < Λ. Thus, the integrals in (2.3), (2.4) vanish if λ < Λ. In this case there exists a more precise
version of (2.2) contained in our last theorem.

Theorem 2.4. Let (1.5) hold. Assume that the partial derivatives of 〈x3〉m3V with respect to the
variables X⊥ ∈ R2 exist and are uniformly bounded in R3. Let q0 ∈ Z+ and let ∆ ⊂ (−∞,Λ) be a
compact interval. Then

ess sup
λ∈∆

∣∣∣∣∣b−1/2ξ(2bq0 + λ;H(b),H0(b))−
1

4π2

q0−1∑
q=0

(2(q0 − q))−1/2

∫
R3
V (x)dx

∣∣∣∣∣ → 0, b→∞. (2.5)

Remark: Here and in the sequel we set the sum
∑q0−1

q=0 equal to zero if q0 = 0.

The proof of Theorem 2.4 is contained in Subsection 5.3.
Note that for q0 = 0 the above theorem is trivial. Indeed, in this case the sum over q vanishes. On the
other hand, one has

Λ = lim
b→∞

inf σ(H(b)); (2.6)
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this follows from [3, Theorem 5.8]. Thus, by (1.3), for all sufficiently large b > 0 the SSF ξ(2bq0 +
λ;H(b),H0(b)) in (2.5) also vanishes.

Remark: One can check that for λ > Λ, a sufficient condition for the non-vanishing of the limit coefficient
in (2.2), is for V to be of a definite sign. In this case the coefficient

∫
R2 ξ(λ;χ(X⊥), χ0) dX⊥ has the

same sign as V .

2.2 Continuity of the SSF

As a by-product of our construction, we obtain a result on the continuity of the SSF. This result might
be of an independent interest, so we decided to include it in the paper:

Proposition 2.5. Assume that (1.5) holds. Then the SSF ξ(E;H(b),H0(b)) is bounded on every
compact subset of R \ 2bZ+ and continuous on R \ (σp(H(b)) ∪ 2bZ+), where σp(H(b)) denotes the set
of the eigenvalues of the operator H(b).

Note that H(b) may have not only isolated negative eigenvalues but also eigenvalues embedded into the
continuous spectrum [0,∞) (see [3, Theorem 5.1]). The following proposition concerns the location of
the eigenvalues of σp(H(b)).

Proposition 2.6. Assume that (1.5) holds. Then

σp(H(b)) ⊂ ∪∞q=0[2bq − C(m3)2C2
0 , 2bq + C(m3)2C2

0 ]

where C0 is the constant from (1.5) and C(m3) = (1/2)
∫

R〈x〉
−m3dx.

Remark: Generically, the only possible points of accumulation of the eigenvalues of H(b) are the Landau
levels 2bq, q ∈ Z+ (see [3, Theorem 4.7], [14, Theorem 3.5.3 (iii)]). We will not use this fact here.

2.3 Comments

In this subsection we comment briefly on our main results and compare them with the results existing
in the literature.

• Generically, asymptotic relations (2.1), (2.2), and (2.5) can be unified into a single formula.
Indeed, it is well-known (see e.g. [11]) that

lim
E→∞

E1/2ξ(E;χ(X⊥), χ0) =
1
2π

∫
R
V (X⊥, x3) dx3, X⊥ ∈ R2.

Thus, each of relations (2.1) with 0 < E/2 6∈ Z+, or (2.2)–(2.5) with 2q0 = E , q0 ∈ Z+, implies

ξ(Eb+ λ;H(b),H0(b)) =
b

2π

[E/2]∑
q=0

∫
R2
ξ(b(E − 2q) + λ;χ(X⊥), χ0)dX⊥ (1 + o(1)), b→∞, (2.7)

in L∞loc(R \ {0}). On its turn (2.7) can be re-written as

ξ(Eb+ λ;H(b),H0(b)) =
∫

R

∫
R2
ξ(Eb+ λ− s;χ(X⊥), χ0)dX⊥dνb(s) (1 + o(1)), b→∞,

where νb(s) := b
2π

∑∞
q=0 Θ(s − 2bq), s ∈ R, and Θ(s) :=

{
0 if s ≤ 0,
1 if s > 0, is the Heaviside

function. It is well-known that ν is the integrated density of states for the two-dimensional
Landau Hamiltonian (see (4.1)).
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• By (1.3) for λ < 0 we have ξ(λ;H(b),H0) = −N(λ;H(b)). The asymptotics as b → ∞ of the
counting function N(λ;H(b)) with λ < 0 fixed, has been investigated in [25] under considerably
less restrictive assumptions on V than in Theorems 2.1 – 2.4. The asymptotic properties as λ ↑ 0
and as λ ↓ Λ of the asymptotic coefficient − 1

2π

∫
R2 N(λ;χ(X⊥))dX⊥ which appears in (2.3), (2.4)

in the case of a negative perturbation, have been studied in [26].

• As mentioned in the Introduction, on the absolutely continuous spectrum of H0(b) the SSF is
related to the scattering determinant by the Birman-Krein formula (1.4). The existence and
completeness of the wave operators for the pair ((i∇+ A)2 +U, (i∇+ A)2) has been established
in [3] for quite general electromagnetic potentials (A, U) including the case of constant magnetic
fields. More recent results on the scattering theory for the pair (H0(b) + V,H0(b)) can be found
in the monograph [14]. As far as the authors are informed, the asymptotics as b → ∞ of the
scattering phase arg det S(λ;H(b),H0(b)) has not been studied before in the literature.

• Finally, we would like to mention several possible extensions of our results.
We believe that the assumptions about the continuity and boundedness of V and its derivatives
could be lifted by using an appropriate approximation procedure. In particular, we expect that
some local integrable singularities can be allowed. We do not include this approximation proce-
dure in the present article in order to avoid the unreasonable growth of its size.
Furthermore, it is natural to try to obtain an optimal remainder estimate in (2.2) and (2.5), in
the cases where such an estimate exists. Hopefully, the theory of the pseudo-differential opera-
tors (ΨDO) with operator-valued symbols, developed in [5], [18], and [12] could be useful in this
respect.

3 Representation of the SSF as an averaged index of projec-
tions of compact operators

In this section we recall the representation formula of the SSF (see formula (3.15) below) in terms of an
integral of an index for a Fredholm pair of self-adjoint spectral projections. This formula was obtained
in [15] for the case of trace class perturbation and generalized in [23] to the case of relatively trace class
perturbations. The formula generalizes earlier results of [21], [30] and can be regarded as a far going
extension of the Birman-Schwinger principle (see [7]).
In order to write down this formula, we need to recall basic properties of compact operators and the
notion of an index of a pair of projections.

3.1 Basic properties of linear compact operators

We denote by S∞ the class of linear compact operators acting in a fixed Hilbert space. Let T = T ∗ ∈ S∞.
Denote by ET (I) the spectral projection of T associated with the interval I ⊂ R. For s > 0 set

n±(s;T ) := rank E±T ((s,∞)).

For an arbitrary (not necessarily self-adjoint) operator T ∈ S∞ put

n∗(s;T ) := n+(s2;T ∗T ), s > 0. (3.1)

If T = T ∗, then evidently
n∗(s;T ) = n+(s, T ) + n−(s;T ), s > 0. (3.2)

Moreover, if Tj = T ∗j ∈ S∞, j = 1, 2, the Weyl’s inequalities

n±(s1 + s2, T1 + T2) ≤ n±(s1, T1) + n±(s2, T2) (3.3)
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hold for each s1, s2 > 0.
Further, we denote by Sp, p ∈ (0,∞), the Schatten-von Neumann class of compact operators for which
the functional ‖T‖Sp

: =
(
p

∫∞
0
sp−1n∗(s;T ) ds

)1/p
is finite. If T ∈ Sp, p ∈ (0,∞), then the following

elementary inequality
n∗(s;T ) ≤ s−p‖T‖p

Sp
(3.4)

holds for every s > 0. If T = T ∗ ∈ Sp, p ∈ (0,∞), then (3.1) and (3.2) imply

n±(s;T ) ≤ s−p‖T‖p
Sp
, s > 0. (3.5)

Finally, we define the self-adjoint operators Re T := 1
2 (T + T ∗) and Im T := 1

2i (T − T ∗). Evidently,

n±(s; Re T ) ≤ 2n∗(s;T ), n±(s; Im T ) ≤ 2n∗(s;T ). (3.6)

3.2 Index of a pair of projections

A pair of orthogonal projections P , Q in a Hilbert space is called Fredholm, if

{1,−1} ∩ σess(P −Q) = ∅.

In particular, if P − Q is compact, then the pair P , Q is Fredholm. The index of a Fredholm pair is
given by the formula

index(P,Q) = dim Ker(P −Q− I)− dim Ker(P −Q+ I).

In particular, if P −Q ∈ S1, then index(P,Q) = Tr(P −Q). Clearly, one has

index(P,Q) = − index(Q,P ) = − index(I − P, I −Q).

If both P , Q and Q, R are Fredholm pairs and either P −Q or Q−R is compact, then the pair P , R
is also Fredholm and the following ‘chain rule’ holds true:

index(P,R) = index(P,Q) + index(Q,R). (3.7)

See e.g. [4] for the proof of the last statement and the details.
LetM and M̃ be bounded self-adjoint operators. If the spectral projections EM ((−∞, 0)), EfM ((−∞, 0))
are a Fredholm pair, we will use the shorthand notation

ind(M̃,M) := index(EfM ((−∞, 0)), EM ((−∞, 0))).

We will mostly use this notation in the case M̃ = M + A, where A is a compact self-adjoint operator
and M is a bounded self-adjoint operator such that 0 is not in the essential spectrum of M . In this case,
representing the spectral projections by Riesz integrals and using the resolvent identity, it is easy to see
that the difference EfM ((−∞, 0)) − EM ((−∞, 0)) is compact and therefore the above pair of spectral
projections is Fredholm.
Below we list the properties of ind that we will need in the paper.
(a) If A ∈ S1 and 0 is not in the essential spectrum of M (and, hence, of M +A), then

ind(M +A,M) = lim
ε→+0

ξ(−ε;M,M +A). (3.8)

This follows from the trace formula (1.1) after approximating the characteristic function of the interval
(−∞, 0) by smooth functions.
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(b) If 0 ≤ A ∈ S∞, and 0 is not in the spectrum of M , then one has a simple Birman-Schwinger type
formula for computing ind(M +A,M):

ind(M +A,M) = −
∑

s∈[0,1]

dim Ker(M + sA) = − rankEA1/2M−1A1/2((−∞,−1]); (3.9)

see [15, Corollary 4.8] and [23, Lemma 5.2] for the proof.
(c) One has a stability result for ind (see e.g. [15, Theorem 3.12] for the proof):

0 ∈ ρ(M +A), lim
n→∞

‖An −A‖ = 0 ⇒ lim
n→∞

ind(M +An,M) = ind(M +A,M). (3.10)

(d) If A is a finite rank operator, then

− rankA+ ≤ ind(M +A,M) ≤ rankA−,

where A± = 1
2 (|A| ±A). This follows from the property (a) and the analogous bound for the SSF (see

e.g. [31]).
(e) Let M̃ ≥M ; then ind(M̃,M) ≤ 0.

Proof. It suffices to prove that

Ker(EfM ((−∞, 0))− EM ((−∞, 0))− I) = {0}.

Suppose to the contrary that for a vector ψ 6= 0 one has (EfM ((−∞, 0)) − EM ((−∞, 0)) − I)ψ = 0;
then EfM ((−∞, 0))ψ = ψ and EM ((−∞, 0))ψ = 0. It follows that (M̃ψ, ψ) < 0 and (Mψ,ψ) ≥ 0 —
contradiction.

(f) Let M be a bounded self-adjoint operator such that [−a, a] ⊂ ρ(M) for some a > 0. Let A0 and A
be compact self-adjoint operators and suppose that ‖A‖ ≤ a. Then

ind(M +A0 + a,M + a) ≤ ind(M +A0 +A,M) ≤ ind(M +A0 − a,M − a).

Proof. By the chain rule,

ind(M +A0 +A,M) = ind(M +A0 +A,M +A0 − a) + ind(M +A0 − a,M).

By the property (e), ind(M + A0 + A,M + A0 − a) ≤ 0. This gives the second of the two required
inequalities. The first one can be obtained in a similar fashion.

(g) Combining the properties (d) and (f), one obtains the following bound. Let M be a bounded
self-adjoint operator such that [−a, a] ⊂ ρ(M) for some a > 0. Let A0 and A be compact self-adjoint
operators. Then

ind(M+A0 +a,M+a)−n+(a,A) ≤ ind(M+A0 +A,M) ≤ ind(M+A0−a,M−a)+n−(a,A). (3.11)

3.3 Representation of the SSF

Now we are ready to describe the required representation for the SSF.
Let H and H0 be two lower-bounded self-adjoint operators acting in the same Hilbert space. Let
λ0 < inf σ(H) ∪ σ(H0). First of all, assume that (1.2) holds for some γ > 0. Further, let

V := (H−H0) = K∗JK, (3.12)

such that J is a bounded self-adjoint operator with a bounded inverse, and

K(H0 − λ0)−1/2 ∈ S∞. (3.13)
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Finally, suppose that
K(H0 − λ0)−γ′ ∈ S2 (3.14)

holds for some γ′ > 0. For z ∈ C with Im z > 0 set T (z) := K(H0 − z)−1K∗.

Lemma 3.1. [8] Let (3.12) – (3.14) hold. Then for almost every E ∈ R the operator norm limit T (E+
i0) := n− limδ↓0 T (E+iδ) exists, and by (3.13) we have T (E+i0) ∈ S∞. Moreover, Im T (E+i0) ∈ S1.

Theorem 3.2. [15], [23] Let (1.2) and (3.12) – (3.14) hold. Then for almost every E ∈ R we have

ξ(E;H,H0) =
∫ ∞

−∞
ind(J−1 + Re T (E + i0) + t Im T (E + i0),J−1)dµ(t), (3.15)

where dµ(t) = π−1(1 + t2)−1dt.

The representation (3.15) was found in [15] for the case of trace class V. A generalisation for relatively
trace class perturbations was proven in [23].
Let us comment on the convergence of the integral in (3.15). Below we mimick the proof of [21, Lemma
2.1]. Choose s > 0 sufficiently small so that [−s, s] does not contain the spectrum of J−1. Using the
property (g) of ind, we obtain:

|ind(J−1 + Re T (E + i0) + tIm T (E + i0),J−1)| ≤ n∗(s,Re T (E + i0) + tIm T (E + i0)). (3.16)

Applying Weyl’s inequality (3.3), we obtain for any s1, s2 ∈ (0, 1), s1 + s2 = s:∫ ∞

−∞
n∗(s,Re T (E+i0)+tIm T (E+i0))dµ(t) ≤ n∗(s1,Re T (E+i0))+

∫ ∞

0

n∗(s2, tIm T (E+i0))dµ(t)

≤ n∗(s1,Re T (E + i0)) +
1
πs2

‖Im T (E + i0)‖S1 . (3.17)

This proves absolute convergence of the integral in (3.15) and provides a bound which we will use in
the sequel.
Suppose now that V satisfies (1.5). Then relations (3.12) – (3.14) hold with V = V , H0 = H0,
K = |V |1/2, J = signV and γ = γ′ = 1. For z ∈ C, Im z > 0, set T (z) := |V |1/2(H0 − z)−1|V |1/2. By
Lemma 3.1, for almost every E ∈ R the operator norm limit

T (E + i0) := n− lim
δ↓0

T (E + iδ) (3.18)

exists, and
0 ≤ ImT (E + i0) ∈ S1. (3.19)

It follows from Lemma 4.2 below that the limit in (3.18) exists and relation (3.19) is valid for every
E 6∈ 2bZ+. Denote

A(E) = ReT (E + i0), B(E) = ImT (E + i0), J = signV. (3.20)

Then (3.15) becomes

ξ(E;H(b),H0(b)) =
∫ ∞

−∞
ind(J +A(E) + tB(E), J)dµ(t), a.e. E ∈ R, (3.21)

the r.h.s. being well-defined for every E ∈ R \ 2bZ+.
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4 Preliminary uniform estimates

In Subsection 4.1 we obtain estimates of the spectrum of the sandwiched resolvent T (E + i0) which
will be essential for the proofs of Theorems 2.1, 2.3, 2.4 in Sections 5 and 8. Moreover, these estimates
allow us to prove Propositions 2.5 and 2.6, which is done in Subsection 4.2.

4.1 Estimates for the sandwiched resolvent

Recall (see e.g. [3]) the formula for the resolvent of H0(b):

(H0(b)− z)−1 =
∞∑

q=0

pq ⊗ r(z − 2bq), Im z > 0.

Here pq is the orthogonal projection onto the eigenspace corresponding to the Landau level 2bq of the
two-dimensional magnetic Hamiltonian

h(b) :=
(
i
∂

∂x1
− bx2

2

)2

+
(
i
∂

∂x2
+
bx1

2

)2

− b, (4.1)

and r(z) is the resolvent of −d2/dx2
3 in L2(R, dx3). Due to the assumption (1.5) on V , one can write

|V (x)| = M(x)〈X⊥〉−m⊥〈x3〉−m3 , where 0 ≤M ∈ L∞(R3).
For z ∈ C+ := {z ∈ C | Im z > 0}, consider the sandwiched resolvent

T (z) =
∞∑

q=0

Tq(z),

Tq(z) = M1/2((〈X⊥〉−m⊥/2pq〈X⊥〉−m⊥/2)⊗ t(z − 2bq))M1/2, t(z) = 〈x3〉−m3/2r(z)〈x3〉−m3/2.
(4.2)

Bounds on t(z). Recall that m3 > 1. Under this assumption, it is well known (and can be immediately
seen from the explicit form of the integral kernel of r(z)) that for z ∈ C+, the operator t(z) belongs to
the Hilbert-Schmidt class S2, is continuous in z ∈ C+ \ {0} in the Hilbert-Schmidt norm, and obeys
the bound

‖t(E + i0)‖S2 ≤
C(m3)√
|E|

, E ∈ R \ {0}, (4.3)

where C(m3) = (1/2)
∫

R〈x〉
−m3dx. It is less evident that similar properties hold true in the trace class

S1. This can be seen as follows. According to the spectral theorem, write

t(z) =
∫ ∞

0

F (ν)∗F (ν)
dν

ν − z
, z ∈ C+,

where F (ν) : L2(R) → C2 is given by

F (ν) : u(x) 7→
(

1
2
√
π
ν−1/4

∫ ∞

−∞
e+i

√
νx〈x〉−m3/2u(x)dx,

1
2
√
π
ν−1/4

∫ ∞

−∞
e−i

√
νx〈x〉−m3/2u(x)dx

)
.

It is easy to see that F (ν) belongs to the Hilbert-Schmidt class S2, and is Hölder continuous in ν in
the Hilbert-Schmidt norm. It follows that for any z ∈ C+, the operator t(z) belongs to the trace class,
is continuous in z ∈ C+ \ {0} in the trace norm and satisfies the bound

‖t(E + i0)‖S1 ≤
C√
|E|

(1 + E
1/4
+ ), E ∈ R \ {0}. (4.4)
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The r.h.s. in (4.4) can be replaced by C√
|E|

(1 + Eδ
+) for any δ > 0, but for our purposes it suffices to

take δ = 1/4. Finally, a direct inspection of the integral kernel shows that for all E 6= 0, Im t(E + i0)
has rank two and one has the estimate

‖Im t(E + i0)‖p
Sp
≤ C|E|−p/2 (4.5)

for any 0 < p ≤ 1.
A bound on 〈X⊥〉−m⊥/2pq〈X⊥〉−m⊥/2. One has an explicit formula for the integral kernel of pq:

Kq,b(x,x′) =
b

2π
L(0)

q

(
b|x− x′|2

2

)
exp

(
− b

4
(|x− x′|2 + 2i(x′1x2 − x1x

′
2))

)
(4.6)

(see e.g. [20] or [27, Subsection 2.3.2]) where the Laguerre polynomials L(0)
q are defined in (9.7) below.

Note that Kq,b(x,x) = b
2π for each q ∈ Z+ and x ∈ R2. Using this fact, we immediately obtain

‖〈X⊥〉−m3pq‖2S2
= ‖〈X⊥〉−m⊥/2pq〈X⊥〉−m⊥/2‖S1 = Tr(〈X⊥〉−m⊥/2pq〈X⊥〉−m⊥/2)

=
b

2π

∫
R2
〈X⊥〉−m⊥dX⊥ = Cb. (4.7)

Later on, we will prove a stronger bound (see Lemma 8.1).
Bounds on Tq(z). Putting together the above bounds in (4.2), we obtain

Lemma 4.1. For any z ∈ C+, the operator Tq(z) belongs to the trace class S1, and continuously
depends on z ∈ C+ \ {2bq} in the trace class norm. Moreover,

‖Tq(E + i0)‖ ≤ C1

|E − 2bq|1/2
, E ∈ R \ {2bq}, (4.8)

‖Tq(E + i0)‖S1 ≤
C2b

|E − 2bq|1/2
(1 + |E − 2bq|1/4), E ∈ R \ {2bq}. (4.9)

In the sequel for E ∈ R \ {2bq} and for λ ∈ R \ {0} we denote

Tq(E) = M1/2((〈X⊥〉−m⊥/2pq〈X⊥〉−m⊥/2)⊗ t(E − 2bq))M1/2, t(λ) = 〈x3〉−m3/2r(λ+ i0)〈x3〉−m3/2.
(4.10)

Finally, we get a bound for T (z).

Lemma 4.2. For any z ∈ C+, the operator T (z) is compact, continuously depends on z ∈ C+ \ 2bZ+

in the operator norm, and obeys the estimate

‖T (E + i0)‖ ≤ C0C(m3)
dist(E, 2bZ+)1/2

, E ∈ R \ 2bZ+. (4.11)

Moreover, for E ∈ R \ 2bZ+, the operator B(E) = T (E + i0) is non-negative, and vanishes if E < 0.
Further, B(E) belongs to the trace class S1, and continuously depends on E ∈ R \ 2bZ+ in the trace
norm. Finally, for 2b(q0 − 1) < E < 2bq0, q0 ∈ Z+, q0 ≥ 1, and r = 0, 1, we have

Tr(JrB(E)) =
b

4π

q0−1∑
q=0

(E − 2bq)−1/2

∫
R3

(signV (x))r|V (x)|dx. (4.12)

Proof. Compactness follows from the diamagnetic inequality; in fact, one has T (z) ∈ S2, but we do not
need this fact here. Next, fix q0 ∈ Z+. For E < 2bq0, E ∈ R \ 2bZ+, continuity in the operator norm
can be seen by representing

T (E + i0) =
q0−1∑
q=0

Tq(E) + T+
q0

(E). (4.13)
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Here each Tq(E) is continuous by Lemma 4.1 and T+
q0

(E) is even analytic in E ∈ C \ [2bq0,∞) by the
spectral theorem. Using (4.3), one obtains

‖T (E + i0)‖ ≤ C0‖
∞∑

q=0

pq ⊗ t(E − 2bq)‖ ≤ C0 sup
q∈Z+

‖t(E − 2bq)‖ ≤ C0C(m3)
dist(E, 2bZ+)1/2

.

Taking imaginary parts in (4.13) gives

B(E) =
q0−1∑
q=0

Bq(E), E < 2bq0, E ∈ R \ 2bZ+,

where Bq(E) = ImTq(E) is trace norm continuous by Lemma 4.1. Note that the relations B(E) ≥ 0
for E ∈ R \ 2bZ+, and B(E) = 0 for E < 0, follow easily from the definition of the operator T (z) (see
(4.2)).
Finally, from (4.10), (4.6) and the explicit formula for the integral kernel of Im t(λ),

〈x3〉−m3/2 cos(
√
λ (x3 − x′3))
2
√
λ

〈x′3〉−m3/2, x3, x
′
3 ∈ R,

we obtain (4.12).

4.2 Proof of Propositions 2.5 and 2.6

1. Proof of Proposition 2.5.
Let us identify the SSF with the r.h.s. of representation (3.21) and prove its continuity on the set
R \ (σp(H(b)) ∪ 2bZ+). According to the stability result of [15, Theorem 3.12], the r.h.s. of (3.21) is
continuous in E at the point E = E0 if the following conditions are satisfied:

lim
E→E0

‖A(E)−A(E0)‖ = 0, lim
E→E0

‖B(E)−B(E0)‖S1 = 0. (4.14)

0 ∈ ρ(J +A(E0) + τB(E0)) for some τ ∈ R. (4.15)

The limiting relations (4.14) are met by Lemma 4.2. By the analytic Fredholm alternative, (4.15) will
follow from 0 ∈ ρ(J + A(E0) + iB(E0)) or, equivalently, from −1 ∈ ρ(JT (E0 + i0)). By mimicking
Agmon’s ‘bootstrap argument’ [2], one obtains that for E0 ∈ R \ 2bZ+,

−1 ∈ σ(JT (E0 + i0)) ⇔ E0 ∈ σp(H(b)). (4.16)

Thus, condition (4.15) holds true for all E0 ∈ R \ (σp(H(b)) ∪ 2bZ+).
Let us now prove that the r.h.s. of representation (3.21) is bounded on any closed interval which does
not contain Landau levels. By the bound (3.17), one has

|
∫ ∞

−∞
ind(J +A(E) + tB(E), J)dµ(t)| ≤ n(1/3, A(E)) +

3
π
‖B(E)‖S1 .

By Lemma 4.2, the r.h.s. is bounded on any closed interval of R \ 2bZ+.
2. Proof of Proposition 2.6.
By (4.16), the problem reduces to an estimate on the norm of T (E + i0). The estimate (4.11) shows
that for dist(E, 2bZ+) > C2

0C(m3)2, one has ‖T (E + i0)‖ < 1 and therefore E /∈ σp(H(b)).

5 SSF asymptotics of order
√

b

In this section we study the asymptotic behaviour, as b→ +∞, of the SSF ξ(E;H,H0) in two situations.
First to prove Theorem 2.1 we consider energies far from Landau levels, that is for E = Eb + λ with
E ∈ R\2Z+. Then to prove Theorem 2.4 we consider energies under Landau levels, that is E = 2q0b+λ,
with λ < Λ (Λ: = minX⊥∈R2 inf σ(χ(X⊥))).
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5.1 Abstract Lemma

First let us prove a simple lemma of an abstract nature. This lemma might be of an independent
interest. Note that formulae similar to (5.17) can be found in [15].

Lemma 5.1. Let A = A∗ be a compact operator, 0 ≤ B ∈ S1, and let J = J∗ = J−1. Suppose that
0 ∈ ρ(J +A). Then∫ ∞

−∞
ind(J +A+ tB, J)dµ(t) = ind(J +A, J) + π−1 Tr arctan(B1/2(J +A)−1B1/2) (5.17)

and∣∣∣π−1 Tr arctan(B1/2(J +A)−1B1/2)− π−1 Tr(JB)
∣∣∣ ≤ 1

3
‖(J +A)−1‖3 TrB3 + |Tr(BJA(J +A)−1)|.

(5.18)

Proof. Using the ‘chain rule’ (3.7) and integrating, we get∫ ∞

−∞
ind(J +A+ tB, J)dµ(t) = ind(J +A, J) +

∫ ∞

−∞
ind(J +A+ tB, J +A)dµ(t).

Let us split the integral in the r.h.s. into the sum of integrals over (−∞, 0) and (0,∞). Using (3.9), we
obtain:∫ ∞

−∞
ind(J+A+tB, J+A)dµ(t) =

∫ ∞

0

ind(J+A+tB, J+A)dµ(t)+
∫ ∞

0

ind(J+A−tB, J+A)dµ(t)

= −
∫ ∞

0

n−(1, tB1/2(J +A)−1B1/2)dµ(t) +
∫ ∞

0

n+(1, tB1/2(J +A)−1B1/2)dµ(t)

= π−1 Tr arctan(B1/2(J +A)−1B1/2).

This proves formula (5.17).
Let us prove the bound (5.18). Denoting M = B1/2(J +A)−1B1/2, we get

Tr arctanM − TrM =
∫ ∞

0

n+(t,M)
1 + t2

dt−
∫ ∞

0

n−(t,M)
1 + t2

dt−
∫ ∞

0

n+(t,M)dt+
∫ ∞

0

n−(t,M)dt,

and therefore

|Tr arctanM − TrM | ≤
∫ ∞

0

t2n∗(t,M)
1 + t2

dt ≤
∫ ∞

0

t2n∗(t,M)dt =
1
3
‖M‖3S3

≤ 1
3
(‖B1/2‖2S6

‖(J +A)−1‖)3 =
1
3
‖(J +A)−1‖3 TrB3.

Finally,
|TrM − Tr JB| =

∣∣∣Tr(B1/2((J +A)−1 − J)B1/2)
∣∣∣ = |Tr(BJA(J +A)−1)|.

This proves the estimate (5.18).

Now, using notation (3.18), (3.20) and (4.10), we will employ Lemma 5.1 to prove Theorem 2.1 and
Theorem 2.4.
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5.2 Proof of Theorem 2.1

We will use the representation (3.21) and Lemma 5.1. Denote q0 = [E/2]. Suppose that b is sufficiently
large so that Eb+ λ < 2(q0 + 1)b for all λ ∈ ∆. Then by (4.12)

π−1 Tr JB(Eb+ λ) =
b

4π2

q0∑
q=0

(Eb+ λ− 2bq)−1/2

∫
R3
V (x)dx

=
b1/2

4π2

q0∑
q=0

(E − 2q)−1/2

∫
R3
V (x)dx +O(1), b→ +∞, (5.19)

uniformly over λ ∈ ∆. Next, by (4.11),

sup
λ∈∆

‖T (Eb+ λ+ i0)‖ = O(b−1/2), b→∞. (5.20)

It follows that for all sufficiently large b,

sup
λ∈∆

‖A(Eb+ λ+ i0)‖ < 1/2 (5.21)

and therefore ind(J +A(Eb+ λ), J) = 0, λ ∈ ∆.
Let us estimate the error terms given by the r.h.s. of (5.18). By (5.21), for all sufficiently large b one
has supλ∈∆‖(J +A(Eb+ λ))−1‖ ≤ 2. Using this and (5.19), (5.20) and Lemma 4.2 we obtain:

‖(J +A)−1‖3 TrB3 ≤ 2‖B‖2 TrB = O(b−1)O(b1/2) = O(b−1/2), b→∞;

|Tr(BJA(J +A)−1)| ≤ TrB‖A‖‖(J +A)−1‖ = O(b1/2)O(b−1/2) = O(1), b→∞,

uniformly over λ ∈ ∆. This completes the proof of Theorem 2.1.

5.3 Proof of Theorem 2.4

Lemma 5.2. Assume that (1.5) hold and that the partial derivatives of 〈x3〉m3V with respect to the vari-
ables X⊥ ∈ R2 exist and are uniformly bounded in R3. Then we have limb→∞ ‖(1−Pq0)〈x3〉m3V Pq0‖ =
0, where Pq = pq ⊗ I in L2(R3) = L2(R2, dX⊥)⊗ L2(R, dx3).

The proof of Lemma 5.2 can be found in Subsection 9.2.

Proof of Theorem 2.4. We will use the representation (3.21) and Lemma 5.1.
1. First observe that for any λ < 0, the operator Tq0(2q0b + λ) is selfadjoint and non-negative and
belongs to the trace class. Let us prove that

ind(J + Tq0(2q0b+ λ), J) = 0, ∀λ ∈ ∆, (5.22)

sup
λ∈∆

‖(J + Tq0(2q0b+ λ))−1‖ ≤ C, where C does not depend on b > 0. (5.23)

Consider the operator I⊗χ0+V in L2(R3) = L2(R2, dX⊥)⊗L2(R, dx3). Our assumption ∆ ⊂ (−∞,Λ)
means that sup∆ < Λ = inf σ(I ⊗ χ0 + V ) and therefore, by the Birman-Schwinger principle,

sup
λ∈∆

‖(I ⊗ χ0 − λ)−1/2V (I ⊗ χ0 − λ)−1/2‖ < 1.

It follows that
sup
λ∈∆

‖(pq0 ⊗ (χ0 − λ)−1/2)V (pq0 ⊗ (χ0 − λ)−1/2)‖ < 1,
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or equivalently,
sup
λ∈∆

‖(Tq0(2q0b+ λ))1/2J(Tq0(2q0b+ λ))1/2‖ < 1. (5.24)

¿From here, using the formula

(J + Tq0)
−1 = J − JT 1/2

q0
(I + T 1/2

q0
JT 1/2

q0
)−1T 1/2

q0
J

and the estimate (4.8), we obtain (5.23). Using (3.9) and (5.24), we get (5.22).
2. Next, similarly to (4.11) we have

sup
λ∈∆

‖A(2bq0 + λ)− Tq0(2bq0 + λ)‖ ≤ C0 sup
λ∈∆

‖〈x3〉−m3/2
(∑
q 6=q0

pq ⊗ r(2b(q0 − q) + λ+ i0)
)
〈x3〉−m3/2‖

≤ C0C(m3) sup{|2b(q0 − q) + λ|−1/2 | q ∈ Z+, q 6= q0, λ ∈ ∆} = O(b−1/2), b→∞. (5.25)

¿From here and (5.22) by the stability of index, one has

ind(J +A(2bq0 + λ), J) = 0, λ ∈ ∆, (5.26)

for all sufficiently large b. Also, from (5.23) and (5.25) we get

sup
λ∈∆

‖(J +A(2bq0 + λ))−1‖ = O(1), b→∞. (5.27)

3. Let us apply Lemma 5.1. For the leading term, we have formula (5.19) which gives the limiting
expression in (2.5). Now let us check that the remainder terms given by the r.h.s. of (5.18) can be
estimated as o(b1/2). Consider the term ‖(J +A)−1‖3 TrB3. For λ < 0,

B(2bq0 + λ) =
q0−1∑
q=0

ImTq(2bq0 + λ), (5.28)

and so by (5.19) and (4.11),
sup
λ∈∆

TrB3(2bq0 + λ) = O(b−
1
2 ). (5.29)

Combining this with (5.27), we get the required bound for ‖(J +A)−1‖3 TrB3.
4. Finally, consider the term Tr(BJA(J +A)−1). Let us prove that

sup
λ∈∆

‖B(2q0b+ λ)JA(2q0b+ λ)‖S1 = o(b1/2), b→∞. (5.30)

By (5.25) and (5.19), it suffices to prove that

sup
λ∈∆

‖B(2q0b+ λ)JTq0(2q0b+ λ)‖S1 = o(b1/2), b→∞.

By (5.28), it suffices to consider Im (Tq(2q0b+λ))JTq0(2q0b+λ) for any fixed q < q0. Using the notation
M(x) = |V (x)|〈X⊥〉m⊥〈x3〉m3 and V⊥(X⊥, x3) := 〈x3〉m3V (X⊥, x3), we obtain

Im (Tq(2q0b+ λ))JTq0(2q0b+ λ)

= M1/2(〈X⊥〉−m⊥/2pq ⊗ Im t(2b(q0 − q) + λ))PqV⊥Pq0(pq0〈X⊥〉−m⊥ ⊗ t(λ))M1/2.

By Lemma 5.2, as b tends to infinity, we have ‖PqV⊥Pq0‖ = o(1). Next, by (4.3) and (4.7), we have

‖〈X⊥〉m⊥/2pq ⊗ Im t(2b(q0 − q) + λ)‖S2 ≤ Cb1/2|2b(q0 − q)− λ|−1/2 = O(1), b→∞,

‖pq0〈X⊥〉m⊥/2 ⊗ t(λ)‖S2 = O(b1/2), b→∞,

uniformly over λ ∈ ∆. Combining the above bounds, we get (5.30).

15



6 Properties of ξ(λ; χ(X⊥), χ0)

Here we prepare some auxiliary statements for the proof of Theorem 2.4. These statements concern
the SSF ξ(λ;χ(X⊥), χ0). We will use the representation (3.15) for ξ(λ;χ(X⊥), χ0). With the notation

τ(X⊥, λ) = |V (X⊥, ·)|1/2(χ0 − λ− i0)−1|V (X⊥, ·)|1/2, (6.1)
ι(X⊥) = signV (X⊥, ·), α(X⊥, λ) = Re τ(X⊥, λ), β(X⊥, λ) = Im τ(X⊥, λ), (6.2)

this representation reads

ξ(λ;χ(X⊥), χ0) =
∫ ∞

−∞
ind(ι(X⊥) + α(X⊥, λ) + tβ(X⊥, λ), ι(X⊥))dµ(t), a.e. λ ∈ R. (6.3)

Along with the operator χ(X⊥), we consider its modification: for η ∈ R, |η| 6= 1, let

χ(X⊥, η) = χ0 + |V (X⊥, ·)|(ι(X⊥)− η)−1.

According to (3.15), for this operator we have

ξ(λ;χ(X⊥, η), χ0) =
∫ ∞

−∞
Ξλ(η,X⊥, t)dµ(t), a.e. λ ∈ R, (6.4)

where
Ξλ(η,X⊥, t) := ind(ι(X⊥) + α(X⊥, λ) + tβ(X⊥, λ)− η, ι(X⊥)− η), |η| 6= 1. (6.5)

We will need some continuity and measurability properties of Ξλ(η,X⊥, t).

Lemma 6.1. (i) The set

Ω = {(λ, η,X⊥, t) | η /∈ σ(ι(X⊥) + α(X⊥, λ) + tβ(X⊥, λ)), λ 6= 0, |η| 6= 1}

is open in R × R × R2 × R and the function Ξλ(η,X⊥, t) is constant on connected components of this
set.
(ii) The function Ξλ(η,X⊥, t) is lower semicontinuous on the set

{(λ, η,X⊥, t) | λ 6= 0, |η| 6= 1, X⊥ ∈ R2, t ∈ R}.

Proof. 1. First consider the difference of resolvents

(ι(X⊥) + α(X⊥, λ) + tβ(X⊥, λ)− z)−1 − (ι(X⊥)− z)−1

for a fixed z away from the spectra of ι(X⊥) and ι(X⊥) + α(X⊥, λ) + tβ(X⊥, λ). Let us prove that
this difference continuously depends on λ, X⊥, t in the trace norm. Here the only non-trivial issue is
continuous dependence on X⊥ (observe that ι(X⊥) is not continuous in X⊥ even in the operator norm).
In order to prove continuous dependance on X⊥, first observe that the operators α(X⊥, λ)+ tβ(X⊥, λ),
ι(X⊥)(α(X⊥, λ) + tβ(X⊥, λ)), (α(X⊥, λ) + tβ(X⊥, λ))ι(X⊥), and ι(X⊥)(α(X⊥, λ) + tβ(X⊥, λ))ι(X⊥)
continuously depend on X⊥ in the trace norm. Using the identity

(ι+ α+ tβ − z)−1 − (ι− z)−1 = −(I + (ι− z)−1(α+ tβ))−1(ι− z)−1(α+ tβ)(ι− z)−1,

and expanding (ι− z)−1 in norm convergent series, we obtain the desired statement.
2. From the result of the previous step we obtain that the eigenvalues of ι(X⊥)+α(X⊥, λ)+ tβ(X⊥, λ)
continuously depend on λ, X⊥, t. This proves that Ω is open. As α(X⊥, λ) + tβ(X⊥, λ) is of the trace
class, one has

Ξλ(η,X⊥, t) = index(Eι(X⊥)+α(X⊥,λ)+tβ(X⊥,λ)((−∞, η)), Eι(X⊥)((−∞, η)))
= Tr(Eι(X⊥)+α(X⊥,λ)+tβ(X⊥,λ)((−∞, η))− Eι(X⊥)((−∞, η))).
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Representing the above spectral projections as Riesz integrals, and using the result of the first step of
the proof, we see that Ξλ(η,X⊥, t) is continuous on Ω. As Ξλ(η,X⊥, t) is integer-valued, it is constant
on connected components of Ω. Precisely the same reasoning also shows that Ξλ(η,X⊥, t) is lower
semicontinuous on the whole range of its variables.

Recall that lower semicontinuous functions are measurable. Thus, Lemma 6.1 ensures that Ξλ(η,X⊥, t)
is measurable with respect to any combination of its variables. We will need to integrate Ξλ(η,X⊥, t)
with respect to some of its variables; integrability is provided by the following

Lemma 6.2. (i) For any p ∈ (0, 1), one has the bound

sup
|η|≤1/2

|Ξλ(η,X⊥, t)| ≤ C(1 + λ
1/4
+ )|λ|−1/2〈X⊥〉−m⊥ + C|λ|−p/2tp〈X⊥〉−pm⊥ . (6.6)

(ii) For any t ∈ R and any ∆ ⊂ R \ {0}, one has

sup
λ∈∆

∫ ∞

−∞
dη

∫
R2
dX⊥|Ξλ(η,X⊥, t)| <∞. (6.7)

Proof. (i) Recall that τ(X⊥, λ) is a trace class operator which satisfies (4.4) and β(X⊥, λ) has rank two
and satisfies (4.5). Thus, by the estimate (1.5) on V , we have

‖α(X⊥, λ)‖S1 ≤
C√
|λ|

(1 + λ
1/4
+ )〈X⊥〉−m⊥ , ‖β(X⊥, λ)‖p

Sp
≤ C|λ|−p/2〈X⊥〉−pm⊥ . (6.8)

Using these bounds and arguing similarly to (3.16), (3.17), we obtain for any p ∈ (0, 1):

sup
|η|≤1/2

|Ξλ(η,X⊥, t)| ≤ n∗(1/4, α(X⊥, λ) + tβ(X⊥, λ)) ≤ n∗(1/8, α(X⊥, λ)) + n∗(1/8, tβ(X⊥, λ))

≤ ‖8α(X⊥, λ)‖S1 + ‖8tβ(X⊥, λ)‖p
Sp
≤ C(1 + λ

1/4
+ )|λ|−1/2〈X⊥〉−m⊥ + C|λ|−p/2tp〈X⊥〉−pm⊥ .

(ii) First note that by the property (a) of ind, one has

Ξλ(η,X⊥, t) = − lim
ε→+0

ξ(η − ε; ι(X⊥) + α(X⊥, λ) + tβ(X⊥, λ), ι(X⊥)). (6.9)

Using this fact and Krein’s bound for the SSF (see e.g. [31, Theorem 8.2.1]), we obtain:∫ ∞

−∞
dη

∫
R2
dX⊥|ξ(η; ι(X⊥) + α(X⊥, λ) + tβ(X⊥, λ), ι(X⊥))|

≤
∫

R2
‖α(X⊥, λ) + tβ(X⊥, λ)‖S1dX⊥ <∞.

This completes the proof.

Lemma 6.3. (i) For any η ∈ [−1/2, 1/2] and any X⊥ ∈ R2, the function
∫∞
−∞ Ξλ(η,X⊥, t)dµ(t) is

continuous in λ > 0 and right continuous in λ < 0.
(ii) The function

∫
R2 dX⊥

∫∞
−∞ dµ(t) Ξλ(η,X⊥, t) is continuous in λ > 0 and η ∈ [−1/2, 1/2].

Proof. (i) Let us first prove continuity in λ > 0. We shall use the dominated convergence theorem;
Lemma 6.2(i) gives an integrable bound, and Lemma 6.1(i) provides continuity of the integrand away
from the set S := {t | η ∈ σ(ι(X⊥) + α(X⊥, λ) + tβ(X⊥, λ))}. We only need to prove that this set
has zero measure in R. By the analytic Fredholm alternative, one has t ∈ S either for countably
many t or for all t ∈ C. Let us show that the latter is impossible. Indeed, if i ∈ S, then −1 ∈
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σ((ι(X⊥)−η)−1(α(X⊥, λ)+ iβ(X⊥, λ))), and by the classical Agmon’s ‘bootstrap argument’, it follows
that λ > 0 is an eigenvalue of the one-dimensional Schrödinger operator χ(X⊥, η), which is impossible.
This proves continuity in λ > 0.
Lower semicontinuity of Ξλ(η,X⊥, t) is retained by its integral over t. Also, Ξλ(η,X⊥, t), and therefore
its integral, is non-increasing in λ < 0. It follows that the integral of Ξλ(η,X⊥, t) is right continuous
for λ < 0.
(ii) can be proved by following the same argument.

Proof of Proposition 2.2. 1. Lemma 6.3(i) shows that with our choice of ξ(λ;χ(X⊥), χ0) (continuous
in λ > 0 and right continuous in λ < 0), the equality (6.3) holds true for all λ 6= 0. Then integrability
of ξ(λ;χ(X⊥), χ0) is ensured by the estimate (6.6) with 2/m⊥ < p < 1.
2. In view of (1.3), the second statement is obvious.

7 Asymptotic trace formulae

In this section we establish the key limiting relation used in the proof of Theorem 2.3. Let Tq(E) be
as above (see (4.10)) and denote

Aq = ReTq(2qb+ λ), Bq = ImTq(2qb+ λ), J = signV. (7.1)

Moreover, we use the notation introduced in (6.1) – (6.2).

Proposition 7.1. Let (1.5) hold and let ∆ be a compact interval in R \ {0}. Then for every t ∈ R and
each integers p ≥ 1, r ≥ 0 we have

lim
b→∞

b−1Tr ((Aq0 + tBq0)
pJr) =

1
2π

∫
R2

Tr ((α(X⊥, λ) + tβ(X⊥, λ))pι(X⊥)r) dX⊥, (7.2)

where convergence is uniform in λ ∈ ∆.

Proof. Since J2 = I and ι(X⊥)2 = I, we have only to consider the cases r = 0 and r = 1. For r = 0 or
r = 1, we have

Tr ((Aq0 + tBq0)
pJr) =∫

R2p

∫
Rp

(signV (X⊥,1, x3,1))rΠp
j=1|V (X⊥,j , x3,j)|×

Π′p
j=1Kq0,b(X⊥,j , X⊥,j+1)Rλ,t(x3,j − x3,j+1)Π

p
j=1dX⊥,jdx3,j

where

Rλ,t(x) :=

 − sin(
√

λ|x|)
2
√

λ
+ t cos(

√
λ x)

2
√

λ
if λ > 0,

e−
√
−λ|x|

2
√
−λ

if λ < 0,
t ∈ R, x ∈ R,

and the notation Π′p
j=1 means that in the product of p factors the variables X⊥,p+1 and x3,p+1 should

be set equal respectively to X⊥,1 and x3,1. For p = 1 the claimed asymptotic is an equality because
Kq,b(X⊥, X⊥) = b

2π . For p ≥ 2, let us change the variables

X⊥,1 = X ′
⊥,1, X⊥,j = X ′

⊥,1 + b−1/2X ′
⊥,j , j = 2, . . . , p. (7.3)

Thus we obtain
Tr ((Aq0 + tBq0)

pJr) =

b

∫
R2p

∫
Rp

(signV (X⊥,1, x3,1))r|V (X ′
⊥,1, x3,1)|Πp

j=2|V (X ′
⊥,1 + b−1/2X ′

⊥,j , x3,j)| ×
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Kq0,1(0, X ′
⊥,2)Π

p−1
j=2Kq0,1(X ′

⊥,j , X
′
⊥,j+1)Kq0,1(X ′

⊥,p, 0) Π′p
j=1Rλ,t(x3,j − x3,j+1)Π

p
j=1dX

′
⊥,jdx3,j . (7.4)

Here and in the sequel, if p = 2, then the product Πp−1
j=2Kq0,b(X⊥,j , X⊥,j+1) should be set equal to one.

The modulus of the integrand on the r.h.s of (7.4) is upper-bounded by the L1(R3p)-function(
1+|t|
2
√
|λ|

)p

〈X ′
⊥,1〉

−m⊥P(X ′
⊥,2, . . . , X

′
⊥,p)e

−g
Pp

j=2 |X
′
⊥,j

|2Πp
j=1〈x3,j〉−m3

where P is a polynomial, and g is a positive constant. Moreover, for each (X⊥
′
,1, x3,1, . . . , X⊥

′
,p, x3,p)

we have
lim

b→∞
|V (X ′

⊥,1, x3,1)|Πj=2|V (X ′
⊥,1 + b−1/2X ′

⊥,j , x3,j)| = Πp
j=1|V (X ′

⊥,1, x3,j)|.

Applying the dominated convergence theorem, we find that (7.4) entails

lim
b→∞

b−1Tr ((Aq0 + tBq0)
pJr) =∫

R2

∫
Rp

Πp
j=1|V (X⊥,1, x3,j)|Π′p

j=1Rλ,t(x3,j − x3,j+1)(signV (X⊥,1, x3,1))rdX⊥,1Π
p
j=1dx3,j ×∫

R2(p−1)
Kq0,1(0, X⊥,2)Π

p−1
j=2Kq0,1(X⊥,j , X⊥,j+1)Kq0,1(X⊥,p, 0)Πp

j=2dX⊥,j =∫
R2

Tr
(
(α(X⊥,1, λ) + tβ(X⊥,1, λ))pι(X⊥,1)

r
)
dX⊥,1×∫

R2(p−1)
Kq0,1(0, X⊥,2)Π

p−1
j=2Kq0,1(X⊥,j , X⊥,j+1)Kq0,1(X⊥,p, 0)Πp

j=2dX⊥,j , (7.5)

uniformly in λ ∈ ∆. In order to conclude that (7.5) is equivalent to (7.2), it remains to note that∫
R2(p−1)

Kq0,1(0, X⊥,2)Π
p−1
j=2Kq0,1(X⊥,j , X⊥,j+1)Kq0,1(X⊥,p, 0)Πp

j=2dX⊥,j = Kq0,1(0, 0) =
1
2π
.

Corollary 7.2. For any polynomial φ and any t ∈ R, one has

lim
b→∞

b−1 Tr(φ(J +Aq0 + tBq0)−φ(J)) =
1
2π

∫
R2
dX⊥ Tr(φ(ι(X⊥)+α(X⊥, λ)+ tβ(X⊥, λ))−φ(ι(X⊥))),

where the convergence is uniform in λ on compact subsets of R \ {0}.

Proof. By the linearity of the trace and of the integral, it is sufficient to prove the lemma for φ(x) = xk,
k ∈ Z+. Using the cyclicity of the trace, we have:

Tr
(
(J +Aq0 + tBq0)

k − Jk
)

=
k∑

p=1

k!
(k − p)! p!

Tr
(
(Aq0 + tBq0)

pJk−p
)
.

Then applying again the cyclicity of the trace and Proposition 7.1, we deduce:

lim
b→∞

b−1 Tr
(
(J +Aq0 + tBq0)

k − Jk
)

=

1
2π

∫
R2

k∑
p=1

k!
(k − p)! p!

Tr
(
(α(X⊥, λ) + tβ(X⊥, λ))pι(X⊥)k−p

)
dX⊥ =

1
2π

∫
R2

Tr
(
(ι(X⊥) + α(X⊥, λ) + tβ(X⊥, λ))k − ι(X⊥)k

)
dX⊥.

This completes the proof of Corollary 7.2.
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8 SSF asymptotics of order b: Proof of Theorem 2.3

In this section we use the above results and the notation (3.18), (3.20), (4.10), (7.1) to prove Theorem
2.3.

Lemma 8.1. For any q ∈ Z+ and any p > 2/m⊥, one has

‖pq〈X⊥〉−m⊥pq‖p
Sp

= O(b), b→∞.

The proof of the lemma can be found in Subsection 9.4.
Fix q0 ∈ Z+. All ‘constants’ C appearing in the proof, may depend on V and q0.

Lemma 8.2. Assume (1.5) and let ∆ be a compact interval in R \ {0}. Then:
(i) For all b > 0 and all q ∈ Z+, one has Tq(2bq0 + λ) ∈ S1 and

sup
λ∈∆

‖Tq(2bq0 + λ)‖S1 = O(b3/4), b→∞, if q 6= q0,

sup
λ∈∆

‖Tq0(2bq0 + λ)‖S1 = O(b), b→∞.

(ii) For any p > 2/m⊥ and λ 6= 0, one has Bq0(2bq0 + λ) ∈ Sp and

sup
λ∈∆

‖Bq0(2bq0 + λ)‖p
Sp

= O(b), b→∞.

Proof. First note that by (1.5), the proof reduces to the case V (x) = 〈X⊥〉−m⊥〈x3〉−m3 . Let us consider
this case. One has

Tq(2bq0 + λ) = 〈X⊥〉−m⊥/2pq〈X⊥〉−m⊥/2 ⊗ t(2b(q0 − q) + λ).

Since the Sp-norms of the operators pq〈X⊥〉−m⊥pq and 〈X⊥〉−m⊥/2pq〈X⊥〉−m⊥/2 coincide, the state-
ment follows from Lemma 8.1, the bounds (4.4), (4.5), and the fact that t(λ) is of rank two.

Proof of Theorem 2.3
1. Let us first prove that for any η ∈ (0, 1),

lim sup
b→∞

sup
λ∈∆1∪∆2

{
b−1

∫ ∞

−∞
ind(J +A+ tB, J)dµ(t)

−
∫ ∞

−∞
b−1 ind(J − η +Aq0 + tBq0 , J − η)dµ(t)

}
≤ 0, (8.1)

By (3.11) and (3.17), ∫ ∞

−∞
ind(J +A+ tB, J)dµ(t) ≤∫ ∞

−∞
ind(J − η +Aq0 + tBq0 , J − η)dµ(t) +

∫ ∞

−∞
n−(η,A−Aq0 + t(B −Bq0))dµ(t) ≤∫ ∞

−∞
ind(J − η +Aq0 + tBq0 , J − η)dµ(t) + n−(η/2, A−Aq0) +

2
πη
‖B −Bq0‖S1 .

By a calculation similar to (5.25), we get

sup
λ∈∆1∪∆2

‖A(2q0b+ λ)−Aq0(2q0b+ λ)‖ = O(b−1/2),
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and therefore n−(η/2, A−Aq0) = 0, λ ∈ ∆1 ∪∆2 for all sufficiently large b. Next, by Lemma 8.2(i),

sup
λ∈∆1∪∆2

‖B(2q0b+ λ)−Bq0(2q0b+ λ)‖S1 = sup
λ∈∆1∪∆2

‖
q0−1∑
q=0

Bq(2q0b+ λ)‖S1 = O(b3/4), b→∞.

This proves the bound (8.1).
2. Below we prove that for any η ∈ (0, 1/2),

lim sup
b→∞

sup
λ∈∆1∪∆2

{
b−1

∫ ∞

−∞
ind(J − η +Aq0 + tBq0 , J − η)dµ(t)

− 1
2π

∫
R2
dX⊥

∫ ∞

−∞
dµ(t)Ξλ(2η,X⊥, t)

}
≤ 0. (8.2)

Fix t ∈ R. Applying Corollary 7.2, Krein’s trace formula (1.1), and (3.8) we get for any polynomial φ

sup
λ∈∆1∪∆2

∣∣∣∣∫ ∞

−∞
b−1 ind(J − η +Aq0 + tBq0 , J − η)φ(η)dη − 1

2π

∫
R2
dX⊥

∫ ∞

−∞
dη Ξλ(η,X⊥, t)φ(η)

∣∣∣∣ → 0

(8.3)
as b→∞. Further, the bounds

sup
b>0

sup
λ∈∆1∪∆2

‖Tq0(2bq0 + λ)‖ <∞, sup
X⊥∈R2

sup
λ∈∆1∪∆2

‖τ(X⊥, λ)‖ <∞,

ensure that for all λ ∈ ∆1 ∪∆2, the functions ind(J − η + Aq0 + tBq0 , J − η) and Ξλ(η,X⊥, t) vanish
when η is outside some fixed interval (−R,R), where R may depend on q0, V , and t, but not on b or
X⊥. Together with the inclusion Ξλ(·, ·, t) ∈ L1(R× R2, dηdX⊥) (see Lemma 6.2(ii)) this allows us to
change the order of integration in the second integral in (8.3). This yields

sup
λ∈∆1∪∆2

∣∣∣∣∣
∫ R

−R

dηφ(η)
(
b−1 ind(J − η +Aq0 + tBq0 , J − η)− 1

2π

∫
R2

Ξλ(η,X⊥, t)dX⊥

)∣∣∣∣∣ → 0 (8.4)

as b→∞.
3. Let us show that (8.4) extends to any φ ∈ C(−R,R). By (3.8), Krein’s inequality (see e.g. [31,
Theorem 8.2.1]), and Lemma 8.2(i),

sup
λ∈∆1∪∆2

∫ R

−R

|b−1 ind(J − η +Aq0 + tBq0 , J − η)|dη = sup
λ∈∆1∪∆2

∫ R

−R

|b−1ξ(η; J +Aq0 + tBq0 , J)|dη

≤ b−1 sup
λ∈∆1∪∆2

‖Aq0 + tBq0‖S1 = O(1),

as b→∞. Thus, the norms of b−1 ind(J − η+Aq0 + tBq0 , J − η) are uniformly bounded in L1(−R,R),
and so using the Weierstrass theorem, we can extend (8.4) by continuity from polynomials onto all
φ ∈ C(−R,R).

4. Consider (8.4) with any φ ∈ C(−R,R) such that suppφ ∈ (−1/2, 1/2). Let us apply the domi-
nated convergence theorem to show that (8.4) can be integrated over dµ(t). For any η ∈ (−1/2, 1/2),
proceeding similarly to (3.16), (3.17), and applying Lemma 8.2(ii), one obtains

|b−1ξ(η; J +Aq0 + tBq0 , J)| ≤ b−1n∗(1/2, Aq0 + tBq0) ≤ b−1‖4Aq0‖S1 + b−1‖4tBq0‖
p
Sp
≤ C+Ctp, (8.5)

uniformly over η ∈ (−1/2, 1/2) and λ ∈ ∆1 ∪∆2. Choosing 2/m⊥ < p < 1, we get an integrable bound
for the first term in (8.4). An integrable bound for the second term in (8.4) is provided by Lemma 6.2.

21



Thus, (8.4) can be integrated over dµ(t) and so we obtain

sup
λ∈∆1∪∆2

∣∣∣∣∣
∫ ∞

−∞
dµ(t)

∫ 1/2

−1/2

dηφ(η)
(
b−1 ind(J − η +Aq0 + tBq0 , J − η)− 1

2π

∫
R2

Ξλ(η,X⊥, t)dX⊥

)∣∣∣∣∣
≤

∫ ∞

−∞
dµ(t) sup

λ∈∆1∪∆2

∣∣∣∣∣
∫ 1/2

−1/2

dηφ(η)
(
b−1 ind(J − η +Aq0 + tBq0 , J − η)− 1

2π

∫
R2

Ξλ(η,X⊥, t)dX⊥

)∣∣∣∣∣
→ 0 (8.6)

as b → ∞. The bounds (8.5) and (6.6) show that one can interchange the order of integration in the
l.h.s. of (8.6), which yields

sup
λ∈∆1∪∆2

∣∣∣∣∣
∫ 1/2

−1/2

dηφ(η)
∫ ∞

−∞
dµ(t)

(
1
b

ind(J − η +Aq0 + tBq0 , J − η)− 1
2π

∫
R2

Ξλ(η,X⊥, t)dX⊥

)∣∣∣∣∣ → 0

(8.7)
as b→∞.
5. Using the chain rule (3.7) and the property (e) of ind, it is straightforward to see that the functions
ind(J−η+Aq0+tBq0 , J−η) and Ξλ(η,X⊥, t) are non-decreasing in η ∈ (−1, 1). For a given η0 ∈ (0, 1/2),
choose a continuous nonnegative function φ with support in (η0, 2η0) such that

∫ 2η0

η0
φ(η)dη = 1. Then

∫ 1/2

−1/2

dηφ(η)
∫ ∞

−∞
dµ(t)

(
b−1 ind(J − η +Aq0 + tBq0 , J − η)− 1

2π

∫
R2

Ξλ(η,X⊥, t)
)

≥
∫ ∞

−∞
dµ(t)

(
b−1 ind(J − η0 +Aq0 + tBq0 , J − η0)−

1
2π

∫
R2

Ξλ(2η0, X⊥, t)
)
.

Combining this with (8.7), we get (8.2).
6. Combining (8.1), (8.2) and (3.21) we obtain

lim sup
b→∞

ess sup
λ∈∆1∪∆2

{
b−1ξ(2bq0 + λ;H(b),H0(b))−

1
2π

∫
R2
dX⊥

∫ ∞

−∞
dµ(t)Ξλ(2η,X⊥, t)

}
≤ 0. (8.8)

Similarly, one obtains

lim inf
b→∞

ess inf
λ∈∆1∪∆2

{
b−1ξ(2bq0 + λ;H(b),H0(b))−

1
2π

∫
R2
dX⊥

∫ ∞

−∞
dµ(t)Ξλ(−2η,X⊥, t)

}
≥ 0. (8.9)

Further arguments are different for ∆1 and ∆2. Let us first consider the interval ∆1. By Lemma 6.3(ii),
the integral

∫
R2 dX⊥

∫∞
−∞ dµ(t)Ξλ(η,X⊥, t) is continuous in (λ, η) ∈ ∆1 × [−1/2, 1/2] and therefore is

uniformly continuous on this set. It follows that

sup
λ∈∆1∪∆2

∣∣∣∣∫
R2
dX⊥

∫ ∞

−∞
dµ(t) (Ξλ(η,X⊥, t)− Ξλ(0, X⊥, t))

∣∣∣∣ → 0 as η → 0. (8.10)

Combining (8.8), (8.9), recalling that η can be taken arbitrary small, and using (8.10) and (6.4), we
obtain the desired limiting relation (2.2).
7. Finally, using (8.8), (8.9), let us prove the relations (2.3), (2.4). Note that here λ < 0 and therefore
β(X⊥, λ) = 0. For any η ∈ (−1, 1), X⊥ ∈ R2 by the representation (3.15), formula (1.3), and a
continuity argument we obtain

Ξλ(η,X⊥, t) = ind(ι(X⊥) +α(X⊥, λ)− η, ι(X⊥)− η) = − lim
ε→+0

N(λ+ ε;χ0 + |V (X⊥, ·)|(ι(X⊥)− η)−1).
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Next, for |η| ≤ 1/2 we have

N(λ+ ε;χ0 + |V (X⊥, ·)|(ι(X⊥)− η)−1) = N(λ+ ε;χ0 + V (X⊥, ·) + |V (X⊥, ·)|η(1− ι(X⊥)η)−1)
≥ N(λ+ ε− 2C0|η|, χ0 + V (X⊥, ·)),

and therefore we get
Ξλ(η,X⊥, t) ≤ Ξλ−2C0|η|(0, X⊥, t). (8.11)

Similarly, for |η| ≤ 1/2, 2C0η < −λ, we obtain

Ξλ(η,X⊥, t) ≥ Ξλ+2C0|η|(0, X⊥, t). (8.12)

Together with (8.8), (8.9), and (6.4) this completes the proof.

9 Spectral properties of the Landau Hamiltonian

9.1 Creation and annihilation operators. Angular momentum eigenbases

In this subsection we construct orthonormal bases of the subspaces Hq := Ker (h(g)−2bq) = pqL
2(R2),

q ∈ Z+ (see Subsection 4.1), known in the physics literature as the angular-momentum eigenbases (see
[13], [17]). For x = (x1, x2) ∈ R2 introduce the complex variable ζ := x1 + ix2, set

∂ :=
∂

∂ζ
=

1
2

(
∂

∂x1
− i

∂

∂x2

)
, ∂ :=

∂

∂ζ
=

1
2

(
∂

∂x1
+ i

∂

∂x2

)
,

and define the annihilation and the creation operators

a = a(b) := −2i
(
∂ +

b

4
ζ

)
= −2ie−b|ζ|2/4 ∂ eb|ζ|2/4, (9.1)

a∗ = a(b)∗ := −2i
(
∂ − b

4
ζ

)
= −2ieb|ζ|2/4 ∂ e−b|ζ|2/4, (9.2)

defined originally on the Schwartz class S(R2), and then closed in L2(R2). It is easy to see that the
operators a and a∗ are mutually adjoint. Moreover, on S(R2) we have

[a(b), a(b)∗] = 2b, (9.3)

and h(b) = a∗a. Therefore, the common domain of both closed operators a and a∗ coincides with
the domain of h(b)1/2. A standard argument from the representation theory of the Heisenberg al-
gebra yields H0 = Ker a, Hq = (a∗)qH0, q ≥ 1, (see e.g. [6, Section 5.2]). Moreover, Ker a ={
f ∈ L2(R2)|f = ge−b|x|2/4, ∂g = 0

}
. Hence, it is easy to check that the functions

ϕ0,k(x) :=
1√
πk!

(
b

2

)(k+1)/2

(x1 + ix2)ke−b|x|2/4, x ∈ R2, k ∈ Z+, (9.4)

form an orthonormal basis of H0, while the functions

ϕq,k(x) :=
1√

(2b)qq!
((a∗)qϕ0,k) (x), x ∈ R2, k ∈ Z+, (9.5)

form an orthonormal basis in Hq, q ≥ 1. The functions ϕq,k can be written in polar coordinates (ρ, θ)
as

ϕq,k(ρ cos θ, ρ sin θ) = (−i)q

√
q!
πk!

(
b

2

)k−q+1

ei(k−q)θρk−qL(k−q)
q

(
bρ2/2

)
e−bρ2/4 (9.6)
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where

L(k−q)
q (ξ) :=

q∑
l=max{0,q−k}

k!
(k − q + l)!(q − l)!

(−ξ)l

l!
, ξ ≥ 0, q ∈ Z+, k ∈ Z+, (9.7)

are the generalized Laguerre polynomials.

9.2 Proof of Lemma 5.2

Lemma 5.2 is an immediate corollary from the following

Lemma 9.1. Let v ∈ Lip(R2) such that supx∈R2(|v(x)|+ |∇v(x)|) <∞. Fix q ∈ Z+. Then

‖(1− pq)vpq‖ ≤ b−1/2
√

2
(√

q + 1 +
√
q
)

sup
x∈R2

|∇v(x)|. (9.8)

Proof. Without any loss of generality we can assume that v ∈ C∞(R2), and all its derivatives are
uniformly bounded on R2. We have (1 − pq)vpq = (1 − pq)[v, pq]pq where [v, pq] := vpq − pqv denotes
the commutator of the operators v and pq. Suppose that 2b > 1. Then pq = 1

2πi

∫
Γq

(z − h)−1dz where
Γq is the circle {z ∈ C | |z − 2bq| = 1} run over in the positive direction. Therefore,

[v, pq] = − 1
2πi

∫
Γq

[(z − h)−1, v]dz = − 1
2πi

∫
Γ0

(z + 2bq − h)−1[h, v](z + 2bq − h)−1dz.

Since h = a∗a, we get [h, v] = [a∗a, v] = a∗[a, v] + [a∗, v]a = −2i(a∗∂̄V + ∂V a). Hence,

(1− pq)[v, pq]pq = 2i(h− 2bq)−1(1− pq)a∗∂̄V pq + 2i(h− 2bq)−1(1− pq)∂V apq. (9.9)

It is easy to check that

‖(h− 2bq)−1(1− pq)a∗‖ = ‖a(h− 2bq)−1(1− pq)‖ =

√
q + 1
2b

, ‖pq‖ = 1, (9.10)

‖(h− 2bq)−1(1− pq)‖ =
1
2b
, ‖apq‖ =

√
2bq. (9.11)

Combining (9.9) with (9.10) – (9.11), we immediately get (9.8).

9.3 Unitary equivalence of Toeplitz operators corresponding to different
Landau levels

By 〈f, g〉 :=
∫

R2 fgdx, f, g ∈ L2(R2), we denote the scalar product in L2(R2). Moreover, we use the
notation (f, g) := 〈f, g〉, f, g ∈ L2(R2). If g ∈ S(R2) is fixed, then the functionals (f, g) and 〈f, g〉 can
be extended by continuity to f ∈ S ′(R2). Note also that if f ∈ S ′(R2), h ∈ S(R2), then the product
fh is a well-defined element of S ′(R2), acting according to (fh, g) = (f, hg).

Lemma 9.2. Let F ∈ S ′(R2). Let j, k, q ∈ Z+. Then we have

〈Fϕq,k, ϕq,j〉 = 〈(DqF )ϕ0,k, ϕ0,j〉 (9.12)

where

(DqF )(x) =
q∑

s=0

ds,q(∆sF )(x), x ∈ R2, (9.13)

and
ds,q :=

q!
(s!)2(q − s)!

(2b)−s. (9.14)
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Proof. First of all note that the functions ϕq,kϕq,j as well as ϕ0,kϕ0,j are in the Schwartz class
S(R2). Therefore, we can assume without loss of generality that F ∈ S(R2) since S(R2) is dense
in S ′(R2), and Dq : S ′(R2) → S ′(R2) is a continuous mapping. Then all the functions (DαF )ϕs,k ≡

1√
s!(2b)s

(DαF )(a∗)sϕ0,k with α ∈ Z2
+, s ∈ Z+, k ∈ Z+ are in S(R2), and hence in the domain of the

operators a and a∗. Further, (9.1) - (9.2) imply

[a, F ] = −[F, a] = −2i∂F, [a∗, F ] = −[F, a∗] = −2i∂F, (9.15)

and, consequently,
[[a, F ], a∗] = −2i

[
∂F, a∗

]
= 4∂∂F = ∆F. (9.16)

Fix j, k, q ∈ Z+. First we will prove by induction with respect to q ∈ Z+, that (9.12) is valid with
coefficients ds,q which depend only on s, q, and b.
Fix Q ∈ Z+. Assume that (9.12) is valid with coefficients ds,q which depend only on s, q, and b for
every q = 0, . . . , Q. We will prove that the analogous relations hold for q = Q+ 1. We have

〈FϕQ+1,k, ϕQ+1,j〉 =
1

(Q+ 1)!(2b)Q+1
〈F (a∗)Q+1ϕ0,k, (a∗)Q+1ϕ0,j〉. (9.17)

Utilizing the commutation relations (9.3), (9.16), and (9.15), and taking into account the fact that ϕ0,j

is in Ker a, we get

〈F (a∗)Q+1ϕ0,k, (a∗)Q+1ϕ0,j〉 = 2b(Q+ 1)〈F (a∗)Qϕ0,k, (a∗)Qϕ0,j〉+ 〈[a, F ](a∗)Q+1ϕ0,j , (a∗)Qϕ0,k〉 =

2b(Q+ 1)〈F (a∗)Qϕ0,k, (a∗)Qϕ0,j〉+ 〈∆F (a∗)Qϕ0,k, (a∗)Qϕ0,j〉+ 2bQ〈[a, F ](a∗)Qϕ0,k, (a∗)Q−1ϕ0,j〉

if Q > 0; if Q = 0, the last term should be set to be equal to zero. By recurrence we obtain

〈F (a∗)Q+1ϕ0,k, (a∗)Q+1ϕ0,j〉 = 2b(Q+ 1)〈F (a∗)Qϕ0,k, (a∗)Qϕ0,j〉+

Q!(2b)Q

Q∑
q=0

1
(2b)qq!

〈∆F (a∗)qϕ0,k, (a∗)qϕ0,j〉. (9.18)

Combining (9.17) with (9.18), we get

〈FϕQ+1,k, ϕQ+1,j〉 = 〈FϕQ,k, ϕQ,j〉+
1

2b(Q+ 1)

Q∑
q=0

〈∆Fϕq,k, ϕq,j〉 =
Q+1∑
s=0

ds,Q+1〈∆sFϕ0,k, ϕ0,j〉

with

ds,Q+1 :=


d0,Q if s = 0,

1
2b(Q+1)

∑Q+1
n=s ds−1,n−1 + ds,Q if 1 ≤ s ≤ Q,

1
2b(Q+1)dQ,Q if s = Q+ 1.

Evidently, ds,Q+1 depends only on s,Q and b. In order to demonstrate that the numerical values of the
coefficients ds,q are given by (9.13) we proceed in the following way. Set Fp(x) := |x|2p, p = 0, . . . , q.
Then the identities

〈Fpϕq,0, ϕq,0〉 = 〈(DqFp)ϕ0,0, ϕ0,0〉 =
q∑

s=0

ds,q〈(∆sFp)ϕ0,0, p = 0, . . . , q. (9.19)

are special cases of (9.12). A straightforward calculation yields

〈Fpϕq,0, ϕq,0〉 =
(p+ q)!
q!

(b/2)−p,
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〈(∆sFp)ϕ0,0, ϕ0,0〉 =

{
4s (p!)2

(p−s)! (b/2)s−p if 0 ≤ s ≤ p,

0 if p < s ≤ q,

Therefore, it follows from (9.19) that ds,q, s = 0, . . . , q, is be the unique solution of the linear system

p∑
s=0

4s(p!)2

(p− s)!
(b/2)s−p ds,q =

(p+ q)!
q!

(b/2)−p, p = 0, . . . , q. (9.20)

Setting
ds,q = (2b)−shs,q, s = 0, . . . , q, (9.21)

we find that (9.20) is equivalent to the system

p∑
s=0

p!
(p− s)!

hs,q =
(
p+ q

p

)
, p = 0, . . . , q. (9.22)

Taking into account the elementary combinatorial identity
∑p

s=0

(
q
s

) (
p

p−s

)
=

(
p+q

p

)
(see e.g. [16, Eq.

0.165]), we find that the solution of (9.22) is given by

hs,q =
(
q

s

)
1
s!
, s = 0, . . . , q. (9.23)

The combination of (9.21) and (9.23) yields (9.14).

Corollary 9.3. Let q ∈ Z+ and F be the multiplication operator by a real function F ∈ C2q(R2).
Assume that ∆sF ∈ L∞(R2), s = 0, . . . , q. Then the operator pq(b)Fpq(b) : L2(R2) → L2(R2) is
unitarily equivalent to the operator p0(b)(DqF )p0(b) : L2(R2) → L2(R2), the differential operation Dq

being defined in (9.13) - (9.14).

9.4 Proof of Lemma 8.1

For θ > 0 and q ∈ Z+ define the operator Gq,θ,b : L2(R2) → L2(R2) by

Gq,θ,b := pq(b) Wθ pq(b).

where Wθ is the multiplication operator by the function 〈x〉−2/θ, x ∈ R2. It is easy to check that Gq,θ,b

is compact, self-adjoint and non-negative (see [24, Lemma 5.1]).
Now Lemma 8.1 is a direct corollary of the following

Lemma 9.4. Let θ > 0, q ∈ Z+, s > 0, and b ≥ 1/2. Then we have

n+(s;Gq,θ,b) ≤ C3 + C4bs
−θ (9.24)

where C3 = C3(θ) and C4 = C4(q, θ) are independent of s and b.

Proof. By Lemma 9.3 the non-zero eigenvalues of the operator Gq,θ,b coincide with the non-zero eigen-
values of the operator G̃q,θ,b = p0(b) (DqWθ) p0(b). Evidently, there exists a function wq,θ,b : [0,∞) → R
different from zero almost everywhere such that (DqWθ)(x) = wq,θ,b(|x|2), x ∈ R2. By [28, Lemma 3.3]
the non-zero eigenvalues νk of the operator G̃q,θ,b can be written as

νk = νk(q, θ, b) :=
1
k!

∫ ∞

0

wq,b,θ(2η/b)e−ηηkdη, k ∈ Z+. (9.25)
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Since b/2 ≥ 1 we have ds,q ≤ q! (see (9.13) – (9.14)). Hence, wq,b,θ(t) ≤ C5〈t〉−1/θ, t ∈ R, with C5

which may depend on q and θ but not on b and t. Therefore, (9.25) implies

νk(q, b, θ) =
1
k!

∫ ∞

0

wq,b,θ(2η/b)e−ηηkdη ≤ C5

k!

∫ ∞

0

〈2η/b〉−1/θe−ηηkdη ≤

C5

(
b

2

)1/θ 1
k!

∫ ∞

0

e−ηηk−1/θdη =
C5

21/θ
b1/θ Γ(k + 1− 1/θ)

Γ(k + 1)
, k ∈ Z+, k > −1 + 1/θ.

Since limk→∞ k1/θ Γ(k+1−1/θ)
Γ(k+1) = 1 (see [1, Eq. (6.1.46)]), there exists k0 = k0(θ) ≥ 1 such that k ≥ k0

implies νk(q, θ, b) ≤ 2C5
21/θ (k/b)−1/θ. Therefore,

n+(s;Gq,b,θ) = n+(s; G̃q,b,θ) = #{k ∈ Z+|νk(q, θ, b) > s} ≤

k0 + #
{
k > k0 |

2C5

21/θ
(k/b)−1/θ > s

}
≤ k0 +

1
2

(2C5)
θ
bs−θ

which is equivalent to (9.24) with C3 = k0, C4 = (2C5)
θ
/2.
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