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Abstract—In this paper, we propose a generalized code index modulation (CIM) technique for direct sequence-spread spectrum (DS-SS) communication. In particular, at the transmitter, the bit stream is divided into blocks in which each block is divided into two sub-blocks, named as mapped and modulated sub-block. Thereafter, the bits within the mapped sub-block are used to select one of the predefined spreading codes, which is then used to spread the modulated bits of the second sub-block. In this design, the use of the spreading code index as an information-bearing unit increases the overall spectral efficiency of this system. At the receiver side, the spreading code index is first estimated, thus resulting in a direct estimation of mapped sub-block bits. Consequently, the corresponding spreading code to this estimated index is used to de-spread the modulated symbol of the modulated sub-block. Subsequently, mathematical expressions for bit error rate, symbol error rate, throughput, energy efficiency, and the system complexity are derived to analyze the system performance. Finally, simulation results show that the proposed modulation scheme can achieve higher data rate than the conventional DS-SS system, with lower energy consumption and complexity.
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I. INTRODUCTION

The increasing number of network devices and wireless services in the last few years has resulted in an escalating demand for higher data rate. However, there exists a fact that the outburst of wireless devices and their energy consumption do not only cause serious negative effects to the environment (e.g. carbon footprint) but also brings up economic issues (e.g. power for a large number of base stations) for network operators. Recently, low energy consumption techniques for wireless technologies such as wireless body area networks (WBANs), wireless sensor networks (WSNs), internet of things (IoT), and satellite communications have been implemented widely as how to prolong the battery lifetime of wireless devices, as this issue becomes more serious [1–5]. All the aforementioned factors push towards the development of innovative modulation schemes for the future wireless technologies that can attain the best utilization of the limited radio spectrum available for communication purposes in an energy efficient way [6, 7].

Traditionally, orthogonal channels have been used to increase the number of users in wireless systems. According to this approach, multiple users do not only access multiple channels in a flexible way, but throughput can also be improved significantly. Basically, to avoid mutual interference among users in multiple access channels, orthogonal channels are often established. The orthogonal characteristics can be obtained in different domains such as time, frequency, space, or code domains. Motivated by these characteristics, three main technologies, named as direct-sequence code-division multiple accesses (DS-CDMA), multiple-input multiple-output (MIMO), and orthogonal frequency division multiplexing (OFDM) have been proposed and become popular in many applications and standards.

In particular, in coherent [8] or non-coherent [9] spread spectrum schemes, orthogonal channels are created by using orthogonal codes to spread the data and support multiple users in the meanwhile.

Taking the advantages of the DS-CDMA, a modified scheme named as multi-carrier multi-code CDMA (MC-MC-CDMA) has been proposed to provide the multi-rate transmission capability for different users [10]. In the same vein, a new method is proposed in [11] using the parity bits to select a spreading sequence from a set of orthogonal spreading sequences. At the receiver side, the receiver detects which spreading code is employed then the data is recovered in the next step. Therefore, by applying this method, the coding gain is enhanced, the system is immunized against errors and the BER is further decreased. The same idea is extended later to MIMO-CDMA and multilayer scenarios to prove its feasibility [12–15]. On the other hand, OFDM is adopted in modern wireless systems to achieve orthogonal channels in the frequency domain. This modulation is mainly employed to combat frequency selective fading due to multipath propagation [16].

Another popular technology is MIMO system in which the transmitter and receiver are equipped with multiple antennas to capture the spatial diversity of scattering environments. According to this approach, complex techniques such as spatial multiplexing, diversity and beamforming can be applied to improve the reliability of communication and boost the data transmission rate. More specifically, the space-time block codes [17, 18] or space-time trellis codes (STTC) [19] can be applied for MIMO systems to enhance the bit error rate (BER) performance. Also, the beamforming can be implemented to steer the radiation pattern towards a certain direction, and the corresponding array gain can be used to improve the signal-to-noise ratios (SNRs) at the receiver [20–22].

Recently, a promising modulation technique has been developed aiming to increase the data rate and save the energy. This modulation known as spatial modulation (SM) uses multiple antennas at the transmitter side where just one antenna is
activated at a time and its index is used as means to convey the information [23, 24]. Consequently, such technique can avoid inter-channel interference (ICI), antenna synchronisation and reduce the complexity of MIMO systems [25]. In [24], a more generalized spatial modulation (GSM) has been introduced in which more than one transmit antenna is activated in each time slot. The numerical results have illustrated that the bit rate grows considerably faster with the number of transmit antennas.

**Contributions and paper outline**

Motivated by all aforementioned problems, in this paper, we propose a generalized code index modulation (CIM) for direct sequence-spread spectrum (DS-SS) communication. In this modulation, the information bits are mapped to the constellation symbols and the spreading code index. Furthermore, SM and CIM are two modulation schemes that belong to two different communication methods, however, they share the common goal of using an index as an additional parameter to convey information. The first uses multiple antennas at the transmitter side where just one antenna is activated at a time and its index is used as means to convey the information. The second uses multiple spreading codes, where a certain code is selected and its index is used as a mechanism to ferry the data.

The main contributions are summarized as follows:

- A generalization of the code index modulation (CIM) technique presented in [26] is proposed and analyzed.
- A spreading code index is used as an information-bearing unit to increase the data rate, to enhance the spectral and energy efficiency without adding extra hardware complexity to the system for moderate number of mapped bits.
- Analytical expressions for bit error rate (BER), symbol error rate (SER), throughput, system’s complexity and energy efficiency are derived to evaluate the performance of the proposed system.
- The BER and SER performances of the CIM system are compared to a SS M-PSK modulation with the same number of bits per symbol to show the advantage of our approach.
- Additionally, these performance expressions are used to compare the CIM performance with SM scheme.

The remainder of this paper is organized as follows. In Section II, the generalized CIM system model and channel assumptions are described. In Section III, performance analysis in terms of BER and SER for the CIM system is provided. Complexity and energy consumption are analyzed in Section IV. Section V provides simulation results and performance comparison with conventional DS-SS and SM scheme. Finally, conclusions are discussed in section VI.

**II. SYSTEM MODEL**

Consider a system model for the CIM as shown in Fig. 1 in which M-ary digital modulation with M symbols and DS-SS with $2^N$ orthogonal Walsh codes $W = \{w_1, \ldots, w_{2^N}\}$ are employed at the transmitter. Each spreading code consists of $L$ chips with chip period $T_c$, where the $j^{th}$ code is represented in the vector form as $w_j = [w_{j,1}, \ldots, w_{j,L}]^T$. Here, M-ary phase-shift keying (M-PSK) is preferred in such scheme due to its low energy consumption as compared to other amplitude modulation techniques. Therefore, an M-QAM modulations can be used if energy is not a constraint and other orthogonal spreading codes may be applied. The information bits are arranged into blocks for transmission with $N_t$ bits per block. The first sub-block with length $2N$ bits is denoted as the mapped bits and the second sub-block with length $n$ bits is denoted as the modulated bits. Thus, the total number of transmitted bits per block is given as $N_t = 2N + n$. The $i^{th}$ block of bits is presented in vector form as $d_i = [d_{1,i}, \ldots, d_{2N+n,i}]^T = [d_{Q,i}^T, d_{M,ary,i}^T]^T$ where $d_{M,ary,i}$ is the modulated $n$ bits sub-block which is modulated into the M-ary symbol $s_i$ given by

$$s_i = a_i + jb_i. \quad (1)$$

where $a_i$ and $b_i$ are the real and imaginary components of the symbol $s_i$, respectively. The vectors $d_{I,i}$ and $d_{Q,i}$ have $N$ bits each and constitute mapped sub-blocks. Note that each combination of mapped bits in the sub-block can generate a spreading code to spread the real and imaginary components of the M-ary symbol. Accordingly, the transmitted CIM signal $y(t)$ can be expressed as

$$y(t) = \sum_{i=1}^{B} \sum_{k=1}^{L} \left\{ a_i \cdot w_{d_{1,i}, k} \cdot p(t - (iL + k)T_c) \cos(2\pi f_0 t) + b_i \cdot w_{d_{Q,i}, k} \cdot p(t - (iL + k)T_c) \sin(2\pi f_0 t) \right\}, \quad (2)$$

where $B$ is the number of transmitted blocks, $w_{d_{1,i}, k}$ and $w_{d_{Q,i}, k} \in W$ are the corresponding spreading sequences for the mapped bits vectors $d_{I,i}$ and $d_{Q,i}$, respectively, $i$ and $j'$ represent the two indices of the selected spreading codes of $2^N$ codes. In addition, $L$ represents the spreading gain, $f_0$ is the carrier frequency and $p(t)$ is the pulse shaping filter which is a rectangular pulse of unit amplitude in $[0, T_c]$. Without loss of generality, the time chip $T_c$ is considered to be equal to 1.

In the proposed scheme, the receiver has $2^N$ correlators to process the in-phase signal and $2^N$ correlators to manipulate the quadrature signal as seen in Fig. 1 (b). As the signal is transmitted to the receiver, it may be subject to fading effects due to randomness of wireless channels. As a result, the received signal over a fading channel is given as

$$r(t) = h(t) \ast y(t) + u(t), \quad (3)$$

where $h(t)$ is the channel coefficient, $\ast$ is the convolution operator and $u(t)$ is a complex additive white Gaussian noise (AWGN) with zero mean and variance $N_0$. Furthermore, we assume that communication takes place over a Rayleigh quasi-static flat fading channel and that perfect channel state information is available at the receiver. After baseband signal recovery and sampling, the received sample signal is multiplied in parallel by the $2^N$ Walsh codes. The $2^N$ output signals are separated into in-phase and quadrature branches and summed over the bit duration $LT_c$ in each branch to detect the spreading code. The code detection is performed...
by selecting the maximum absolute value of the $2^N$ correlator outputs. Once the code (i.e correlator output) is selected for in-phase and quadrature branches, the M-ary digital demodulator is performed to recover the transmitted symbol $s_i$ of the $i^{th}$ block.

Because the in-phase and quadrature components are of similar structure, we can focus the analysis on the in-phase branch $I$ of the received signal given in equation (3) without loss of generality. Hence, after perfect carrier recovery, the base-band signal of the $I$ component is expressed by

$$I(t) = \sum_{i=1}^{B} \sum_{k=1}^{L} h_i(t) a_i w d_{i,j,i,k} + h_i w d_{i,j,i,k} u_{j,i}$$

where $u_{j,i}$ is the AWGN noise of the $I$ component.

After channel compensation, the in-phase signal of equation (4) is multiplied in parallel by the $\hat{u}_{j,i}$ where $\hat{u}_{j,i}$ is performed to recover the transmitted symbol.

$$\hat{I}(t) = \sum_{i=1}^{B} \sum_{k=1}^{L} h_i(t) a_i w d_{i,j,i,k} \hat{u}_{j,i} + h_i w d_{i,j,i,k} \hat{u}_{j,i}$$

and we can rewrite the equation (5) as follows:

$$I_{j,i} = \begin{cases} \frac{1}{2} |h_i|^2 E_i + w_{j,i} & \text{if } w_{j,i} \text{ is transmitted (i.e } j = \hat{j}) \\ w_{j,i} & \text{if } w_{j,i} \text{ is not transmitted (i.e } j \neq \hat{j}) \end{cases}$$

where $E_i = \sum_{k=1}^{L} w_{j,i}^2$ is the code energy for $I$ component, $w_{j,i} = \sum_{k=1}^{L} h_i w d_{i,j,i,k}$ is correlated noise and $h_i$ is the channel coefficient of the $i^{th}$ block. The absolute values of the $2^N$ correlator’s outputs are compared in order to find the most significant output of the corresponding transmitted Walsh code

$$\hat{j} = \arg \max \{|I_{j,i}|\}, \ j \in \{1, \ldots, 2^N\}$$

By estimating the index of the maximum correlator’s output, the receiver knows which code is selected to spread the symbol, which allows to extract the $N$ mapped bits per component. The quadrature component is detected in the same way. Once the code index detection is done, the receiver demodulate the corresponding correlator’s output using an M-PSK demodulator. The performance of the proposed CIM system is investigated in the following section.

### III. PERFORMANCE ANALYSIS

In this section, we derive the BER and SER expressions, then we analyse the spectral efficiency and the throughput for the proposed CIM system.

#### A. BER analysis

According to the CIM system, we can see a fact that the total probability of BER, defined as $P_T$, is a function of the probability of BER for the modulated bits, denoted as $P_{eb}$, and the probability of BER for mapped bits, given as $P_{em}$. Moreover, in the in-phase branch, the probability of BER for mapped bits $P_{em}$ is dependent upon the number of mapped bits $N$, and the probability associated with erroneous code detection is $P_{ed}$. Each combination may have different number of incorrect bits compared to the correct bit combination. For example, if the mapped bits are 0, 0, 0, the number of bit errors can be either one or three if the detected combination was 0, 0, 1 or 1, 1, 1 respectively. The probability of detecting one of the remaining $2^N - 1$ incorrect combinations is the same for all codes and it equals to $\frac{1}{2N-1}$. Therefore, the probability of BER for the mapped bits can be formulated as

$$P_{em} = \frac{P_{ed}}{N(2^N - 1) \sum_{c=1}^{N} \binom{N}{c}}$$

where $\binom{N}{c}$ represents the number of combinations having $c$ bits different from the correct bit combination. As a result, the total probability of BER for the generalized CIM system is formulated as

$$P_T = \frac{n}{n+2N} P_{eb} + \frac{2N}{n+2N} P_{em}$$

where $n + 2N$ is total number of transmitted bits in which $n$ is the number of modulated bits while $2N$ is the number of mapped bits. It is easy to see that the total probability of BER, $P_T$, is obtained only if the probability of BER for the mapped bits $P_{em}$ and modulated bits $P_{eb}$ are calculated. Here, $P_{em}$ is already calculated in (8) and the probability of BER for the modulated bits $P_{eb}$ is discussed as follows:

We can see that the correct reception of the modulated bits depends on the code detection and the M-ary modulation. The error may occur in two different cases. Case 1: there is no error in the spreading code detection (i.e no error in the mapped bits), but the modulated symbol is impossible to detect. Case 2: there is an error in the code detection (i.e error...
in the mapped bits) and the modulated symbol is detected based on demodulation of incorrect selected correlator output. Consequently, the probability of BER for the modulated bits can be expressed as

\[ P_{eb} = P_{ss} (1 - P_{em}) + \frac{1}{2} P_{em}, \tag{10} \]

where \( P_{ss} \) represents the probability of BER for the conventional SS M-ary system which depends on the number of modulated bits \( n \) and \( P_{em} \) is already calculated in (8). The theoretical expression of \( P_{ss} \) for the M-PSK can be found in [27,28]. The factor \( \frac{1}{2} \) indicates a fact that with an error in the mapped bit detection \( P_{em} \), the bit value detected based on the incorrect demodulated branch still matches the modulated bit half of the times. It is easy to see that (9) and (10) are computable as long as the error probability for spreading code detection \( P_{ed} \) is obtained.

B. SER analysis

The SER of the CIM system is derived from the BER analysis of the previous section. In this system each symbol contains \( n \) modulated bits and \( 2N \) mapped bits. Therefore, the total SER of this system \( SER_T \) is a function of the SER of the modulated symbols \( SER_{ss} \) for a given M-ary modulation and the SER of the \( N \) mapped bits \( SER_{sm} \). A total symbol error occurs either if an incorrect spreading code is chosen as a result of an incorrect estimation of the mapped bits or if a correct spreading code is chosen but the despreading operation results in an erroneous estimation of the modulated bits. Therefore, the \( SER_{sm} \) is the same as the probability of detecting incorrect code \( P_{edm} \) given in the BER analysis section

\[ SER_T = SER_{ss} + P_{edm}. \tag{11} \]

On the other hand, the \( SER_{ss} \) of the modulated symbol occurs if the correct code is detected but an error occurs in the symbol demodulation

\[ SER_{ss} = SER_{ss} (1 - P_{edm}). \tag{12} \]

where \( SER_{ss} \) is the SER for the given conventional M-PSK which can be found in [27,28]. Finally the total SER is given by

\[ SER_T = SER_{ss} (1 - P_{edm}) + P_{edm}. \tag{13} \]

C. Erroneous code detection probability \( P_{ed} \)

In this part, we will analyse the derivation of the erroneous code detection probability \( P_{ed} \) expression required to compute the BER and SER expressions. In order to estimate the transmitted spreading code index, the CIM receiver selects the maximum absolute value from the \( 2^N \) values given at the output of the different branch. For equiprobable transmitted spreading codes, the error probability conditioned to the spreading code \( w_{d_{i,j},i} \) and a channel coefficient \( h_i \) is given

\[ P_{ed} = \Pr \left( |I_{i,j}| < \min_{j \neq j \in \{1,2,\ldots,2^N - 1\}} \{|I_{i,j'}| \} \mid w_{d_{i,j},i}, h_i \right), \tag{14} \]

where \( I_{i,j} = \frac{1}{2} E_S |h_i|^2 + v_{I_{i,j},i} \) and \( I_{i,j} = v_{I_{i,j},i} \).

The \( 2^N - 1 \) random variables \( |I_{i,j}| \) are independent. In fact, each noise signal value of \( |I_{i,j}| \) is obtained by multiplying the AWGN samples by different spreading code and summed over a duration \( LT_c \), this gives independent random values. The absolute of these Gaussian random values follows folded normal distribution [29]. Since the different random variables \( |I_{i,j}| \) are independents and following the folded normal distribution, then the order statistic theory can be applied to compute equation (14).

Therefore, to calculate the probability given in (14), let us consider the following lemma.

**Lemma 1**: Assuming that \( X = \min \{X_k\} \), \( k = 1 \ldots K \) \(( K = 2^N - 1) \), and \( Y = |I_{i,j}| \) are random variables distributed following identical folded normal distribution in which the probability density function of \( Y \) and cumulative distribution function of \( X_k \) are formulated, respectively, as [29]

\[ f_Y(y) = \frac{\sqrt{2}}{\sigma_Y \sqrt{2\pi}} e^{-\frac{(y-E(Y))^2}{2\sigma_Y^2}} + \frac{\sqrt{2}}{\sigma_Y \sqrt{2\pi}} e^{-\frac{(y+E(Y))^2}{2\sigma_Y^2}} \] \tag{15} \]

\[ F_{X_k}(x) = \text{erf} \left( \frac{x}{\sqrt{2}\sigma} \right). \tag{16} \]

Accordingly, the probability of \( Y < X \) is calculated as follows:

**Proof:**

\[ \Pr \{Y < X\} = \int_0^\infty \Pr \{y < X\} f_Y(y)dy \tag{17} \]

\[ = \int_0^\infty \prod_{k=1}^K \Pr \{y < X_k\} f_Y(y)dy. \tag{18} \]

Therefore, the erroneous code detection probability for a given channel gain \( h_i \) can be expressed as

\[ P_{ed} = \frac{1}{\sqrt{\pi \sigma_Y^2}} \int_0^\infty 1 - \text{erf} \left( \frac{y}{\sqrt{2}\sigma_Y} \right)^K \left[ e^{-\frac{(y-E(Y))^2}{2\sigma_Y^2}} + e^{-\frac{(y+E(Y))^2}{2\sigma_Y^2}} \right] dy \tag{19} \]

We note that \( I_{i,j} \) is a random variable distributed following normal distribution which has the mean and variance are \( |h_i|^2 E_s/2 \) and \( |h_i|^4 E_s N_0/4 \), respectively. Accordingly, the mean and variance of the random variable \( Y = |I_{i,j}| \) can be developed as [29]

\[ E \{Y\} = \sqrt{\frac{|h_i|^4 E_s N_0}{2\pi}} \text{erf} \left( -\frac{E_s}{2|h_i|^2} \right) - \frac{|h_i|^2 E_s}{2} \text{erf} \left( -\sqrt{\frac{E_s}{2N_0}} \right) |h_i|^2. \tag{20} \]

\[ \sigma_Y^2 = \left( \frac{|h_i|^2 E_s}{2} \right)^2 + \frac{|h_i|^4 E_s N_0}{4} - E \{Y\}^2. \tag{21} \]
After some straightforward operations the variance of \( Y \) is obtained as

\[
\sigma_Y^2 = \left( \frac{E_s}{4} (E_s + N_0) - \left( \sqrt{\frac{E_s N_0}{2 \pi}} e^{-\frac{E_s}{2 N_0}} - \frac{E_s}{2} \text{erf} \left( -\sqrt{\frac{E_s}{2 N_0}} \right) \right) \right)^2_{h_i} = \rho
\]

Hence, the probability \( p_{ed} \) is calculated as

\[
p_{ed} = \frac{1}{|h|^2 \sqrt{2 \rho}} \int_0^\infty \left[ 1 - \text{erf} \left( \frac{y}{|h|^2 \sqrt{2 \rho}} \right) \right]^K \left( e^{-\frac{(y-\beta)|h|^2}{2|\rho|}} + e^{-\frac{(y+\beta)|h|^2}{2|\rho|}} \right) dy.
\]

Finally, the average erroneous code detection probability over fading channel \( P_{ed} \) is equal to:

\[
P_{ed} = \int_0^\infty \int_0^\infty p_{ed} f_h(\alpha) dy d\alpha.
\]

where \( f_h(\alpha) \) is the PDF of channel gain. To the best of authors’s knowledge, the closed-form expression is not available. However, the above integral can be simplified easily by using popular computation software such as Mathematica or Matlab and leaving the numerical integration as solution to compute the erroneous code detection probability.

Finally, the total BER of the CIM-SS system subject to fading channel is obtained by substituting (24) and (10) into (9). For AWGN case, the channel coefficient is equal to one (i.e. \( h(t) = 1 \)). The closed-from expression of the error probability \( P_{ed} \) is obtained directly from (19) and the total BER under AWGN channel is achieved by substituting (19) for \( h = 1 \) and (10) into (9).

D. Throughput analysis

In order to understand the enhancement behaviour of the CIM system we analyse its throughput. Typically, the throughput is defined as the number of correct bits (i.e bit level analysis) a user receives per unit time which can be written as [16]

\[
R_t = N_t \frac{(1 - \text{BER})}{T},
\]

where \( N_t \) is the number of total transmitted bits per symbol in conventional or CIM modulations, \( T \) is the transmission time, \( \text{BER} \) is the bit error probability, and \( (1 - \text{BER}) \) is the correct bits received during time \( T \).

IV. Energy efficiency and complexity

In this section, we evaluate the energy efficiency and system complexity of the generalized CIM system. We first show the energy saving achieved from mapping part of the transmitted bits into spreading codes. Then, we examine the effect of multiple spreading codes on the system complexity. Finally, we discuss the advantages and disadvantages of the CIM and SM techniques.

A. Energy efficiency

In the proposed CIM system, only \( n \) bits from the total transmitted \( N_t \) bits are directly modulated using the M-ary modulation while \( 2N \) bits are conveyed in the spreading code. Considering that each modulated bit requires an energy of \( E_b \) to be transmitted, then mapping part of the \( N_t \) transmitted bits to the spreading codes reduces the total required transmission energy. Therefore, the percentage of energy saving in the CIM as compared to the conventional SS M-ary system for the same number of transmitted bits \( N_t \) can be stated as

\[
E_c = \frac{2N}{n + 2N}. \%
\]

Clearly, an augmentation in the number of mapped bits \( 2N \) results in more energy saving in the CIM system.

B. System complexity

The complexity improvement of the CIM scheme is evaluated here by the number of spreading/de-spreading operations required to transmit one symbol as compared to the conventional SS M-ary system. At the transmitter side, the CIM scheme requires two spreading operations to transmit one symbol which is the same number of operations required for the SS M-ary case. The only difference is that the CIM system uses two different spreading codes to perform the spreading operation for the in-phase and quadrature components rather than one spreading code for the two components as in the SS M-ary. At the receiver side, \( 2 \times 2^N \) de-spreading/correlation operations are required for the in-phase and quadrature branches of the CIM system instead of two operations as in the SS M-ary system. However, while the CIM system requires just two spreading operations at the transmitter and \( 2 \times 2^N \) de-spreading operations at the receiver to transmit \( N_t \) bits, the SS M-ary system requires \( 2 + 2(2N/n) \) spreading operations and \( 2+2(2N/n) \) de-spreading operations at the receiver side where \( 2N/n \) represents the number of symbols corresponding to \( 2N \) bits. Therefore, the total number of operation required for CIM system to transmit \( N_t \) bits is

\[
O_{CIM} = 2 + 2 \times 2^N,
\]

and for SS M-PSK system it is

\[
O_{M-PSK} = 4 + 4 \times \frac{2N}{n}.
\]

C. Comparison between CIM and SM

While both the CIM and SM are similar in using additional dimension to carry information bits, there are some advantages that make the CIM more attractive for practical implementation. The performance of the CIM depends on the orthogonality characteristics of the spreading codes rather than the channel characteristics. The performance of the SM degrades when the channels are correlated due to the inadequate spacing between antennas [30]. Using spreading codes rather than the antenna as an extra dimension for mapping bits moves the design challenge to finding spreading codes with good orthogonality characteristics. Moreover, the SM requires
multiple antennas at the transmitter, i.e., more cost is added to the hardware implementation. In addition, the number of mapped bits in the SM is limited by the physical size of wireless device where only small number of antennas can be used. On the other hand, we can use very large number of codes in the CIM by increasing the number of mapped bits without increasing the physical size and cost.

V. Numerical Results

The objectives of this section are: to confirm the analytical performance expressions with the simulation results, to determine the number of modulated and mapped bits which achieves better performance and energy efficiency while keeping the system less complex, to show the trade-off between energy efficiency, system complexity, throughput, and error performance and finally, to compare the CIM to SM system.

A. BER and SER performance

Fig. 2 shows the numerical semi-analytical (i.e semi-analytical because the integral of $P_{det}$ is computed numerically) BER expressions given in (9) for the CIM system under AWGN channel for different number of modulated and mapped bits and for a spreading gain of $L = 64$. As we can see from Fig. 2, the system performance degrades significantly as the number of modulated bits increases. This is due to the fact that the mapped bits do not affect the Euclidean distance of the former case is larger than the latter. This manifests an important remark that in CIM systems, it is better to increase the number of mapped bits and keep the Euclidean distance between symbols as large as possible. To better understand the degradation of performance with respect to the number of modulated and mapped bits, we simulate the BER for different number of modulated and mapped bits. As shown in Fig. 5, the best configuration in terms of error performance is using $n = 2$, $N = 1$ and $L = 64$. As we increase the number of mapped bits, we can notice a gradual degradation in BER performance. On the other hand, the BER performance significantly degrades when the number of modulated bits is increased, because of the decrease in the Euclidean distance between the symbols.

The advantage of our design as compared to the traditional digital modulations is when the proposed CIM system has the maximum Euclidean distance between the constellation symbols such as the case of $n = 2$, we can increase the number of transmitted bits by increasing the number of mapped bits $N$ and still outperform the conventional SS M-PSK system with equivalent number of transmitted bits per symbol. Fig. 6 compares the throughput for the proposed CIM system with
Fig. 5. BER for CIM at $E_b/N_0 = 10$ dB.

Fig. 6. Throughput of the CIM system modulation $n = 2$, $N = 1$ and SS-QPSK schemes over an AWGN and Rayleigh fading channels and spreading gain $L = 16$.

Fig. 7. Complexity comparison of the proposed CIM and conventional SS M-PSK systems.

Fig. 8. BER performance comparison for CIM, and SS 16-PSK for AWGN channel and spreading gain $L = 64$.

$n = 2$ and $N = 1$ to the conventional SS-QPSK systems. Both SS-QPSK and CIM systems have the same bit duration $T = LT_c$. However, two bits are transmitted over $T$ with SS-QPSK system while four bits are transmitted with CIM. As shown in Fig. 6, CIM offers a higher throughput than SS-QPSK. This is because in a given period $T$, CIM transmits four bits, two bits being physical transmissions and two bits being mapped to spreading codes. Consequently, the proposed system provides better spectral efficiency than the SS-QPSK system and saves half of transmission energy while being 25% less complex.

B. Energy efficiency and complexity

Fig. 7 shows the complexity comparison of the CIM system given in (27) for $n = 2$ and $n = 3$ bits and different numbers of mapped bits $N$ versus the SS M-PSK system given in (28) with equivalent number of transmitted bits. It is observed that for the same number of transmitted bits $N_t$, CIM starts to be more complex than the conventional SS M-PSK system when $N > 2$. Therefore, the number of mapped bits is restricted to $N = 3$ bits at maximum such that complexity is kept close to that of the SS M-PSK. We consider the energy consumption given in (26) for the specific case of $N = 1$. With the configuration $n = 2$ and $N = 2$, the CIM system achieves the transmission rate of SS 16-PSK (i.e.4 bits) while its complexity is 25% and its transmission power consumption is 50% less than SS QPSK.

C. Special case of $n = 2$ and $N = 1$, 2, 3

Based on the aforementioned results of the complexity, energy efficiency and error performance, we conclude that the CIM system with $n = 2$ and $N \in \{1, 2, 3\}$ give an acceptable trade-off between complexity, energy efficiency, data rate and error performance. In this subsection, we show
the BER and SER performance for these settings where the CIM is compared with the conventional SS M-PSK having an equivalent number of bits per symbol.

As shown in Figs. 8 and 9 (for the AWGN channel) and Figs. 10 and 11 (for the Rayleigh channel), the CIM system outperforms the conventional SS 16-PSK for the same number of bits per symbol and also for higher number of bits when the SNR is high. The SS 64-PSK and SS 256-PSK systems are not plotted in the same figure because the result is straightforward since the CIM already outperforms the SS 16-PSK. This performance gain can be attributed to the fact that our system provides larger Euclidean distance between the constellation symbols for the modulated bits. For the CIM, SS QPSK modulation is used and its Euclidean distance remains constant with increasing the number of mapped bits. This can explain the slow degradation in performance when the mapped bits are increased as compared to the conventional modulation in which the Euclidean distance decreases when the number of bits per symbol increases. In addition, as shown in Fig. 8 and Fig. 9, the performance of CIM-SS system even with \( N = 5 \) outperforms the conventional system. However, when the number of mapped bits is more than \( N = 3 \) the complexity of our systems grows rapidly making such system configuration impractical.

D. CIM and SM comparison

Here, we provide a comparison between our proposed CIM and the SM technique. In this comparison, we use SS-QPSK modulation for SM and compare it with CIM modulation for \( n = 2 \) (i.e. SS-QPSK) with different number of mapped bits \( N \in \{1, 3, 5\} \) and for a spreading gain of \( L = 64 \). A Rayleigh fading channel with mean average powers of 0.5 is used for both systems. In addition, perfect knowledge of channel state information is assumed to be available at the receiver side for both systems. In this comparison, the SM uses four antennas at the transmitter side and one antenna at the receiver side while a single antenna is used in the CIM at the transmitter and receiver sides. Maximum likelihood (ML) receiver is used for SM to estimate the transmit antenna index (number) and retrieve the corresponding mapped symbol. For the SM scenario, each received signal contains the modulated symbol and the mapped symbol corresponding to the active antenna which is equivalent to a CIM system with \( n = 2 \) and \( N = 1 \) in terms of transmitted bits. Fig. 12 plots the performance of these systems for flat fading channel. Fig. 12 shows that the proposed CIM system outperforms the SM system in BER performance. In addition we can see that for \( N = 3 \), CIM achieves 8 bits per transmission with lower complexity while SM achieves only 4 bits under a similar configuration.

VI. Conclusion

In this paper, a new high data rate and energy efficient CIM system has been proposed. This system is based on an original idea to increase the data rate by using a new
the CIM model can save 50% of bits per symbol while being outperform the equivalent SS 16-PSK having the same number systems.

channels and to integrate this scheme with SM and MIMO. CIM system performance passes through improving detection instead of 4

to the conventional SS QPSK system. In addition, the results reveal that our system outperforms the SM system in terms of the BER even when our system transmits 8 bits per symbol instead of 4 bits for the SM system. Since any enhancement in CIM system performance passes through improving detection algorithms and proposing new error coding methods profiting from the spreading code index, our future work will focus on this area to enhance the total BER performance over fading channels and to integrate this scheme with SM and MIMO systems.
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