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Abstract—The efficient deployment of virtual network 
functions (VNFs) for network service provisioning is key for 
achieving network function virtualization (NFV); however, 
most existing studies address only offline or one-off 
deployments of service function chains (SFCs) while neglecting 
the dynamic (i.e., online) deployment and expansion 
requirements. In particular, many methods of energy/resource 
cost reduction are achieved by merging VNFs. However, the 
energy waste and device wear for large-scale collections of 
servers (e.g., cloud networks and data centers) caused by 
sporadic request updating are ignored. To solve these problems, 
we propose an energy-aware routing and adaptive delayed 
shutdown (EAR-ADS) algorithm for dynamic SFC deployment, 
which includes the following features. 1) Energy-aware routing 
(EAR): By considering a practical deployment environment, a 
flexible solution is developed based on reusing open servers and 
selecting paths with the aims of balancing energy and resources 
and minimizing the total cost. 2) Adaptive delayed shutdown 
(ADS): The delayed shutdown time of the servers can be 
flexibly adjusted in accordance with the usage of each device in 
each time slot, thus eliminating the no-load wait time of the 
servers and frequent on/off switching. Therefore, EAR-ADS 
can achieve dual energy savings by both decreasing the number 
of open servers and reducing the idle/switching energy 
consumption of these servers. Simulation results show that 
EAR-ADS not only minimizes the cost of energy and resources 
but also achieves an excellent success rate and stability. 
Moreover, EAR-ADS is efficient compared with an improved 
Markov algorithm (SAMA), reducing the average deployment 
time by more than a factor of 40. 

Index Terms—Energy efficient; Service function chain; 
Network function virtualization; Dynamic deployment 

I. INTRODUCTION 
Recently, with the development of cloud computing and 

software-defined networking (SDN) technologies [1], network 
function virtualization (NFV) has become a popular research 
topic [2-7]. The emerging NFV paradigm aims to decouple the 
function from the physical network equipment. Instead, network 
functions are provided by related software running on the 
standard virtualized platform, i.e., industry-standard servers 

[8-12]. The NFV technique improves the performance of 
software-based solutions and has potential for commercial 
deployment in future networks [13-15]. Virtual network 
functions (VNFs) are the software implementations of network 
functions on industry-standard physical servers. VNFs can be 
linked together to form a service function chain (SFC) [16, 17] 
and provide necessary network services for traffic flow. The 
mapping of an SFC request requires finding several physical 
servers and physical paths that satisfy various constraints to the 
host and connect the VNFs. Previously, telecommunication 
service providers (TSPs) used middleware based on proprietary 
hardware or software devices to allocate network services. 
Although this approach has valuable advantages regarding 
function provisioning, it involves substantial capital 
expenditures (CAPEX) and operating expenditures (OPEX). In 
contrast, the application of NFV can effectively reduce costs and 
meet the changing needs of users in accordance with a given 
service level agreement (SLA). 
A. Motivation 

With the rapid development and popularization of 
information technology, the numbers of devices and pieces of 
communication equipment in data centers, such as those 
supporting cloud networks, have also increased rapidly. The 
energy consumed by information and communication 
technology (ICT) infrastructures currently accounts for more 
than 4% of the worldwide energy consumption, and this figure is 
expected to double in the next few years [18]. For large data 
centers, the number of servers can be as high as 200,000 [19]. 
Obviously, these servers have enormous energy requirements. 
Unfortunately, much of this energy is wasted by idle systems. 
As discussed in [20], operating with all physical nodes turned on 
can increase the carbon footprint and negatively affect the 
electricity cost of the system. Recently, studies have shown that 
an idle server consumes approximately 70% of the power 
consumed by the same server running at a full load [21]. 
Therefore, controlling the number of active nodes in the system 
is important for VNF placement. However, the controller should 
not frequently turn on/off arbitrary nodes, as turning nodes off 
and then bringing them back to normal operation can lead to 
wear, as shown in [22-24], which is detrimental to the lifetime of 
physical devices. 
B. Scope of this paper 

Currently, due to increasing market demand and 
energy/resource shortages, network operators (NOs) are eager to 
find ways to reduce the expenditure of time, resources and 
energy while improving their economic profit by scheduling 
new network services. Consequently, there has been an increase 
in research on energy conservation and resource utilization in 
academia and industry [25-31]. Unfortunately, there is no 
outstanding research result or effective solution for this joint 
problem. 
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Additionally, 5G plays a very important role and has many 
uses in Internet of Things (IoT). The authors of [32-35] refer to 
the 5G services used in industrial networks and emphasize the 
importance of low delay. In [36-38], the authors focus on 
delay-sensitive IoT applications with the aim of improving their 
use. These studies show the importance of a low-latency 
network and the need for a delay-sensitive algorithm. However, 
while many studies and papers attempt to find a solution in the 
physical layer, few do so in the NFV area. Although some 
papers are concerned with the orchestration of VNF, they 
concentrate on resource or energy consumption and ignore the 
complexity and practicability of the algorithms. Thus, their 
algorithms require considerable time to converge, which is not 
suitable for delay-sensitive applications in 5G and IoT. In other 
words, it is urgently necessary to find a new algorithm that can 
orchestrate VNFs and allow the network to not only save energy 
and resources but also achieve realization in a short time. 

Motivated by these facts, the scope of this paper is to design 
an EAR-ADS algorithm (including energy-aware routing and an 
adaptive delayed shutdown mechanism) for deploying the SFC 
to jointly optimize the cost, which consists of energy 
consumption, resource consumption, and wear and tear of 
physical equipment. More importantly, the algorithm proposed 
in this work is efficient and flexible, so it is particularly 
applicable to areas with high delay requirements, such as 5G and 
IoT. 
C. Contributions 

Given the aforementioned problems and information, the 
main contributions of this study are as follows: 
l We study the online SFC deployment problem considering 

real service request scenarios and present the model for this 
problem. 

l We propose an energy-aware routing algorithm to minimize 
server energy consumption while considering bandwidth 
consumption. 

l We design an adaptive delayed shutdown mechanism for 
minimizing the wasted energy consumption generated by 
machine switching and no-load running. 

l We conduct extensive simulations to verify the superiority 
of our proposed approaches. 

The remainder of the paper is organized as follows. We 
review related work in Section II. In Section III, relevant 
network models and formulations are defined. The EAR-ADS is 
described in detail in Section IV. Simulation results are shown 
in Section V. We provide a discussion in Section VI and 
conclude the paper in Section VII. 

II. RELATED WORK 
Interest in NFV was sparked by a 2012 white paper [39] by 

telecommunication operators that introduced VNFs running on 
commodity hardware. Several NFV management systems have 
since been designed. SIMPLE [40] implements an SDN-based 
policy enforcement layer for efficient middlebox-specific 
“traffic steering” in data centers. Marouen Mechtri et al. [41] 
proposed an SFC orchestration and evaluation framework for 
verifying and comparing deployment algorithms. Bhamare et al. 
[42] solved VNF placement issues by optimizing the intercloud 
business flow and response time. Huawei Huang et al. [43] 

determined a method of effectively dictating the deployment of 
an SFC based on request requirements, which was an enormous 
research challenge. Although some of the aforementioned 
studies addressed energy-related optimization with the 
consideration of delay bounds (e.g., the objective in [44, 45] is 
to minimize the number of latency-constrained CPUs), these 
solutions do not address consumption itself. Additionally, few 
studies have addressed the power-based VNF placement 
proposals of our case study. In [46], the authors aimed to 
minimize power consumption by allowing user delay 
requirements to be met using a genetic algorithm approach, 
while [47, 48] proposed heuristic algorithms that enabled power 
reduction improvements. The authors of [49] researched the 
problem of energy consumption in multidomain networks and 
did not take equipment wear into account. In contrast, this paper 
aims to decrease energy, time, resource consumption and 
equipment wear within a single-domain network. Moreover, 
[50-51] addressed the migration problem for active 
micro-servers that are needed in low-traffic conditions by 
turning off or suspending micro-servers to achieve energy 
savings. The authors of [52] tried to optimally place and 
schedule network flows in virtual network functions by 
formulating an ILP model while also reducing the total network 
power consumption by using the EACons algorithm. However, 
this paper did not consider machine wear, and it addressed only 
the offline version of the problem. 

In the existing literature [47-52], there is almost no systematic 
research on the nonworking energy cost of servers caused by 
continuous updates and alterations to online SFCs. Thus, there is 
currently no effective way to solve this problem. In [53-55], the 
joint use of servers and physical links during SFC deployment 
was studied to make better use of network resources. The 
authors first calculated an appropriate path length and server 
selection using elastic adjustments in accordance with the 
network conditions and the requirements of each SFC. Then, an 
appropriate routing path length was calculated. It was 
determined whether extra server resources were to be used or 
resources were to be reused, and the necessary resources were 
provided by existing servers for each VNF in the SFC. 
Unfortunately, that research focused only on resource 
optimization and did not consider processing methods for idle 
servers or the energy savings problem regarding the arrival and 
revocation of online SFCs in a dynamic deployment 
environment. For example, in [53], the authors proposed a 
DMRT-SL algorithm to efficiently map the service requests in 
edge computing. It showed outstanding performance in terms of 
time delay but without considering the energy consumption. The 
authors of [54] studied the relation between the path length and 
the VM reuse factor. It proposed a DC-LaS algorithm to find a 
solution whose path length and reuse factor approximately met 
these expectations. However, it did not consider energy 
consumption, time efficiency or machine wear. 

In [56], the authors showed that the joint problem of 
minimizing energy cost and flow consumption is an NP problem, 
designed SAMA to minimize energy and traffic costs, and 
discussed server operating costs. Although that study noted 
issues of energy waste and equipment wear due to no-load 
server operation and frequent server switching, it offered no real 
solution to these problems. More importantly, SAMA solved 



 

 

this problem with iterations based on the Markov approximation, 
and it uses sampling on state space to accelerate the convergence 
speed. However, in a complex network that has many nodes and 
many VNFs needing to be deployed, the state space will be 
astronomical, which will still lead to a very long convergence 
time. Additionally, if we add a node or a VNF to the map, the 
state space will grow exponentially. All of these factors make 
the convergence time of this algorithm too long and its 
efficiency too low, thus greatly increasing the time cost of 
deployment. 

Therefore, in this paper, EAR-ADS is proposed to address 
these issues. An EAR strategy is established to ascertain 
link-tolerant hops to bypass as many network resources as 
possible using open nodes, which effectively reduces the 
number of open servers, the consumption of underlying 
bandwidth resources, and the time delay between service 
functions and data traffic. Additionally, regarding the energy 
loss due to SFC updates on the servers, we carefully design a set 
of ADS mechanisms that can be flexibly adjusted in accordance 
with the usage of each server, thus eliminating a large amount of 
energy waste caused by no-load waiting. The proposed method 
can also avoid machine wear caused by frequent server 
switching, thereby prolonging the server service life and 
reducing the replacement rate and purchase cost of equipment to 
a certain extent. 

Table 1. Comparison of the research content and critical 
contributions of previous works 

Algorithms Machine 
wear Resources Time Energy 

EACons [52] × √ √ √ 
DMRT-SL [53] × √ √ × 
DC-LaS [54] × √ × × 
SAMA [56] √ √ × √ 
Our approach √ √ √ √ 

Table 1 shows the important aspects and critical technical 
contributions of previous NFV works. It also displays the 
difference between the research contents of this paper and others. 
(In this table, “√” means that this algorithm takes this element 
into account, while “×” means that it does not.) 

III. PROBLEM STATEMENT AND MODELING 
A. Problem statement 
    As shown in Figure 1, the NFV architecture is composed of 
three key elements: underlying hardware resources, the 
virtualization network function pool and NFV orchestration. 
These elements are defined in [4, 5] and are summarized as 
follows. Underlying hardware resources include computing 
hardware, storage and networks (composed of nodes and edges) 
that provide processing, storage and connectivity to VNFs. An 
NF is a functional block within a network infrastructure that has 
well-defined external interfaces and well-defined functional 
behavior [12, 13]. Therefore, a VNF is an implementation of an 
NF that is deployed for virtual resources such as a VM, which 
runs on underlying hardware. After instantiation, a VNF can be 
deployed on underlying hardware and realize specific network 
functions, such as DHCP, NAT and firewalls. We call the 

combination of VNFs the virtual network function pool. NFV 
orchestration provides the functionality required for the 
provisioning of VNFs and related operations, such as the 
configuration of VNFs and the infrastructure on which these 
functions run [15, 17, 57]. After orchestration, specific VNFs 
can be composed of an SFC and offer network services to users. 
All these key elements combine to form the NFV architecture 
[41]. Together, they offer the network service we use in an 
application layer as traditional SFC does but without requiring 
expensive network equipment. 

With the rapid development of networks and various related 
devices, the annual energy consumption of network devices has 
become quite high, especially for cloud networks and data 
centers. However, from a statistical perspective, much of the 
energy consumption of this equipment is due to no-load 
operation and frequent switching, which is in direct opposition 
to the global aim of energy conservation and emissions 
reduction [20, 21, 27]. Such conditions also increase the 
switching times and greatly shorten the life of the physical 
device. OPNET can be used to find a VNF placement that 
minimizes the total cost incurred by the system, which is 
represented in the objective function as the sum of the 
operational and traffic costs. However, the problem above 
cannot be solved in polynomial time because it is NP-hard [42]. 
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Fig. 1. Network function virtualization architecture. 

Therefore, this paper proposes EAR-ADS, which addresses 
two main challenges: 1) how to balance energy and resource 
consumption, which requires minimizing energy consumption 
subject to existing resource constraints, and 2) how to realize 
adaptive shutdowns to avoid the long-term no-load operation 
and frequent on/off switching of machines, which involves 
minimizing unnecessary energy consumption and time delays. 
EAR addresses mainly the first challenge through resource 
virtualization and VNF orchestration; ADS is designed to solve 
the second challenge, which works on the physical layer. 



 

 

B. Network model 
(1) Substrate network: A substrate network consists of the 

underlying nodes that are directly connected via physical edges 
between the nodes. Each physical node has a set of service 
functions with resource attributes, and every physical edge has a 
corresponding bandwidth capacity. We represent the underlying 
physical network model as an undirected weighted graph 𝑁" =
(𝑉", 𝐸", 𝑅") . Here, 𝑉" = {𝑣,, 𝑣-, … , 𝑣|01|}  and 𝐸" =
{𝑒,, 𝑒-, … , 𝑒|41|}  represent the sets of nodes and edges, 
respectively, in the underlying network. |𝑉"| and |𝐸"|	denote 
the numbers of nodes and edges, respectively, in the network. 
Every 𝑣6  or 𝑒6  offers certain node or edge resources. 𝑅"  
represents the total resources provided by the physical network, 
including the node resources 𝑅0 (e.g., storage and computing) 
and the edge resources 𝑅4. Our routing algorithm used in this 
paper adapts to undirected graphs and directed strongly 
connected graphs. In a real network, a weakly connected graph 
has no meaning in use, so this algorithm fits both directed and 
undirected graphs. 

(2) SFC requests: An SFC request typically consists of one 
source, one destination, and multiple virtual nodes 
interconnected by virtual links. Every virtual node or virtual link 
has a specific resource demand. 𝑆𝑅 = (𝑆8, 𝐿8, 𝑅8, 𝑠, 𝑡) 
represents a service request (SR) corresponding to an SFC, 
consisting of a series of VNFs connected by virtual links. Each 
VNF represents a certain network function (e.g., NAT, switch, 
firewall, IDS, WAN optimization, DHCP server or proxy).	𝑆8 =
{𝑓,, 𝑓-, … , 𝑓|=>|} represents the series of VNFs corresponding to 
the SR, with a certain connection order between the VNFs, and s 
and t denote the source point and destination point, respectively, 
of the SR. We define	𝐿8 = {𝑙,, 𝑙-, … , 𝑙|@>|} as the set of virtual 
links between pairs of adjacent VNFs and 𝐿8  as the number of 
links in the SR. In addition, different VNFs may represent 
different functions with different resource demands. 𝑅8 denotes 
the total resource requirement (including the node resource 
requirement 𝑅= and the link resource requirement 𝑅@) of the SR. 
A set of many SRs may simultaneously exist in the system. 

(3) SFC mapping: The process of mapping SFCs to a 
physical network is called SFC mapping. SFC mapping can be 
successful only when the underlying network has sufficient 
node and edge resources. In this paper, we use 𝑝B = (𝑉"

C, 𝐸"
C) to 

represent the SFC deployment plan. 𝑉"
C represents the set of all 

underlying nodes involved in the deployment plan, which 
consists of the deployment node set and the forwarding node set. 
𝐸"
C is the set of all deployment edges involved in the deployment 

plan. To clearly explain our research problem, we assume the 
following: 
l VNFs of different types for different SRs can be deployed 

on the same node when the resources are sufficient. 
l A node can simultaneously serve as a deployment point and 

a forwarding point. 
l A virtual link can be deployed on many coterminous edges 

of a physical network, which means that forwarding nodes 
exist in the network. 

C. Energy-aware routing and adaptive delayed shutdown 
Our goal is to minimize the total cost of dynamic SFC 

deployment. Compared with other algorithms, our algorithm 

demonstrates an outstanding effect in terms of energy savings 
and resource usage. Next, we will introduce EAR-ADS in 
detail. For convenience, the important notations used in 
describing the algorithm are listed in Table 2 for reference. 

Table 2 Key notations used in this paper 

Notation Definition 

𝑒DE
FG ,	𝑒DHH

FG 	 Energy consumptions of server node 𝑣6  per 
unit time when being turned on and off 

𝑚DE
FG , 𝑚DHH

FG 	 Numbers of times that 𝑣6 is turned on and off 
𝑡DE
FG , 𝑡DHH

FG 	 Startup/shutdown delay for	𝑣6 per unit time 

𝜅FG 	
Total number of times that 𝑣6 is switched on 
or off 

ivℑ 	
Wear caused by a single instance of 
switching	𝑣6 on or off 

𝑡KLCMN
FG  Total no-load time of 𝑣6 

𝑒KLCMN
FG  No-load energy consumption of 𝑣6  per unit 

time 

𝑈FG 	
Set of VNFs running on 𝑣6	in	 the	 current	
time	slot 

𝑉𝑁𝐹_𝑗	 𝑗M_ VNF running on 𝑣6 

𝑡0`8B
FG 	 Total time for which 𝑣6  serves as a 

deployment node 

𝑡HDabcad
FG 	 Total time for which 𝑣6  serves as a 

forwarding node 
𝑡bDae
FG 	 Total working time of 𝑣6 

𝐸bDaeF6 	 Total working energy consumption of 𝑣6 

𝑒0`8_f
FG 	 Energy consumption for the 𝑗M_  VNF 

deployed on 𝑣6 per unit time 
𝑒gcBK
FG 	 Base energy consumption of 𝑣6 

𝑡0`8_f
FG 	 Working time for the 𝑗M_ VNF deployed on 

𝑣6 

	𝑟HG
=ij  Node resource demand of VNF 𝑓6 of the 𝑗M_ 

SR 
𝑟FG
MDMck	 Total resources of 𝑣6 
𝑟FG
lBK	 Used resources of 𝑣6 
𝑟FG
aKLc6E Remaining resources of 𝑣6 

	𝑟kG
=ij  Bandwidth resource demand of virtual link 𝑙6 

of the 𝑗M_ SR 

𝜓FG
HG 	 A binary variable indicating whether 𝑓6  is 

deployed on 𝑣6 
𝑟KG
MDMck	 Total resources of 𝑒6 
𝑟KG
lBK Used resources of 𝑒6 
𝑟KG
aKLc6E Remaining resources of 𝑒6 

𝜓KG
kG 	 A binary variable indicating whether 𝑙6  is 

mapped to 𝑒6 

(1) Energy-aware routing 
For online deployment problems, the arrival times, source 

and destination locations and VNF types all vary over time, 
and the usage of the underlying topological resources is also 
constantly changing. These characteristics pose enormous 
challenges for SFC deployment, especially with regard to 
energy conservation, as deployment involves choosing when 
to reuse an open server, when to choose the shortest path, 



 

 

when to shut down a device and when to maintain a no-load 
state. Because of the complexity of this problem, no 
outstanding research results or effective solutions have been 
reported to date. In this paper, the problem of energy 
conservation in SFC deployment is studied, and corresponding 
solutions are presented. At present, because of the wide usage 
of cloud networks and big data, the energy conservation 
problem is significant, with extensive prospects for 
application. 

VNF 2VNF 1s

t
VNF 1 VNF 2

VNF 2

VNF 1 VNF 2s tSFC request：

Substrate network：

：open server

：closed server ：routing only for shortest path (SP)
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：VNF mapping to substrate nodes based on SP
：VNF mapping to substrate nodes based on SE
：VNF mapping to substrate nodes based on EAR

 

Fig. 2. Routes formed based on three strategies. 

Figure 2 shows the routes formed based on three different 
strategies: 
l The shortest path algorithm. This method, which is 

commonly used by researchers, finds the deployment path 
with the fewest hops; however because it does not consider 
the energy cost, it may result in the need to restart a large 
number of shut down servers, even when there are many 
open network nodes with sufficient resources. Consequently, 
this strategy results in considerable energy waste and 
equipment wear. As indicated by the blue path in Figure 2, 
the shortest possible path has a path length of 3, and the 
number of reused servers is 0. 

l Solely energy-savings-based route selection. Although this 
method makes full use of the open servers, it can result in 
more efficient routes being bypassed because it will reuse 
open servers to the greatest possible extent, resulting in high 
overhead in terms of bandwidth resources. This strategy is 
highly undesirable when the number of SRs is large and the 
underlying resources are very limited. As shown by the 
green path in Figure 2, the path with the maximum energy 
savings has a path length of 5, and the number of reused 
servers is 4. 

l The EAR policy. This algorithm considers both energy and 
bandwidth costs, and more importantly, it includes a tunable 
parameter κ that can be adjusted by the operator in real time 
in accordance with the current number of SRs and 

topological resource usage. Emphasizing the flexibility of 
the tradeoff between energy and bandwidth resources 
results in a deployment strategy that is agile and applicable 
and reduces the cost to the greatest extent. As shown by the 
red path in Figure 2, the EAR path length is 4, and the 
number of reused servers is 2. If there are multiple paths 
with the same number of hops, the algorithm will 
preferentially select an open node (e.g., VNF1); however, 
when reusing an open server will require a long detour, with 
a number of hops exceeding the value of parameter 𝜅, that 
open server will be abandoned, and a new node will be 
selected to avoid overuse of the underlying resources (e.g., 
VNF2). 

(2) Adaptive delayed shutdown mechanism 
In the interval between the departure of the last VNF and the 

arrival of the next VNF, the state of the server is a decisive factor 
in determining the wasted energy consumption. There is little 
research on this topic at present, and it has considered only two 
possible states: 
l Keep open: The server will be kept open even if the 

underlying node is in the no-load state. This will cause 
considerable no-load energy waste, especially in large-scale 
networks such as cloud networks and data centers. 

l Shut down immediately: Once an SFC finishes running in 
the network, the corresponding node will be shut down 
immediately. This will result in the frequent on/off 
switching of servers, which will not only cause switching 
energy consumption and delay but also increase the wear on 
the machines, thus decreasing their lifetimes. 

To solve these problems, this paper proposes an ADS 
mechanism: 1) For each open server, an initial delayed 
shutdown time 𝑐dKkcN

FG 	= 	𝜁  is established (𝑐dKkcN
FG  denotes the 

delayed shutdown time of 𝑣6 in the current time slot, while 𝜁 
represents the initial value of the delayed shutdown time). 2) If 
the node is in the working state, then 𝑐dKkcN

FG = 𝜁 is maintained. 3) 
Otherwise, in each consecutive service time slot in which the 
node is in the no-load state, the delayed shutdown time is 
reduced to 𝑐dKkcN

FG = 𝑐dKkcN
FG − 1 , and the server is shut down 

when 𝑐dKkcN
FG = 0. 4) If the node accepts a new VNF or acts as a 

forwarding node during its no-load waiting time, then 𝑐dKkcN
FG  is 

restored to its initial value 𝑐dKkcN
FG = ζ. Notably, for the purpose 

of decentralization, ζ can be adjusted for each node separately. 
This means that the initial value for every node can be 
determined in accordance with its use frequency, making this 
energy-saving system flexible, intelligent and effective. 

Thus, it is evident that the algorithm proposed in this paper 
can not only avoid the machine wear and energy waste caused 
by long-term no-load operation and frequent on/off switching 
but also minimize the overall cost. 
D. Cost definitions 

We aim to minimize the overall cost to the network service 
provider throughout the entire process of deploying all SRs in 
𝑁" , considering the following costs. 

(1) Energy consumption for switching servers on and off, 
𝑬𝒔𝒘𝒊𝒕𝒄𝒉：Intuitively, frequent startup and shutdown of servers 
can result in a large amount of power consumption. When 
turning a server on, each of the server’s components (e.g., CPU, 



 

 

memory, fans, and disks) needs to be started, and the power 
consumption may be several times that during normal operation; 
a similar mechanism applies for shutting down a server and its 
components. We use 𝑒DE

FG  and 𝑒DHH
FG 	 to represent the energy 

consumption of 	𝑣6  per unit time when turned on and off, 
respectively.	𝑚DE

FG  and 𝑚DHH
FG  denote the numbers of times that 𝑣6 

is turned on and off, respectively. The overall switching energy 
cost for the whole process in 𝑁"  is 

( )i ii i

i G
on on offswit offch

v vv v

v V
m e m eE

∈
= +∑           (1) 

(2) Startup/shutdown delay, 𝑻𝒔𝒘𝒊𝒕𝒄𝒉: There is a period of 
time between pressing the startup/shutdown button and reaching 
the real operating/shutdown state; we call this time the 
startup/shutdown delay. We use 𝑡DE

FG  and 𝑡DHH
FG  to represent the 

individual one-time startup and shutdown delays, respectively, 
for node	𝑣6 . The overall switching time delay for the whole 
process in 𝑁"  is 

( )i ii i

i G
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v vv v
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m t m tT
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(3) Machine wear due to switching, ℑ : It is obvious that 
frequently switching the machines on and off will cause great 
harm to the servers, shorten their service lifetimes and increase 
the equipment cost. Here, we use 𝜅FG  (𝜅FG = 𝑚DE

FG + 𝑚DHH
FG ) to 

represent the total number of times that server 𝑣6 is switched on 
or off and ivℑ  to denote the wear caused by a single instance of 
switching 𝑣6  on or off. The overall machine wear due to 
switching in the whole process in 𝑁"  is 

i i
i G

v v
v V

κ
∈

ℑ = ∑ ℑ , 𝜅FG = 𝑚DE
FG + 𝑚DHH

FG               (3) 

(4) No-load wait time, 𝑻𝒆𝒎𝒑𝒕𝒚: Between the completion of 
the last VNF and the arrival of the next VNF, a physical node 
may be in a no-load state but remain active; we call the duration 
of this state the no-load wait time. 	𝑡KLCMN

FG  denotes the total 
no-load wait time of 𝑣6 . The total no-load wait time for the 
whole process in 𝑁"  is 

i

i G
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(5) No-load energy consumption, 𝑬𝒆𝒎𝒑𝒕𝒚: Similarly, an 
open server generates a no-load energy consumption during its 
idle wait time. 	𝑒KLCMN

FG  represents the no-load energy 
consumption of 𝑣6  per unit time. The no-load energy 
consumption for the whole process in 𝑁"  is 
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v v

v V
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(6) Working time consumption, 𝑻𝒘𝒐𝒓𝒌 : As mentioned 
before, any node	𝑣6 may have one or more VNFs deployed on it 
or may serve only as a forwarding node. First, we define 𝑈FG as 
the set of all VNFs running on 𝑣6 at a given time and 𝑉𝑁𝐹_𝑗 ∈
𝑈FG  as the 𝑗M_  VNF running on 𝑣6 . Together, 𝑡0`8B

FG 	(the total 
time for which 𝑣6  serves as a deployment node) and 𝑡HDabcad

FG  
(the total time for which 𝑣6  serves as a forwarding node) 

compose the total working time 𝑡bDae
FG  of 𝑣6  for all SRs. The 

working time consumption for all SRs in 𝑁"  is 
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v v vvt t t t≤ ≤  

Note that when 𝑈FG=null, 𝑣6 is used only as a forwarding node 
during that time. 

(7) Working energy consumption, 𝑬𝒘𝒐𝒓𝒌: Similarly, when 
node	𝑣6 is used for the deployment/forwarding of SFCs, we call 
the corresponding energy cost the working energy consumption. 
𝐸bDaeF6 	denotes the total energy consumption of	𝑣6 in the working 
state, and 𝑒0`8_f

FG  denotes the energy consumption for the 𝑗M_ 
VNF deployed on v� per unit time. Additionally, we use 𝑡0`8_f

FG  
to denote the working time for the 𝑗M_ VNF on 𝑣6. The working 
energy consumption for all SRs on 𝑣6 is 
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_
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Note that if 𝑣6 serves only as a forwarding node for all SRs at all 
times, we have 

i i i
work base work
v v ve tE =                 (7) 

Obviously, when the remaining resources are sufficient, running 
more VNFs on the same server will result in lower energy 
consumption because every open server has some base energy 
consumption. Thus, the working energy consumption for all SRs 
in 𝑁"  is 
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_
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(8) Node resource consumption, 𝑹𝑽𝑮
𝒖𝒔𝒆 : When a VNF is 

deployed on the underlying nodes of the network, it will occupy 
some of the underlying node resources (e.g., computing 
resources and storage resources). 	𝑟HG

=ij  denotes the node 

resource demand of VNF 𝑓6 of the 𝑗M_ SR, and 𝜓FG
HG is a binary 

variable indicating whether 𝑓6  is deployed on node 𝑣6 . 	𝑟FG
MDMck 

represents the total resources of 𝑣6, and 𝑟FG
lBK represents the total 

node resource consumption of all VNFs deployed on 𝑣6. After a 
VNF is successfully placed on 𝑣6, the available node resources 
𝑟FG
aKLc6E will decrease accordingly: 
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1 ,  if VNF  is deployed on node 
0 ,  otherwise
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iif
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Note that a VNF is deployed only when a node is open. 
Therefore, the overall node resource consumption for all SRs in 
𝑁"  is 
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(9) Bandwidth consumption, 𝑹𝑬𝑮
𝒖𝒔𝒆: Similarly, mapping a 

virtual link to a physical edge will occupy network bandwidth 
resources. In the case of dynamic traffic requests and 
time-varying physical network conditions, the deployment 
paths often include one or more forwarding nodes. Unlike a 
deployment node for a VNF, a forwarding node does not 
consume resources, but it does consume energy. 	𝑟kG

=ij denotes 
the bandwidth resource demand of virtual link 𝑙6 of the 𝑗M_ SR, 
and 𝜓KG

kG  is a binary variable indicating whether 𝑙6 is mapped to 
edge 	𝑒6 . 𝑟KG

MDMck  represents the total resources of 𝑒6 , and 𝑟KG
lBK 

denotes the total bandwidth consumption on 𝑒6. After a link is 
successfully mapped to 𝑒6 , the available bandwidth resources 
𝑟KG
aKLc6E will decrease accordingly: 
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The overall node resource consumption for all SRs in 𝑁"  is 
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In summary, the overall network resource consumption for all 
SRs in 𝑁"  is 

= + GG G
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Because no-load energy consumption and switching energy 
consumption are not necessary types of consumption for an SFC, 
we refer to them as wasted energy: 
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Similarly, the wasted node delay is calculated as follows: 
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The total energy consumption is as follows: 

switch empty workwaste workE E E E E E= + = + +               (16) 

The total time delay is as follows: 

switch empty workwas workteTT T T TT= = + ++           (17) 

E. Optimization Objectives and Constraints 
(1) Optimization objectives: 
l EAR aims to balance working energy and resource 

consumption while minimizing their total cost. Thus, the 
optimization objective for EAR is 

1min ( , )
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Because node resource consumption is fixed for a certain 
number of SFCs, the optimization objective can be revised as 
follows: 

1min ( , )
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where 𝛾  is the parameter that controls the balance between 
energy and resource consumption. For example, when too many 
requests or bandwidth resources are lacking, we may decrease 
γ	to place more emphasis on resource conservation; conversely, 
we may increase γ to focus on energy conservation. 
l The ADS mechanism aims to minimize wasted energy, 

including no-load and switching energy consumption, 
throughout the whole process. As mentioned before, 
switching servers on and off will lead to three kinds of 
consumption, denoted by 𝐸Bb6M�_, 𝑇Bb6M�_, and ℑ , but they 
are all increased due to the same operation; therefore, we 
use 𝐸Bb6M�_ to represent all these costs in the optimization 
objective for convenience. Similarly, we use 𝐸KLCMN  to 
represent both the no-load energy consumption and the 
no-load wait time in the optimization objective. Thus, the 
optimization objective for the ADS mechanism can be 
expressed as 

2min ( , )switch emptyC E E  
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Thus, the overall optimization objective proposed in this 
paper is 

1 2min ( , )C C C  
where 
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As shown in the last equation above, the total optimization 
objective has two components: one is the total energy 
consumption for all SRs, and the other is the total bandwidth 
consumption for all SRs. This paper aims to minimize the total 
cost of both and offer a minimal consumption plan to service 
providers based on the resources remaining in the network and 
the number of SFCs. 
(2) Constraints: 

To successfully deploy an SFC in a physical network, the 
relevant resource constraints must be satisfied in every time slot. 
Therefore, all SRs should satisfy 

j i
ii i

j Fi

total

SRs

fSR
f vvfSR S
r rψ

∈ ∈
× ≤∑ ∑                   (22) 

 

j i
Gi i

i G j Fi

total

SRs

fSR
f Vvfv V SR S
r Rψ

∈ ∈ ∈
≤∑ ∑ ∑                  (23) 

(22) and (23) are constraints on the node resources. (22) ensures 
that the resources required for the VNFs deployed on 𝑣6 will not 
exceed the resources of this node, and (23) ensures that the 
resource consumption of all SRs deployed in the network will 
not exceed the total resources supplied by all nodes. 
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(24) and (25) are constraints on the bandwidth resources. (24) 
ensures that the resource usage on each link does not exceed 
its capacity, and (25) ensures that the total bandwidth 
consumption is no greater than the total bandwidth supplied. 
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(26) ensures that the total resource demands of all SFCs do 
not exceed the total resources supplied. 
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(27) ensures that a VNF can be deployed on only one physical 
node. 
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(28) ensures that at most one VNF from a given SR can be 
deployed on a single physical node 𝑣6. 

IV. ALGORITHM DESIGN 
EAR is an optimization method that balances the energy and 

bandwidth resource costs for online deployment, as shown in 
Algorithm 1. We wish to reduce the number of servers switched 
on as much as possible under a given hop constraint. For this 
purpose, the current node usage states in the network need to be 
detected before SFC deployment. If a node has already been 
turned on, it is added to the open set, 𝑉"DE; otherwise, it is added 
to the off set, 𝑉"

DHH (lines 4-10 of Algorithm 1). In addition, 
different subprocedures are called for VNFs in different 
positions (lines 11-17 of Algorithm 1). Finally, the complete 
SFC deployment scheme is obtained. 

Algorithm 1: Energy-aware routing for dynamic SFC 
deployment (EAR) 
Input: (1) Physical network	𝑁" = (𝑉", 𝐸", 𝑅"); 
            (2) Service requests 𝑆𝑅 = (𝑆8, 𝐿8, 𝑅8, 𝑠, 𝑡); 
Output: SR deployment scheme 𝑝B. 
1: Initialize network topology 𝑁"  
2: Set 𝑝B	 to null 
3: for all arriving SRs, do 
4:     Check the current physical network state   
5:     for all 𝑣6,	𝑣6 ∈ 𝑉" , do 
6:         if 𝑣6	is on, then 
7:           Add 𝑣6	to 𝑉"DE 
8:         else add 𝑣6	to 𝑉"

DHH 
9:         end if 
10:    end for 
11:    for all VNFs 𝑓6	of the SR,	𝑓6𝜖𝑆8, do 
12:         if 𝑓6	is the first or an intermediate VNF of the SR, then 
13:             Call Procedure 1 
14:         else 𝑓6 is the last VNF of the SR, then 
15:             Call Procedure 2 
16:         end if 
17:     end for 
18: end for 

Procedure 1 updates deployment scheme	𝑝B. The VNFs are 
deployed one by one for each SFC. Procedure 1 (DM-F) is the 
deployment method for the intermediate VNFs. We set the link 
hop constraint parameter	κ to balance the energy consumption 
and bandwidth. To save energy and make full use of the 
underlying network resources, we first look for the most 
appropriate deployment node in 𝑉"DE for each intermediate VNF 



 

 

(lines 3-8 of Procedure 1) by using the breadth-first-search (BFS) 
algorithm. 𝑑L6E  is the shortest distance between previous 
deployment location	𝑣f and current deployment location 𝑣6. If a 
path that reuses an open server satisfies 𝑑L6E > κ , we will 
abandon that open server and select a new node to avoid the 
excessive waste of bandwidth resources (lines 9-11 of Procedure 
1). Thus, we determine the shortest path and the most suitable 
deployment point 𝑣6, and finally, we deploy 𝑓6 on 𝑣6 and add the 
corresponding path to 𝑝B. In the worst case, if there is no such 
node	𝑣6 in 𝑉"

DHH, then we terminate the attempt to deploy this SR 
and clear the current 𝑝B (lines 12-14 of Procedure 1). 

Procedure 1: Deployment for an intermediate VNF (DM-F) 
Input: (1) Physical network 𝑁"; 
            (2) Set of switched-on nodes 𝑉"DE; 

        (3) Set of switched-off nodes 𝑉"
DHH; 

(4) Source (previous deployment point 𝑣f); 
Output: Updated 𝑝B. 
1: for all VNFs 𝑓6 of SR, do 
2: Source ← 𝑣f, sink ← 𝑣6, set 𝑑L6E ← ∞ 
3:   if 𝑉"DE ≠ ∅ 
4: Find the 𝑣6 at the fewest hops from 𝑣f in 𝑉"DE subject to the 

resource constraints and obtain 𝑑L6E; then 
5:         if 𝑑L6E ≤ κ, then 
6:              Deploy 𝑓6 on 𝑣6 and modify 𝑝B 
7:              Continue to deploy the next 𝑓6 
8:         end if 
9: else find the 𝑣6 at the fewest hops from 𝑣f in 𝑉"

DHH subject to 
the resource constraints and obtain 𝑑L6E; then 

10:        Repeat steps 5-8 
11:   end if 
12:   if failed to find a 𝑣6 and a shortest path in 𝑉" , then 
13:        Clear 𝑝B and exit SR deployment 
14:   end if 
15: end for 

Unlike in DM-F, for the last VNF, we must simultaneously 
consider the previous VNF deployment location and the 
destination of the SR. Therefore, we present Procedure 2 
(DL-F), which aims to find a suitable node 𝑣6 on the shortest 
route between 𝑣f and t on which to deploy the last VNF (lines 
3-10 of Procedure 2). 

Procedure 2: Deployment for the last VNF (DL-F) 

Input: (1) Physical network	𝑁"; 
            (2) Set of switched-on nodes	𝑉"DE; 

        (3) Set of switched-off nodes	𝑉"
DHH; 

(4) Source (previous deployment point 𝑣f); 
(5) Destination 𝑡 of the SR; 

Output: Updated 𝑝B. 
1: Source ← 𝑣f, sink ← 𝑡, set 𝑑L6E ← ∞ 
2: if 𝑉"DE ≠ ∅ 
3: Find the 𝑣6 that corresponds to the fewest hops for both 𝑣f →

𝑣6 and 𝑣6 → 𝑡 in 𝑉"DE subject to the resource constraints; 
then 

4:       Place 𝑓6 on 𝑣6 and modify 𝑝B	; return 𝑝B	 
5:       if failed to find a 𝑣6 in 𝑉"DE, then 
6: Find the 𝑣6 that corresponds to the fewest hops for both 𝑣f →

𝑣6 and 𝑣6 → 𝑡 in 𝑉"
DHH under resource constraints 

7:           Repeat Step 4 
8:       end if 
9: else return to Step 6 
10: end if 
11: if failed to find a 𝑣6 in 𝑉"

DHH, then 
12:     Clear 𝑝B	and exit SR deployment 
13: end if 

This paper mainly studies the problem of the dynamic 
deployment of SFCs; therefore, the SFCs are assumed to arrive 
and be completed dynamically, which will lead to considerable 
energy wastage. Considering that each server is used differently, 
we present the ADS algorithm for each node. The ADS 
algorithm aims to minimize the server’s no-load energy 
consumption and switching energy consumption between the 
dynamic arrival and completion of SFCs. 𝑐dKkcN

FG  is the current 
delayed shutdown time of 𝑣6 , and ζ is the initial value of the 
delayed shutdown time. For example, when a VNF is deployed 
on a new node, we initialize 𝑐dKkcN

FG = 	𝜁. In each time slot, if a 
node is in the working state (meaning that the node is used either 
as a deployment point or a forwarding point), we maintain 
𝑐dKkcN
FG = 	𝜁. If 𝑣6 is in the no-load state but is chosen for reuse as 

a deployment point or a forwarding point for a newly arrived 
VNF, the delayed shutdown time of 𝑣6 will be reset to 𝑐dKkcN

FG =

𝜁 (lines 3-12 of Algorithm 2). If node 𝑣6 is in the no-load state 
(serving neither as a deployment point nor as a forwarding 
point) but 𝑐dKkcN

FG ≠ 0, then the delayed shutdown time will be 
decremented to 𝑐dKkcN

FG − 1; if the node is empty and 𝑐dKkcN
FG = 0, 

𝑣6 will be shut down (lines 14-17 of Algorithm 2). 

Algorithm 2: Adaptive delay shutdown (ADS) 
Input: (1) All 𝑝B of the SRs;  
      (2) 𝑉"; 
    (3) Initial delayed shutdown time 𝜁; 
Output: Modified delayed shutdown time 𝑐dKkcN

FG  for 𝑉" . 
1: for all 𝑝B	 
2:     for all 𝑣6  
3: if 𝑣6 is a deployment node or forwarding node, then 
4:            if 𝑣6 is shut down 
5:                Turn on 𝑣6 and set 𝑐dKkcN

FG = 𝜁 
6:            else 𝑣6 is open 
7:                 if 𝑣6 is in the no-load state 
8:                     Reset 𝑐dKkcN

FG = 𝜁 
9:                 else 𝑣6 is in the working state, then 
10:                  Maintain 𝑐dKkcN

FG = 𝜁 
11:             end if 
12:           end if 
13:        else 
14:         𝑣6 is not a deployment node or forwarding node 
15:           if 𝑣6 is in the no-load state 



 

 

16:             	𝑐dKkcN
FG = 	 𝑐dKkcN

FG − 1  
17:              when 𝑐dKkcN

FG = 0, turn off the node 
18:           else if 𝑣6 is shut down 
19:              Leave it shut down 
20:           end if  
21:         end if 
22:     end for 
23: end for 

Now, we provide a brief complexity analysis for the matching 
EAR-ADS algorithm. As discussed in Section IV, every time we 
find the next node to deploy the VNF, we use the BFS algorithm 
to find the shortest path from the last node to all other nodes and 
choose the best path based on EAR-ADS. The complexity of 
BFS is O(M+E), where M is the number of nodes in the graph 
and E is the number of edges. For one SR, we need to execute 
BFS C times for one SR with C VNFs needing to be deployed on 
average. If N SRs need to be deployed in all SRs, the complexity 
of EAR-ADS is O(CN(M+E)). 

V. SIMULATION RESULTS AND ANALYSIS 
We conducted extensive simulations to evaluate the 

performance of the proposed algorithm. In this section, we first 
introduce the simulation environment and then describe several 
performance parameters used in our simulations. Finally, we 
describe our main simulation results. 
A. Simulation environment 
    In our simulations, we first compared the performance of 
EAR-ADS with that of SAMA [56] implemented in Java 8 and 
then verified the influence of different values of κ and ζ in our 
algorithm. To illustrate the superiority of EAR-ADS in various 
networks, the Waxman 2 model from the Georgia Tech 
Internetwork Topology Models (GT-ITM) [58] was adopted to 
generate a random topology as the underlying network. We used 
a machine with an Intel Core i3-4170 CPU and 8 GB of RAM to 
run the algorithm and assumed that the online arrival of the SRs 
followed a Poisson process [59]. As in [60], we set the 
parameters as follows: the services were deployed based on a 
random network topology with 50 nodes; each underlying node 
or edge has certain available resources; and SFCs with traffic 
loads of 1000-9000 and lengths of 3-12 are generated randomly. 
One SFC could consist of different kinds of VNFs, and every 
VNF or virtual link is assigned a random resource demand. 
B. Simulation results and analysis 

At the end of this section, we present the simulation-based 
analysis of the algorithm’s behavior for different parameter 
values (𝜅= 1, 3, and 5 and 𝜁 = 1, 3, and 5). To ensure fairness, 
we selected the middle value for each parameter (𝜅= 3 and 𝜁 = 3) 
for the performance comparison with the previously reported 
algorithm. 

Figure 3 compares the total energy costs of EAR-ADS and 
SAMA as the number of VNFs per SFC increases when the 
online loads (N) of SFCs are 1000 and 10000 units, respectively. 
We can see that the total energy cost of EAR-ADS is much 
lower (approximately 20%) than that of SAMA because 
EAR-ADS takes full advantage of the resources provided by the 
open servers. Subject to the link resource and hop constraints, 

we will preferentially select a server that has already been 
started up. In addition, an ADS scheme is designed for each 
node, which eliminates energy waste and machine wear caused 
by long-term no-load operation and frequent on/off switching. 
As shown in the figures, the proposed dual energy-saving 
mechanism for the green deployment of SFCs has obvious 
benefits. 
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(a)                                                        (b) 
Fig. 3. Total energy cost per SFC for various SFC lengths. (a) Total 
energy cost vs. SFC lengths when the traffic load is 1000 units; (b) 
Total energy cost vs. SFC lengths when the traffic load is 10000 units. 

    Figure 4 compares the ratio of the total energy cost to the 
wasted energy for EAR-ADS and SAMA with an increasing 
load for SFC lengths of 3 and 12. Figure 4 (b) shows that 
EAR-ADS not only reduces the total energy cost but also 
minimizes the proportion of wasted energy (close to 0) by virtue 
of our ADS mechanism. When the SFC length is fixed, the 
deployment energy cost of EAR-ADS does not increase with an 
increasing load but instead remains relatively stable. This is 
because EAR-ADS uses operating servers as much as possible 
to minimize energy waste and dynamically adjusts its 
deployment decisions based on the real-time network situation. 
These results show that EAR-ADS is suitable for use in 
large-scale networks with high volumes of information requests 
and confirm the excellent practicality and application prospects 
of EAR-ADS compared with SAMA, which is highly unstable. 
The simulations illustrate that the EAR-ADS behaves well in 
high-traffic-load situations. 
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(a)                                                  (b) 
Fig. 4. Total energy costs per SFC under various traffic loads. (a) Total 
energy cost vs. traffic load; (b) Wasted energy rate vs. traffic load. 

Figures 5 (a), (b), and (c) compare the bandwidth resource 
cost, blocking rates and average deployment times of EAR-ADS 
and SAMA for a representative intermediate traffic load 
(N=5000). It is evident that EAR-ADS is superior to SAMA in 
every respect. From Figure 5 (a), we can see that EAR-ADS has 
better behavior than SAMA in saving bandwidth for various 
SFC lengths. Although the bandwidth cost increases as the SFC 
length increases, it increases more slowly in EAR-ADS than in 
SAMA because EAR-ADS always finds the better route in all 
graphs, while SAMA finds it only in a sampling node set. Thus, 
SAMA has a strong possibility of ignoring the best route and 



 

 

obtaining a worse solution. Figure 5 (b) compares the blocking 
rates for the deployment of SFCs of several lengths. When the 
SFC length is short, the blocking rates of the two algorithms are 
not very different, but the gap becomes increasingly obvious as 
the SFC length increases, especially for SFC lengths greater 
than 6. As the SFC length grows to 12, the bandwidth 
consumption difference is almost 35%, and the total resource 
consumption of EAR-ADS is also 25% lower than that of 
SAMA; this explains why EAR-ADS has a blocking rate of only 
40%, while that of SAMA is over 90%. These results show that 
EAR-ADS exhibits very stable performance and is suitable for 
use in high-frequency service situations. SAMA is a heuristic 
Markov algorithm; although it reduces the deployment time by 
reducing the convergence space, it does not fundamentally 
deviate from the Markov principle, and its repeated iterations 
and adjustments incur a high time cost. 
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                             (c)                                                      (d) 
Fig. 5. Other costs and performance metrics for SFCs of various lengths 
when N=5000. (a) Bandwidth cost vs. SFC length; (b) Blocking rate vs. 
SFC length; (c) Average deployment time vs. SFC length; (d) Total 
time vs. SFC length. 

     Figure 5 (c) shows the average deployment time for SFCs of 
various lengths. The average deployment time for SFCs in 
EAR-ADS is approximately 0.8 ms. However, SAMA needs 
more than 35 ms and even gets longer with increasing SFC 
length. The deployment time of EAR-ADS is more than 40 
times shorter than that of SAMA mainly because SAMA always 
finds the optimal solution in every iteration. However, using 
sampling on nodes to accelerate, SAMA ignores some nodes 
where VNFs can be deployed and ignores some better solutions, 
which may lead to higher consumption. This finding also 
verifies the conclusion that the EAR-ADS algorithm has lower 
complexity and is more efficient, which makes it very suitable in 
a delay-sensitive environment. Figure 5 (d) shows the 
comparison of the total time delay between EAR-ADS and 
SAMA when the traffic load is fixed to an intermediate value 
(N=5000). The total time means the total running time which 
leads to energy consumption of all servers, regardless of 
whether the state is working or no-load running. From Figure 5 
(d), we can see that the total time of EAR-ADS is approximately 
3-5 times lower than that of SAMA. Although the total time of 
EAR-ADS grows when SFC becomes longer, it always remains 
at a low level, while the total time of SAMA represents the 
upper limit of this value. Because of the delay-shutdown 

strategy used by EAR-ADS, the servers do not need to engage in 
no-load work for a long time, while SAMA let all servers keep 
working even in the no-load state. 
    Similarly, we select a representative intermediate SFC length 
of 6 to compare the costs and other performance metrics of 
EAR-ADS and SAMA for SFCs under various traffic loads in 
Figure 6. Figure 6 (a) shows the superiority of EAR-ADS 
regarding resource utilization. The average bandwidth cost of 
SAMA is 50, while that of EAR-ADS is only 31. There is a 
difference of approximately 20 units between the two 
algorithms in terms of bandwidth cost, and the performance of 
EAR-ADS shows almost no fluctuations as traffic load increases. 
This means that our algorithm can save a great deal of energy 
but does not sacrifice considerable resources to do so. In 
addition, Figure 6 (b) shows blocking rates under various traffic 
loads. When traffic is 1000 or 2000, the blocking rate of the two 
algorithms is close to the same; however, when the traffic load 
grows past 3000, the blocking rate of SAMA grows quickly. 
When the traffic load is equal to 9000 and the SFC length is 6, 
the blocking rate of SAMA is as high as 60%, while that of our 
algorithm is still lower than 20%. Figure 6 (c) shows the average 
deployment time under various traffic loads. As we discuss in 
Section II, EAR-ADS has lower complexity than SAMA 
because it considers only all nodes and edges in the graph, but 
SAMA must search the full state space, which is very large. 
Therefore, we can see that the average deployment time of 
EAR-ADS does not exhibit a large fluctuation when the traffic 
load becomes larger, but the performance of SAMA is poor in 
relation to its deployment time growth because when the traffic 
loads are higher, the state space of SAMA increases; 
consequently, the algorithm needs more time to find the better 
solution, and the performance of the new route worsens. These 
findings further illustrate that the EAR-ADS algorithm can 
behave well in high-traffic-load and delay-sensitive situations. 
Figure 6 (d) shows that SAMA's total time is much greater than 
that of EAR-ADS when the SFC length is fixed to an 
intermediate value of 6. Although both algorithms’ total time 
grows when the traffic load increases, that of EAR-ADS grows 
slower than that of SAMA. The reason for this finding is 
explained in our discussion in the last paragraph. 
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                            (c)                                                  (d) 
Fig. 6. Other costs and performance metrics under various traffic loads. 
(a) Bandwidth cost vs. traffic load; (b) Blocking rate vs. traffic load; (c) 
Average deployment time vs. traffic load; (d) Total time vs. traffic load. 



 

 

Figure 7 shows the various costs and performance metrics for 
SFCs of various lengths for the proposed EAR-ADS algorithm 
under different traffic loads. For each SFC length, the results for 
total energy cost and total resource cost are almost the same for 
different values of N, thus showing that EAR-ADS achieves a 
low cost when addressing a large number of traffic requests. 
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                             (a)                                                    (b) 
Fig. 7. Costs for SFCs of various lengths for the EAR-ADS algorithm 
under different traffic loads. (a) Energy cost vs. SFC length; (b) 
Resource cost vs. SFC length. 

Figure 8 shows the wasted energy rates under various traffic 
loads for the EAR-ADS algorithm with different SFC lengths. 
As the traffic load increases, the waste rate decreases, which 
shows that the EAR-ADS algorithm not only effectively 
decreases the relative amount of energy wasted but also behaves 
even better as the SFC length increases. 
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Fig. 8. Wasted energy rates under various traffic loads for the 
EAR-ADS algorithm with different SFC lengths. 

Figure 9 shows that as the SFC length increases, the cost per 
SFC will also increase; this finding is intuitive because more 
VNFs will obviously require more node resources. However, in 
terms of the bandwidth cost and blocking rate, the behavior of 
EAR-ADS stabilizes as the traffic load increases. These findings 
further verify that EAR-ADS results in low costs and a low 
blocking rate when addressing a large number of traffic requests. 
Taken together, Figures 4, 6 and 7 show that EAR-ADS is stable 
under vast traffic loads. 
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                              (a)                                                     (b) 
Fig. 9. Costs and performance metrics under various traffic loads for 
the EAR-ADS algorithm with different SFC lengths. (a) Bandwidth 
cost vs. traffic load; (b) Blocking rate vs. traffic load. 

In Figures 10 and 11, we illustrate the changes in the working 
energy and bandwidth cost observed with different traffic loads 
and different SFC lengths. We tested 3 different κ values with ζ 
= 3. 

Figure 10 shows that as we increase κ, the working energy 
cost markedly decreases for all 9 tested levels of traffic loads, 
while the bandwidth cost shows little change. This behavior 
occurs because as κ increases, we use more open servers to 
deploy new VNFs, whereas more machines will be newly 
started up when κ is lower. Thus, because the total base working 
energy cost will decrease as κ increases, the overall working 
energy cost will also decrease. However, because the algorithm 
will not choose a route that is too long, the bandwidth 
consumption will not increase considerably. Consequently, 
EAR-ADS can save a large amount of energy with little increase 
in the bandwidth load. 
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(a)                                                     (b) 

Fig. 10. Working energy and bandwidth cost for SFCs under various 
traffic loads and with different values of κ. (a) Working energy cost vs. 
traffic load; (b) Bandwidth cost vs. traffic load. 
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                               (a)                                                   (b) 
Fig. 11. Working energy and bandwidth cost for SFCs of various 
lengths with different values of κ. (a) Working energy cost vs. SFC 
length; (b) Bandwidth cost vs. SFC length. 

Figure 11 also shows the good behavior of EAR-ADS in 
terms of energy savings for SFCs of various lengths, while again, 
the bandwidth usage remains stable. The reasoning is the same 
as that for Figure 10; however, it is worth mentioning that 
because the graph is finite, as the SFC length increases, the 
distance between the two adjacent VNFs decreases. Thus, the 
improvement in energy cost achieved by the EAR-ADS 
algorithm becomes less conspicuous. However, in real-world 
situations, the topology will be very large; consequently, the 
algorithm will still greatly improve the energy cost. 
 Figure 12 shows how the energy wasted per SFC can be 
improved by choosing different ζ values. Here, we maintained a 
representative intermediate value of κ	= 3 while varying ζ. 

From Figure 12, we can see that at every level of traffic load 
and for every SFC length, as we increase the value of ζ , 
EAR-ADS greatly reduces the wasted energy cost because when 
ζ increases, the frequency with which all servers in the network 
are switched off decreases, and more servers will be reused as 
the EAR algorithm proceeds. This process leads to an enormous 
decrease in the switching energy cost. Meanwhile, because we 
do not allow the no-load running time to last too long, the total 
wasted energy cost is reduced. Consequently, the performance 
gap between different ζ values increases as the traffic load and 
the SFC length increase. 
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                            (a)                                                   (b) 
Fig. 12. Wasted energy cost per SFC with different values of 𝜁. (a) 
Wasted energy cost vs. traffic load; (b) Wasted energy cost vs. SFC 
length. 

VI. DISCUSSION 
This research focuses on energy savings in NFV practice and 
attempts to reduce resource consumption. In fact, the cost 
decrease in various aspects is a major challenge of NFV and has 
attracted much research in the academic community and 
industry. However, this is study only a small part of the 
NFV-based literature, and there are still many problems that 
need to be solved. In this section, we will discuss future NFV 
studies according to two elements: challenges and study 
directions. 
A. Challenges faced in development 
(1) Dynamic VNF deployment 

Dynamic VNF deployment is a very important part of VNF 
provisioning, which may have a substantial impact. There will 
be many scenes that need to re-consider the VNFs we deployed 
and find new locations to place them to optimize resource 
consumption. For example, if some underlying machines fail or 
are under attack by an adversary, the network needs to detect 
them and quickly replace the virtual functions hosted by them. 
That will cause some new issues, for example, the services break 
off. Therefore, the replacement delay should be as short as 
possible to decrease the impact on QoS. Another issue is that 
new SFC routes may increase the bandwidth consumption, and 
the increase in latency will impact not only the services 
redeployed but also other services already deployed on these 
machines. Therefore, we also need to consider the load balance 
in VNF deployment. Therefore, dynamic VNF deployment is 
very important in real service operations, and it will face many 
challenges. 
(2) Energy consumption reduction 

Since energy bills have increased in recent decades, the 
reduction of energy consumption has become a hot topic in 
NFV-related research. Some studies, including this paper, have 
addressed it, but there is still not enough work on the topic. 
Currently, TSPs own data centers and offer services depending 
on them, which requires a large amount of energy every day. It is 
intuitive to close some of these centers that are unnecessary to 
run with no load. However, if the number of services increases 
abruptly when there is not enough underlying hardware 
available, it will take a great deal of time to launch these services; 
this will cost high service latency and seriously impact the QoS. 
Therefore, service volume detection and strategies based on it 
will be an effective method to realize energy consumption 
reduction. We also need to add this element into account when 
we design a dynamic VNF deployment plan. Thus, energy 
consumption reduction will be a big challenge but also a big 
opportunity to extend the existing research. 

(3) Resources, function and service modeling 
Network services, functions and resources need to be 

modeled and translated in order to deploy resource requirements, 
configurations, and management policies. This will greatly 
simplify the resource and service representations, which will 
significantly help academic research and industry optimization. 
Clear expression of the network and services will also enable 
network softwarization and realize configuring automation. 
However, the challenge is that it is very difficult to translate 
high-level policies into a lower-level configuration. Resource 
deployment algorithms and optimization mechanisms are 
difficult to transform into a simple model, which can lead the 
network to configure automatically. However, these tools the 
only way to realize network modeling in NFV practice, and 
there is a long way to go in future studies. 
(4) Distributed network control 

When network size, events and request volume increase, a 
single controller in a traditional network structure becomes 
unable to process all traffic and deploy all requirements. In fact, 
this will create a bottleneck in network operations. To solve this 
problem, we have to set more controllers to control different 
network areas and address service requirements in parallel. 
However, for the relativity of a network, which means that any 
plan in one area will influence the other areas, each controller 
has to have a global view of the whole network. Therefore, it is 
necessary to share the network conditions between controllers. 
Thus, all distributed systems will face the problem of 
consistency. For example, how does an underlying machine 
process the different configurations from different controllers? 
This may require some algorithms to guarantee consistency. 
Therefore, distributed network control is another challenge in 
NFV research. 
(5) Security 

For network operation, security should never be ignored. 
Security policies of each function, such as filtering traffic that 
meets specific rules or deep inspection of certain flows, should 
be considered when provisioning an SFC. The main challenge is 
how these functions offer different secure services to different 
demands. For example, for some flows that come from reliable 
sources, they may need to apply only firewall filtering rules; 
however, for traffic from suspicious sources, the flows should 
pass through all security functions. If we use only one strategy 
for all of the flows, it may be insecure or too sensitive. To do this, 
the interaction between different functions that are needed for 
providing network security should be examined. Another 
challenge in security is how to protect replacement of VNFs or 
rerouting traffic flow in case of an attack. It is difficult to find 
optimal places to deploy virtual security functions. 
B. Potential future research directions 
    Indeed, NFV has the potential to grow significantly, which 
actually changes traditional proprietary network appliances and 
realizes non-proprietary and open-standard-based network and 
service deployments. This will eventually change the fabric of 
the telecommunications system. However, to obtain the benefits 
of an open-standard network, NFV needs to support intelligent 
programmability and network automation. There will be at least 
three main research directions of NFV in the future: network 
deployment strategy, network operation automation, and the 
integration of NFV with other technologies. 



 

 

(1) Network deployment strategy 
Network deployment is not a new problem only for NFV. 

However, after abstract network functions to blocks, the 
deployment strategy becomes a hot direction in NFV research. 
Many studies have focused on this problem; however, it is still 
insufficient. For different elements (e.g., bandwidth and 
computing resources, energy, and routing delays) and different 
business scenes (e.g., access point migration and IoT), the 
optimal strategy still needs to be sought to adapt to different 
demands, and network deployment will still be a main research 
direction in the future. 
(2) Network operation automation 

As we discussed before, SFC orchestration and deployment 
should be dynamic, which will lead to many VNF operations, 
such as installing and unloading on the underlying hardware. If 
we still operate and configure the network function manually, it 
will take considerable time and deeply impact the QoS. The high 
standard service of NFV requires the realization of network 
operation automation, which may require some new 
technologies in both algorithms and programming. As we 
discussed in the previous section, network modeling may help 
us reach this aim more quickly. Regardless, network operation 
automation must be the main direction of future research. 
(3) Integration of NFV with other technologies 

Another important research direction for NFV is the 
integration of NFV with other technologies. Recently, the 
integration of NFV with other technologies, such as SDN, IoT 
and 5G, has been a hot direction for both the academic research 
community and industry. However, different technologies have 
different rules and standards, and some of them are still 
underway. How to immigrate and utilize NFV in these 
technologies has great research significance. Furthermore, the 
dynamic and multidomain nature of future networks will face a 
large challenge in security and privacy protection. Nevertheless, 
the integration of NFV with other technologies will create huge 
economic benefits and offer a better solution to technology 
implementation and updating. Therefore, this will certainly be a 
new direction of future NFV research. 

VII. CONCLUSION AND EXPECTATIONS 
A. Summary of the data and performance 

In this paper, we researched energy-efficient and flow-aware 
strategies for online SFC deployment. The key parameters of the 
proposed EAR-ADS method can be set and adjusted in real time 
in accordance with the network conditions and the 
characteristics of the SFC requests, allowing the number of open 
servers and the nonworking energy consumption to be 
simultaneously minimized. In particular, considering the traffic 
requirements and bandwidth consumption of SFCs, we propose 
an energy-aware routing strategy that seeks link-tolerant hops 
while using open nodes (i.e., physical servers) as much as 
possible. This algorithm will not negatively impact the QoS and 
SLAs expected by network operators. It can reduce the cost of 
the underlying bandwidth resources and shorten the time delay 
between SRs when offering services. To address the energy loss 
caused by SFC updates, we have carefully designed an adaptive 
delayed shutdown mechanism that can be flexibly adjusted in 

accordance with the service conditions of each server. This 
mechanism greatly reduces energy waste and server wear. 

Simulation results show that with the EAR-ADS algorithm, 
the energy-saving effect is excellent without affecting other 
performance indices. The EAR-ADS algorithm greatly 
improves the performance regardless of how long the SFC 
length is or how large the traffic load is. This is because i) 
EAR-ADS allows nodes to run much less time than SAMA, 
which reduces the energy consumption by approximately 20% 
compared with SAMA. Against the current background of 
advocating for energy savings and emissions reduction, the 
method proposed in this paper has extensive application 
prospects and considerable research significance; ii) EAR-ADS 
greatly saves bandwidth resources. It reduces the bandwidth that 
SAMA consumes by approximately 35%, which means that a 
physical network with the same resource capacity can handle 
more requests simultaneously. Currently, the number of Internet 
requests has increased dramatically, and this technology is of 
great significance. iii) EAR-ADS keeps the blocking rate at a 
much lower level than SAMA. The blocking rate of EAR-ADS 
remains under 20% when the SFC length is 6 and is not higher 
than 60% as the SFC length grows to 12. Furthermore, it does 
not grow as the traffic load increases; iv) EAR-ADS greatly 
shortens the convergence time, which uses only 1/40 of the time 
that SAMA does. This property makes EAR-ADS very suitable 
for delaying sensitive applications in 5G or IoT environments. 
All these results show the superiority of our approach. 

In addition to the numerical improvement, we will discuss 
more about the elements this paper takes into account and their 
meaning in real practice. EAR-ADS takes more elements into 
account than other algorithms, including machine wear, 
resources, time efficiency and energy consumption. Other 
algorithms do not take all these elements into account. This 
makes their solutions impractical for real applications. For 
example, machine wear is a very important aspect in practice 
because machine maintenance cost is a large element of 
operation costs. Frequent switching is the primary reason for 
machine wear. However, some algorithms (such as EACons) do 
not consider it. Moreover, energy consumption is the main point 
on which we focus in this paper. Many algorithms (such as 
DMRT-SL and DC-LaS) do not concern it, and in their 
deployment solutions, the machines always turn on and run even 
if there is no task on them. Obviously, these operations will cost 
considerable energy consumption, which means more energy 
waste and pollution. In fact, an algorithm that does not consider 
energy may not consider machine wear, either. Therefore, this 
scheme cannot be used in real operations. EAR-ADS takes 
energy into account and makes its deployment plan practical. 
Another important component is time efficiency, which means 
the average deployed time referred to in section V. In a real 
operation environment, after a service requirement is submitted, 
the time used to deploy the SFC and connect the VNFs is one of 
the most important metrics to measure the QoS. Most of the 
existing algorithms, such as SAMA, focus on energy and 
resource consumption and ignore the deployed time they use. 
Thus, these algorithms are impractical in use. Although we 
could hope that larger and faster machines will run this 
algorithm efficiently, when the number of requirements grows 
larger in peak flow, this may not be a smart idea. EAR-ADS can 
make a good deployment plan with high time efficiency, which 



 

 

proves its practicability in real applications. 
B. Limitations of this study 
Although this paper takes many elements into account, it still 

has some limitations that will affect its performance in use. 
EAR-ADS always finds the shortest paths to deploy SFCs as 
long as the paths have enough available bandwidth. Although 
routing through the shortest path can help to decrease bandwidth 
use, it also means the path the algorithm is close to the source 
point with high possibility. If a large amount of SFC requires a 
burst in a close range, this algorithm will deploy the SFCs in the 
same links, which will lead to network congestion. We will 
examine this point in future work and attempt to conduct some 
research on load balance for this problem. 

C. Expectations 
Recently, as 5G and IoT technologies grow quickly, the 

Internet of vehicles and mobile applications will also increase 
observably. Therefore, we should concentrate on the rapid 
changes in the access point. The quick movement of access 
points (source or target) will lead to an interruption of service or 
a waste of resources and energy. Therefore, seeking a new 
approach to solve these problems in a short time is imperative. 
Realizing the online migration of various VNFs, the seamless 
connection of services and resource redeployment to fit 
high-speed demand will remain major challenges in the future. 
Of course, in combination with various emerging technologies, 
the rapid, flexible and low-cost deployment of dynamic SFC 
with load balancing will be the subject of our future research 
work. 
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