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Abstract— Optical network on chip (ONoC) architectures are
emerging as potential contenders to solve congestiand latency
issues in future computing architectures. In this wrk, we
examine how a scalable and fully connected ONoC tofogy can
be reduced to fit specific connectivity requiremerg in MPSoCs
and heterogeneous SoCs. Through such techniquesjstpossible
to reduce the number of required wavelengths and nating
elements, thereby relaxing constraints on source walength
accuracy and passive filter selectivity, and alsollaviating power
and area issues by reducing the number of active diees. Using
this method, we show that it is possible to reducthe number of
required wavelengths and routing elements by 38% ah 72%
respectively, when mapping a full 88 ONoC to an 8-node
SSTNoC architecture.

. INTRODUCTION

The shift to very high performance distributed Nhult
Processor Systems-on-Chip (MPSoC) as
computing devices is the recognized route to addrés
particular, power issues by reducing individual gassor
frequency while retaining the same overall commguiower.
This rationale answers the need for flexible andladte
computing platforms capable (i) of achieving futueguired
application performance in terms of resolution {audideo
and computing) and CPU power / total MIPS (reaktim
encoding-decoding, data encryption-decryption), d&iid of
working with multiple standards and with constrainmower,
which are both particularly important for mobilepéipations.

However, the move to such architectures requirgarozed
high-speed communication between processors andfdhe
has an impact on the interconnect structure. larblerelies
upon the existence of an extremely fast and flexibl
interconnect architecture, to such a point thatntlamagement
of communication between processors will become tey
successful development. Aggregated on-chip datasfeearates
in MPSoC, such as the IBM Cell processor [1], isaal and is
expected to reach over 100Th/s in the coming dedasisuch,
interconnects will play a significant role for MPGalesign in
order to support these high data rates.
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At the architectural level, networks on chip (NoC)
overcome the limitations of bus-based platformspbyviding
each IP block, interfaced towards the network, vatte or
more reconfigurable channels of high-speed commatioic.
NoC architectures are based on multiple data
interconnected by routers implementing packet $wity for
resource multiplexing. At the physical communicatlevel, it
is increasingly recognized that electrical interoect will be
highly inefficient in NoCs due to increasing poveard silicon
real estate concerns. One of the main replaceraehhologies
currently under development consists of using iratsgl
optical interconnect. Besides a huge data rate calpt
interconnects also allow for additional flexibilithrough the
use of wavelength division multiplexing. Exploritiys aspect
is necessary since it is not clear thatdaect (single-
wavelength) replacement of electrical links between
switchboxes in a NoC topology by optical intercoctnwill

links

@chieve a significant performance gain, since twsuld

require conversion between optical and electricahainsat
each switchbox. Instead, through a shift in the routing paradigm
(where the address of the target is not containethé data
packet but rather in the wavelength of the optiighal), it is
possible to exploit this additional flexibility tdesign more
intelligent interconnect systems, such as passizeglength-
reconfigurable optical networks on chip (ONoC).

Previous work on ONoC architectures has focused
regular structures offering total connectivity beém IP blocks
communicating through it, or balanced communication
between groups of IP blocks of the same number. édewy
practical applications rarely call for such comnuation
scenarios, and the application of the generic ONin@ture in
this context leads to a wasteful use of resourgese(ms of
silicon area and power consumption), and to strihge
constraints on the individual devices within the @N There is
thus a need for a means to adapt (or reduce) OMa€lwes to
real-world communication requirements, building fommal
analyses of their specific properties and matherahtnodels
such as that developed in [2].

on

In this paper, we present a method for reducingydreeric
ONoC structure according to a given connectivitytrira
Section |l details the architecture and principleperation of



the initial structure, while section Il covers ilisnits. The
reduction method itself is presented in sectiondwd results
are shown in systematic mapping scenarios, as ageilh the
context of an actual 8-node NoC topology.

Il.  ScALABLE ONOC ARCHITECTURE

integer number of lobes around the circumferencethef
microdisk, i.e. when the energy is distributed le tisk in
whispering gallery modes. Because of this, the resonant
wavelengths of a microdisk depend, for a given rtetdgy
(and material parameters), on the radius of theadisk.

As shown in the figure, the switching direction eie@s on

An NxN ONoC, from a functional point of view, has the the input wavelengthA and its relation to the resonant

same behavior as an electrical N-port NoC: eadfafar port
(among N) can communicate simultaneously with ooe (
more, and possibly any number up to N) of N tapgmsts. In
this work, the quantity N represents the numbdPdblocks to
be connected through the communication structueacé each
IP block sends data through an initiator port aexkives data
through a target port. The ONoC is composed oftaobd&l
transmitters and N receivers (one for each initigtort and
target port respectively), and a scalable passitegiated
photonic routing structure (which we callAarouter). In this
section, we will cover the principle of operatiord this
architecture and present results of physical arfthitactural
evaluations from previous work.

A. Principle of operation

Figure 1 shows an example of ar880ONOC architecture.
In this representation, each initiator portdiCJ{1,N}) consists
of a network interface (NI) and transmitter; andretarget port

T; (GjO{1,N}) consists of a receiver and NI. Data is sent

through the passivi-router optically from each initiator to one
or more targets by selecting a specific waveler(fgh each
initiator-target pair); in fact, only one physiqath associated
with a single wavelength exists betweenid T. At any one
time, a maximum of N connections can exist in teavork if
each transmitter is equipped with a single, tunal@eelength
source; and a maximum of’Nconnections can exist in the
network if each transmitter is equipped with N #&ng
wavelength sources.

Figure 1 Full 8x8 ONoC topology schematic

In the figure, each box containilg represents a passive
photonic component called an "add-drop filter" vthican
realize the key functionality of selecting and rediing a
signal based on its wavelength. There are many vwys
realizing a photonic add-drop filter. In our worke consider
the use of passive microdisk resonators as showvigure 2
[3], for which the overall footprint can be congieé to be
approximately 1810pnf. Resonance in the individual
microdisks occurs whenever the wavelengths of tpecal
signal carried by the neighboring waveguide cowasdp to an

wavelength of the add-drop filter:

« whenA=A, (within a given tolerance range depending on
the quality factor of the microdisk) the signal ivdbuple
into the microdisk and then couple out into the &gide
in the same plane as the input. This isdinaight, or bar,
state.

« when A#A, the signal will propagate along the same
waveguide and outputs in a different plane to theui
according to the geometry of the waveguide. Thithes
diagonal, or cross, state.

microdisk of resonant wavelength
A, depends on:
- geometry (radius)
- material parameters (optical indices)

An

Figure 2 Si/SiO, microdisk-resonator based add-drop filter

When the WDM technique is used, i.e. when multiple

signals of various wavelengths are injected atiripat (which

is usually the case to increase the global througlyb the
network), a cumulative state occurs, where indialdsignals
simultaneously obey the routing characteristicthefadd-drop
filter according to their individual wavelengthse&use of this
property and the fact that the four add-drop poats be used
simultaneously, a contention-free network can hik.bu

The overall passivi-router network consists of N stages of
alternately N/2 and (N/2)-1 add-drop filters (or,omm
generically, routing elements). Using microdiskorestors, the
overall area required for thex8 passive network is around
3000um. The path followed by the optical signal in therll
network shown in Figure 1 depends only on the vength
and is described in equation (1). As an exampleaefblock at
initiator port k is to communicate with the block at target port
Ts, then k must send data through theouter with wavelength
Mg It is thus clear that each IP block can "recamy its
communication paths by using different wavelengths.

The matrix shown in equation (1) displays two iading
properties. Firstly, it is symmetrical around battagonals.
This means that the set of communication propedidke top
half of the network is the flipped mirror image thfat of the

2 Wavelength Division Multiplexing



bottom half of the network; and that the returnhpdobr

communication is exactly the same as the transomsgath.
The second noteworthy property is the existencenaf-

resonant wavelengths in certain communication pé&hewn

in bold in the matrix). While specific wavelengthave been
assigned in the matrix to these communication padhy

wavelength (other than the wavelengths used by other

communication paths) can be used. This is the siase these
communication paths do not actually pass througuing

element corresponding to the assigned wavelengh atthey
cross the (N/2)-1 routing stages at the top ohathottom of
the network and thus only pass through a waveguateger
than a resonant routing element. In the full ONt@, unused
wavelengths are assigned to these communicatiolns pat
order to exploit the resources — however duringicédn, this
can be exploited to reduce the number of wavelengsied.
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B. Evaluated performance metrics

In prior work [4], a 44 passive\-router was fabricated and
measurements show that its operation agrees wathhiory.
Resonant wavelengths were measured between 158mh58
for Si/SiG, microdisks of radii from 1.0-2.5um. The minimum

free spectral range (F®Rwas measured to be 50nm, and o

quality factors around 500-800.

In parallel work, the design of a 286 ONoC virtual
prototype was carried out at various abstractieelgusing a
top-down approach [5] from architecture to physidakign,
enabling an accurate estimation of various perfocea
metrics. The source and detector characteristice extracted
from IlI-V device data, and transistor-level inté circuits
sized with a 0.13uam CMOS technology. In this context, the
ONoC can achieve a data rate of up to 3.2Gb/s gerwith a
latency of 420ps andhower consumption of 10mW per
unidirectional link The ONoC data rate is in fact limited by the
interface circuits, mainly at the receiver. The SHS circuits
contribute greatly to power consumption at thesgudencies.

More recently in [6], the impact of the low latenaynd
absence of contention in the ONoC interconnectit@cture

was assessed for an 8-processor SoC running an MPEG

lll.  LiMITS TO THE FULLONOC ARCHITECTURE

In this section, we cover the uses of ONoC in dctua
communication scenarios, and explain the rationfde
reducing the size of the ONoC to adapt its funetiityr to
specific connectivity requirements.

A. Communication scenarios

The optical waveguides within the ONoC are bidicdl.
However, two-way communication between 2N IP blocksr
a single ONoC is not feasible since this would neqjoptical
detectors and sources with identical wavelengthcselty to
lie on the same waveguide with no interaction, Whgclearly
impossible. Additionally there can be no commundrat
among IP blocks which have been assigned portatsidu
(physically) on the same side of the passive rgutietwork. In
fact there are two scenarios for the use of tRl NoC, both
using the ONoC for communication in a single ditonly:
in the first scenario, shown in Figure 3(a) forR8Hlocks,
we consider that each IP block is assigned a phir o
initiator / target ports. This leads to total cocingty
between all N IP blocks, and to the non-use of
wavelengths corresponding to communication pa#is |
when i=j.
in the second scenario, shown in Figure 3(b) folP8
blocks, we consider that two identical (N¥@)l/2) ONoCs
are used for request/response type communications
between two sets of N/2 IP blocks. In this case, no
communication is possible between IP blocks instme
set, but this scenario does lead to reduced regaints on
the overall number of wavelengths and routing elgme
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algorithm. When comparing a 100MHz ONoC againstFigure 3 Communication scenarios and corresponding conrigcthatrices

200MHz STBus [7] and 2- and 5-C€ktrossbars, the ONoC
demonstrated speedup factors of between 1.5 ande3.Better
performance, in terms of processing time, than taagitional
electrical interconnect, even at half the operaidrequency.

® FSR is defined as the difference between resomamtlengths of a passive
resonator. In the Si/Sinicrodisk resonators, FSR50nm.
4 Clock Cycle Latency

for ONoC in 8-IP block scenarios (a) singke8B80ONOC for total connectivity
between 8 IP blocks (b) 24 ONoCs for request/response connectivity
between 2 groups of 4 IP blocks

In Table I, a comparison is made between various
performance metrics for each scenario. These repres
extremes for (a) total connectivity and (b) balahce
communication between groups of IP blocks of equahbers.

In practice, it is unlikely that the required systeonnectivity



will fall into either of these scenarios. Howevehe total
connectivity scenario represents the default oreregfce
scenario, while the grouped connectivity scenarakes clear
that if total connectivity is not required in theystem,
significant reductions in complexity can be achgkve

TABLE I. COMPARISON BETWEEN PERFORMANCE METRICS FOR TOTAL
CONNECTIVITY AND GROUPED CONNECTIVITYONOC SCENARIOS

(a) Total (b) Grouped
connectivity | connectivity
IP blocks N N
Connections N(N-1) (N/2)
Required wavelengths per IP blogk n N-1 N/2
Number of routing elements n N(N-1)/2 N(N-1)/4

B. Rationale for reduction

The reductions mentioned in Table | are importantes
firstly, the number of routing elementg impacts directly on
the overall size and complexity of the passiveinguhetwork.
The size of the photonic communication layer igtkeh by the
size of the CMOS chip. If several paralletouters can fit into
this area, then data rate could be increased (avempo
consumption reduced by running at a lower clocgudency).

Secondly, the required number of wavelengthper IP
block will impact directly on the number of transtars (and
sources and wavelength multiplexers) and receivarsd
wavelength demultiplexers and detectors) per IRKId he
schematic of the transmitter structure and -corneding
geometrical representation for the set of microdlaker
sources is shown in Figure 4(a) and Figure 4(lpeaetsvely.
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Figure 4 ny-laser source transmitter structure (a) schemahjic (
corresponding geometrical representation for thefsaicrodisk laser
sources

Since the
modulation schemes, each source costs, in termstati€ and
dynamic power consumption, its bias current and utadibn
current respectively. As a consequence, the ovetalic and

laser source drivers are based on curre

dynamic power consumption increases linearly with Im
terms of the geometry and its impact on the sizethef
transmitter on the photonic layer, its areacAn be expressed
as

A= ((n,l ~1)(2r +g) —(w+2c+r)f + 2r)(2(2r +c)+w) (2

where

n n W)
ch . Z rn . Z gn,nﬂ
t= n=1 1 F= n=1 1 §= n=1
n/\ n/\ n/]

and ¢ represents the nominal soureeaveguide distance
(between 0.4-0.6pum),, the nominal microdisk laser radius
(between 1-10um), g+ is the minimum source-source
spacing (typically 3um), and w the waveguide wigtimder
lum).

At the target end, each IP block requires a sepaeaeiver
path for each wavelength received, in order to tifierihe
origin of each incoming data flit and also in ordieibe able to
buffer flits incoming simultaneously from differemitiator
ports. The schematic of the receiver
corresponding geometrical representation for the ek
microdisk demultiplexers and broadband photodetecis
shown in Figure 5(a) and Figure 5(b) respectively.
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Figure 5 nmy-demultiplexing receiver structure (a) schematjc (b
corresponding geometrical representation for thefsaicrodisk
demultiplexing elements and broadband photodetector

Finally, as shown in Figure 6, since the maximum WD
window is approximately equivalent to the FSR o th
icrodisk resonators, a larger number of wavelengtifi also
ead to more stringent constraints on the seldgti@ factor)
of each resonator, and on the accuracy of the gitimhy
techniques used to define the radius (and resovarglength)

structure and



of each passive microdisk in therouter. With current process
technology characteristics,
distinguishable and stable wavelengths can be aathie

. FSR,
i

trans- | 1 FSR, ! |

mittance ¢’ 1 '

I

relative
optical
frequency

WDM window width

Figure 6 Relationship between microdisk resonator free sakenge and
WDM window width

V.

In this section, we develop a method to adapt feofull
ONoC architecture to a specific interconnect respint
which is not covered by the total or grouped cotivi¢g
scenarios described in the previous section. Thiscipally
occurs when total connectivity is not required lie network
and/or when the communicating IP blocks can bemgdunto
sets of unequal numbers.

REDUCTION METHOD

A. Method theory

N-node TargetNoC
connectivity matrix
TC l

N-node O-TargetNoC
connectivity matrix
oTC

NxN ONoC
connectivity matrix
oC

N-node ONoC
structure

compare metrics

Figure 7 N-node ONoC reduction method overview

N-node O-TargetNoC
structure

remove redundant
routing elements

The input to our method, shown in Figure 7, is kN
connectivity matrix TC of the target N-node intamoect
structure. This is superposed with the fulkNN (i.e. same
matrix dimensions) ONoC connectivity matrix OC (tBe8
variant of which was shown in equation (1)), subhttthe
elements of the resulting connectivity matrix OTr€:a

OTCJ = TQ] * OC“ Dl,j D{l,N} (3)

In order to reduce the full AN ONoC structure, we now
need to define which routing elements are redundantvhich
routing elements, required for resonance and Ugttai
connections through them, correspond to zero caiomec
elements in OTC. To evaluate this, we rely upon régular
structure of the ONoC and establish the geomeutition of
each routing element corresponding to a conneetititin the
ONoC structure. This can be done through the obsiervthat:

a maximum of around 16

« for the first connections in each row (i.e. colutn the

routing element making the straight connection is a

position x;y;=((N+]/2),(N-j/2)) for even rowsj, and at

position((N-(j-1))/2,(N+(j-1))/2) for odd rowg

« for the first N-j) connections in row, the routing element
making the straight connection is at position
xiy= (x0,y;)+ ((i72),(i/2)) for even columnsg, and at position
XY= (X0y))-(((i-1)/2),((i-1)/2)) for odd column$

e the matrix is symmetrical about the axid,1)-(1,N) and
the coordinates of the top left triangular matrisifg the
above two rules) can be transposed directly toettodghe
bottom right triangular matrix

For the full &8 ONoC structure, these rules give the
matrices shown in Figure 8 (general and explicitfg). It is
worth noting that thex-coordinate of each identified routing
element corresponds to the wavelength number used.

LY T 44 55 33 66 22 77 11 -
2l Y, 53 64 42 75 31 86 - 1
31 L3 35 46 24 57 13 - 86 77
4 4 62 73 51 84 - 13 3 22
5 is 26 37 15 - 84 57 75 66
6 i " 6 71 82 - 15 51 24 42 33
7] L7 17 - 82 37 73 46 64 55
|- 17 71 26 62 35 53 44|
(@) (b)
[ NN Ne2N#2 N-2N-2 N+A N+4 N-4N-4 N46 N+6 N-6 N-6
2'2 2'2 2'2 2'2 2'2 2'2 2’2
N2N2 NN NN-4 N6 N2 N-2N6 NiBNed NN
2’2 2'2 22 2'2 2'2 2'2 2’2
N-2N#2 NNt NN N:2Nt6 N6 N-2 N8 N+4 N+6 N46
2'2 22 2'2 22 2'2 2'2 2’2
N+AN-4 N#6N-2 N#2N-6 N8N N-6N-2 N-2N-6 N-4N-4
2'2 2'2 2’2 2'2 2'2 2’2 2’2
N-ANt4 N2N6 N-GN2 N#BN N+2N+6 N6 N+2 N+d N+
2'2 2'2 2’2 2'2 2’2 2’2 2'2
NSN-6 N48N-4  _ N-6N2 N#2N-6 N-AN NN-4 N-2N-2
2'2 2’2 2'2 2’2 2'2 22 2'2
N-6N#6 —  NBN-4 N2NH6 NH6N-2 NNvd NeAN N2 N+2
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NGNS N*6N-6 N-4N+#4 N+4N-4 N-2Ns2 N#2N-2 NN
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Figure 8 8x8 ONoC identification of resonant routing elemebotseach
connection (a) division of ONoC geometry into indéxmatrix elements (b)
explicit matrix showing position of resonant rogfielements (c) general form

The final step in the reduction method is thusupespose
this matrix (Figure 8(b)) onto the matrix OTC, amdhin in the
final structure only those elements identifiedha final matrix.
From there it is a simple matter to extract theiegal
performance metrics (number of wavelengths, numbker
routing elements).

B. Method test

We tested this method by applying it to the reducnf a
totally connected ONoC (shown in Figure 3(a)) witbe
required connectivity matrix displays group conigigt
characteristics between unbalanced sets of initidoblocks
and target IP blocks (e.g. 6-2, 5-3). All possibtenbinations
of target IP blocks were tested, and the resultshi® 6-2 case
are shown in Figure 9. It is clear from this grapiest (i) the



assignment of ports to IP blocks is critical to iaglng
significant reduction figures and is thus a vectfmr
optimization, and (ii) significant reduction is gnhchievable
when some form of symmetry (around the diagonatyrésent
in the required connectivity matrix. The symmetases {1,6}
{2,5} and {3,4} demonstrate a 25% reduction in thember of
required wavelengths, and a 58% reduction in thabar of
routing elements. For the 5-3 group connectivitysecaa

maximum reduction of 13% in the number of required

wavelengths can be achieved with a 28% reductionh@
number of routing elements.

Target IP block combination

Figure 9 Extracted performance metrics for@ONoC structures reduced
from total connectivity to unbalanced group conivigt(6 initiators, 2
targets)

C. Application to SST-NoC topology

We applied this method to a specific routing togglo
called SSTNoC [8]. The 8-node variant is shown iguFe
10(a), with its corresponding extracted connegtivibatrix
shown in Figure 10(b).

Al fo101000 1A
B| {10100010|B
G| |01001100]|C
D;| (1000110 0|D,
E-| 0011000 1fE
F,l /0011001 0|F
G| |0100010 1fG,
|[H;] [t 00010 1 0JH,|
(b)
Figure 10 (a) 8-node SST-NoC topology (b) Corresponding cotiviey

matrix

As can be seen from Figure 11(a), the matrix isragirical
and many of the connections lie on the non-resodegonal
axis. This means that wavelengths only presenhisnaiis are
not required and can be eliminated. The final O{S&T
structure is shown in Figure 11(b) and has beeifietagainst
the required functionality. Table Il shows a sunynaf the
performance metrics compared to the reference
connectivity structure. The number of required Wergths
and routing elements are reduced by, respectid8d9p and
72%. By using the equations developed in sectioB,live can
estimate the overall reduction in power at 63%, ansilicon
surface (combining both transistor and photonielayat 66%.

totdél

ATT0O 24 0 A 0 0 0 ATA
Bi| |4 0 A, 0 0 0 4 OB,
C | |0 A 0 0 A A 0 OfC
D| |4 0 0 0 A A4 0O O0|D
E;| |0 0 A4 4 0 0 0 A|E
FFl |0 0 A A 0O 0 A OfF
G| |0 4 0 0 0 A 0 A|G
Hi| [44 0 0 0 A 0 A OJH,

(@) (b)

Figure 11 (a) 8-node O-SSTNoC connectivity matrix (b) Cor@sting
structure

TABLE II. COMPARISON BETWEEN PERFORMANCE METRICS FOB%8
TOTAL CONNECTIVITY ONOC AND O-SSTNoC
(a) Total (b) O-
connectivity SSTNoC
IP blocks 8 8
Connections per IP block 8 3
Total number of required wavelengthg 8 5
Wavelengths per IP block 8 3
Total number of routing elements 28 8

V. CONCLUSIONS

In this work, we have described a method to redgedable
and fully connected XN ONoC topologies in order to fit
specific connectivity requirements. We have covetedmain
issues with various scenarios for fully connectedotogies
(constraints on source wavelength accuracy andveafiter
selectivity depending on the number of required elengths,
and power and area issues depending on the nurhiaetive
and passive devices), and shown how it is possiblexploit
the regular properties of ONoC topologies to redtice
number of required wavelengths and routing elemevite
have applied this method to map a fUBBONoC to an 8-node

SSTNoC architecture, and demonstrated a 38% and 72%

reduction in the number of required wavelengths amding
elements, respectively.
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