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Regional Science Inquiry, Vol. XII, (1), 2020 — Anniversary Issue
Editorial Note

Our team is honored to publish this anniversary Issue of Regional Science Inquiry Journal,
a decade after its first launch. We are also very grateful of everyone from the academic
community and the Editorial Board team, who continuously contribute in the continuation of
this effort to enrich the Regional Science with invaluable academic researches, and we would
kindly like to thank all cordially.

The current edition focuses on a variety of topics and more specifically:

The first paper titled “Effects of Leisure activities on happiness in the case of Japan”
correlates leisure with the subjective well-being (SWB) and by applying a principal
component analysis, it investigates the level of SWB across 47 Japanese regions depending on
the different leisure related variables.

The second paper raises the topic “Does business geographical acting areas impact on
intrapreneurship and sustainability strategies?”” and focuses on the region of Tamega e Sousa,
North Portugal by analyzing 283 firms from the manufacturing and the construction industry
and notes that those ones with business activity beyond the local borders are more likely to
implement intrapreneuriship strategies.

Moreover, the third paper titled “Exploring the components of the intellectual capital in
Troso weaving SMEs” examines the impact of intellectual capital, whether it is human
capital, structural capital or customer capital, on a business’s competitive advantage and
performance.

The following paper titled “Financial inclusion and human capital investment in urban and
rural: a case of Aceh province” states a significantly positive impact of the financial inclusion
and income on the human capital investment. On the contrary, the size of a family has a
significantly negative one. Beside this, other factors investigated in the research, are the
gender, the age, the education level in urban and rural regions.

The fifth paper of this edition titled “Measuring the efficiency and productivity change of
municipalities: empirical evidence from Greek municipalities over the time period 2013 —
2016” focuses on the regions of Thessaly and Central Greece and marks a gradual
improvement of the factors of efficiency and productivity after the implementation of the
latest restrictive fiscal policy. Furthermore, the following paper titled: “Changes in human
geography: scenarios of counter-urbanization in the context of economic crisis” examines the
internal migration of Greek people to rural areas and notes that this is and will be formed by a
range of factors, such as the current trends and the upcoming socioeconomic and political
circumstances.

The seventh paper titled “Does goods and services spending reduce income inequality? A
panel data evidence from Indonesia” examines the impact of goods and services spending and
social spending on income inequality, while the eighth paper titled “Effect of inflation on total
deposits and financing of sharia commercial banks: a monthly data evidence from Indonesia”
observes that in the long term, total deposits and the financing of sharia commercial banks are
negatively related to the inflation, whereas in the short term, the inflation has no impact on
these two factors.

The ninth paper (“Detection of firms” clustering by local scaling”) studies three regions in
the Czech Republic and underlines that “the companies tend to cluster when the population or
the companies’ size is taken into account”. Additionally, the next paper titled “Forms of
international assignments applied by foreign companies operating in Albania” raises the topic
of investigating and analyzing the different forms of international assignment used by foreign
companies with business presence in Albania.

Furthermore, the eleventh paper of this journal titled: “How Cities in India Can Attract
More Rural Population?” raises the topic of reduced migration of rural and urban residents in
India and highlights the necessity of managing crucial factors, such as the poverty, the
inequality and the creation of job opportunities and better technical infrastructure, in order to
promote urbanization.
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The following paper (“Assessment of innovative potential as a criterion for evolution of
the mesoeconomic system”) proves the importance of the accumulated aggregate potential of
the mesoeconomic system; the latter consists of “infrastructure and legal regulations,
innovation and production, education and research, as well as finance and investment”.

Paper No 13, which is titled “Agglomeration economics and asymmetric information: Role
of institutions”, demonstrates the role of the transaction cost under the institutional framework
and proves that when analyzing the developing and developed countries, different approaches
on the agglomeration economies cases need to be followed.

The fourteenth paper of our edition titled: “Investigating the Quality of Products of
Differentiated Trademark Producers (Game Theory Approach)” comes to the conclusion that
higher production costs per producer result to a higher product quality in the case of high
quality trademarks producers, whereas the opposite happens in low quality producers.

Paper No 15 with title “Impact of auto industry and its special spillover effect on
Alabama’s economic growth and development” investigates the impact of automobile
production on the economy of Alabama and implementing a specific model which uses
county data, it comes to the conclusion that the automobile production creates employment
opportunities and contributes to the growth of per capita income in the areas close to the
automobile plants.

Paper No 16 titled “Is there a Long Run Nexus among Mental Disorder and Socio-
economic Indicators?: Experiences from an Econometric Study across 40 Countries”
examines the correlation between poor mental health and poverty by relating all types of
mental disorders to a different range of factors (social, environmental, financial),such as the
GDP per capita and the CO2 emissions, while the next paper titled “Exploring dynamics
between the socioeconomic sectors from North of Portugal and Galicia”, begins with the
hypothesis that cultural and institutional differences might result to a looser relationship
among areas from diverse countries and presents interesting research findings regarding the
two areas of concern in this article, North of Portugal and Galicia.

Moreover, paper No 18 with title “Spatial development of the Russian European North in
the post-soviet period” observes the existence of polarization as large urban, administrative
and industrial centers become the epicenter of the population concentration and economic
activity. At the same time, an increase in the area of economic periphery is noted.

Paper No 19 titled “Regional Convergence: Theory and Empirics” brings up the topic of
controversy in regions, noticing that despite the existing inequalities among regions,
convergence is also observed in some cases, while the next paper with title “Is Stability for
regional disparities of unemployment rates truly mysterious? An analysis from statistical
approach”, focuses on another controversial topic, and more specifically on the regional
inequalities in the US caused by the changes in the geographical distribution of the rates of
unemployment.

Finally, the last paper of our edition titled “Patterns of mainly tourism sectors at local level
by employee’s characteristics using GIS multivariate clustering analysis — Romania case
study” highlights that the sector of tourism consists a fundamental economic source for many
countries and implements a thorough analysis whose results are of great importance both for
the development of human resources and talent pool as well as for taking them into
consideration in the post-covid recovery period.

Vilelmini G. Psarrianou — RSI J
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EFFECTS OF LEISURE ACTIVITIES ON HAPPINESS IN THE CASE OF
JAPAN

Kenichi SHIMAMOTO
KS Sustainability Research, Japan
ken_japan51@hotmail.com

Abstract

With the increase interest in adopting a form of happiness to policy goals, a wide range of
studies on subjective well-being (SWB) have become available. Leisure is a key component of
our daily life which can affect SWB. Leisure activities is said to reduce stress and promote
health. It can be a social activity that provides a sense of belonging or the time can be used for
self-development. There is a wide range of leisure activities such as sports, hobbies, volunteer
participation and socializing. This paper examines the underlying characteristics of leisure
activities by conducting a principal component analysis across leisure related variables by
using cross section data for 47 prefectures in Japan. The main results find that regions with
greater active/external type tend to have higher levels of SWB, and regions with greater self-
development type tend to have lower levels of SWB.

Keywords: Subjective well-being, leisure, Japan

JEL classification: 131, Z00

1. Introduction

There has been increasing number of researches on subjective wellbeing (SWB) across a
number of disciplines in order to understand the determinants of SWB. In the area of
economics, the relationship between income and happiness have been conducted, and many
empirical studies can be found to support that income will have positive impacts on happiness
(e.g. ic, et al., 2003; Sanfey, and Teksoz, 2005; Deaton, 2008; Stevenson and Wolfers, 2008;
Perovic and Golem, 2010; Ambrey and Fleming, 2012, 2014; Florida et al. 2013; Barrington-
Leigh and Behzadnejad, 2017). These previous studies suggest that income is a factor to
enhance happiness. Though, in order to achieve higher income, longer hours of work may be
necessary. This may lead to less time for leisure activities. However, leisure is considered to
have a positive impact on happiness. Leisure activities are considered to reduce stress and
improve health (Westman and Eden,1997). There are past studies which show a positive
relationship between physical leisure activities such as sports and SWB (Menec and
Chipperfield, 1997; Chaplin, 2009). Leisure can also be a social activity (e.g. visiting friends
and family) and provide a connection or affiliation which can provide a sense of belonging
(Lloyd and Auld, 2002). As stated in Maslow (1954)’s hierarchy of needs, love and belonging
is a basic need of humans after physiological and safety. Tourism, a popular leisure activity is
identified to have a positive effect on SWB (e.g. De Bloom et al, 2010; Nawijn, 2011). The
relationship between happiness and other leisure activities such as hobbies (Lu and Hu, 2005;
Chaplin 2009) and internet and email usage (Koopman-Boyden and Reid, 2009) have also
been investigated.

With the popular notions that leisure enhances SWB, further studies have been conducted
to examine the role that leisure time plays in affecting happiness (Wang and Wong, 2011,
2014 and how ethnicity and leisure satisfaction affected people’s happiness (Spiers and
Walker, 2008). In examining leisure and its relationship with happiness, leisure activities have
adopted various classifications. Lloyd and Auld (2002) distinguish between the two types of
leisure variables, person-centred and place centred. The former variables are leisure
participation, satisfaction and attitude, and the latter variables include leisure environment and
resources. Lloyd and Auld (2002) also classify leisure activities into six categories (mass
media, social activities, outdoor activities, sports activities, cultural activities, and hobbies)
based on the frequency of their participation. Newman, Tay and Diener (2014) describe two
aspects of leisure: structural and subjective. Structural aspect to leisure is defined by the time
spent or activity conducted outside obligated work time and the subjective aspect is defined
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by the individual’s subjective sense of being engaged in leisure, through perceived leisure
frequency and perceived participation in leisure. Furthermore, Newman Tay and Diener
(2014) identify five core psychological mechanisms that links leisure activities to SWA:
detachment-recovery, autonomy, mastery, meaning and affiliation. These are based on the
theories of SWB by Maslow (1954), Ryff and Keyes (1995), Ryan and Deci (2000) and
Csikszentmihalyi (1990) which identify the psychological needs required to enhance SWB.
This paper employs a principal component analysis to seven leisure activities (media,
relaxation, self-development, hobby and entrainment, sports, volunteer and community
activities and relationship) in order to identify underlying characteristics of the leisure
activities.

Concerning studies on Japan, Fujii et al. (2005) examine the impact of leisure activities on
happiness, targeting welfare facilities in Osaka city and Hashimoto and Atsumi (2015) focus
on senior citizens in Kurashiki city. Other than studies which focus on senior citizens,
Wakamatsu et al. (2007) investigate factors that contribute to happiness of university
students, which include friends, entertainment and study. Moreover, Kawakubo and Oguchi
(2015) examine the effects of interaction with others on subjective happiness for Japanese
between the ages 20 to 59. However, these studies do not investigate the underlying
characteristics of leisure activities. Yamada (2000) attempts to do this by analysing the
relationship between leisure and happiness of senior citizens by dividing them into three
types: mental leisure group, physical leisure group and neither mental nor physical leisure
group.

In order to fill the gaps of previous studies, this paper investigates the underlying
characteristics of various leisure activities by employing a principal component analysis and
examines the impact they have on happiness for a wide age range, using cross section data on
the 47 prefectures in the case of Japan.

The structure of this paper is as follows. In the next section, the data and methods are
explained. Section 3 examines the results and provides discussions. Finally, the conclusion is
provided referring to policy implications from the results obtained in this paper.

2. Data and Methods

This section will provide explanation on the data and methods applied to the analysis. The
data employed are as follows. Note that the term subjective well-being, life satisfaction and
happiness are used interchangeably.

Subjective well-being (SWB)

This paper employs SWB as a dependent variable. The data is from the Japanese General
Social Surveys (JGSS-2001) by the Institute of Regional Studies at Osaka University of
Commerce in collaboration with the Institute of Social Science at the University of Tokyo
(2001) where the answers to the question, “Are you currently happy?” were collected from
2,790 valid respondents from 20 to 89 years of age throughout Japan. The responses were
categorised into five levels of satisfaction from happy to unhappy. The aggregated and
averaged results at the Japan prefecture level are provided by Matsumoto (2010). These SWB
by prefecture is provided in Appendix 1.

Leisure time (LT)

The principal component analysis is utilized which can be an effective tool to understand
the underlying characteristics of the leisure activities which include media, relaxation, self-
development, hobby and entrainment, sports, volunteer and community activities and
relationship. The definitions of these leisure activities are described in Appendix 2. As
represented in Table 1, the results of conducting the principal component analysis obtains
seven components. Taking into consideration that the first 3 components in Table 1 shows the
eigenvalue to be more than 1 and that in Figure 1 on the scree plot of the eigenvalues, a
certain level of difference can be observed between the third and fourth components, the first
three components are selected. According to Table 1, the cumulative proportion of those three
components amount to 70.3%, which indicates that they will have large impacts on the
variance. Therefore, considering the characteristics of the three components as mentioned



Shimamoto K., Regional Science Inquiry, Vol. XII, (1), 2020, pp. 11-22 13

above and from the principal component loading of Table 2, the following interpretation is
made for each component.

Table 1. Eigenvalues of observed matrix

Component | Eigenvalue Difference Proportion Cumulat.lve

Proportion

Component 1 2.408 1.026 0.344 0.344

Component 2 1.382 0.252 0.197 0.542

Component 3 1.130 0.350 0.162 0.703

Component 4 0.780 0.232 0.111 0.814

Component 5 0.548 0.113 0.078 0.893

Component 6 0.435 0.119 0.062 0.955

Component 7 0.316 . 0.045 1.000

Table 2. Principal component loadings
Component Media RX SD H/E Sport v/C RP

Component 1 -0.059 -0.426 0.557 0.450 -0.158 0.521 -0.076
Component 2 -0.480 -0.281 0.077 -0.072 0.600 -0.040 0.565
Component 3 0.696 -0.091 -0.137 0.447 0.094 -0.132 0.513
Component 4 0.129 0.522 0.159 0.254 0.683 0.211 -0.331
Component 5 -0.045 0.562 0.082 -0.191 -0.274 0.528 0.534
Component 6 0.493 -0.333 0.069 -0.671 0.248 0.353 -0.080
Component 7 0.144 0.177 0.793 -0.205 -0.062 -0.512 0.105
Unexplained 0 0 0 0 0 0 0

Figure 1. Scree plot of eigenvalues after principal component analysis
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Component 1: “Self-development type (SD-T)”

Examining the principal component loading, SD, V/C and H/E are positive and large,
while RX is negative and large. None of the other variables show any distinguished
characteristics. These variables are related to education and contribution to society and so will
be interpreted as the self-development type.
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Component 2: “Active/External type (4E-T)”

This type shows positive and large values for SPORT and RP, but negative and large for
Media. This implies that this type prefers external activities opposed to quiet internal
activities. Therefore, we will identify this as the active/external type.

Component 3: “Entertainment type (Ent-T)”

This type shows a clear preference for Media. In addition, it shows a positive and large
value for RP and H/E. The other variables show no distinguished characteristics. Hence, from
these three variables, we will interpret this type to prefer relaxing and having fun.

Social/Economic Variables (SocEcon)
Other than leisure variables, this paper includes the following social and economic
variables to control social and economic factors which will have an impact on SWB.

Real gross income per capita for each prefecture (RPIpc)

There are several previous empirical studies on the relationship between income and
happiness. Frey and Stutzer (2002) find that income has a positive impact on SWB which is
supported by a number of studies (e.g. Di Tella, et al., 2003; Sanfey, and Teksoz, 2005;
Deaton, 2008; Stevenson and Wolfers, 2008; Perovic and Golem, 2010; Ambrey and
Fleming, 2012, 2014; Florida et al. 2013; Barrington-Leigh and Behzadnejad, 2017).
However, there are also studies that do not support this (e.g. Oswald, 1997; Layard, 2005;
Boarini et al. 2006). This paper will examine the real gross income per capita for each
prefecture (RPIpc) as the indicator for income. This paper will employ RPIpc which is
expressed in natural logarithm, since the relationship between income and SWB is log linear
(i.e. shows diminishing returns) (Sacks et al., 2010),

Marital status (Mrd)

Concerning previous empirical studies on the relationship between marital status and SWB,
Perovic and Golem (2010) find that being single has negative and significant impact on SWB
in transition countries. Studies on marital status for individual countries find significant
relationships with SWB as in the analysis by Frey and Stutzer (2000) on Switzerland, Ambrey
and Fleming (2012, 2014) on Australia, Barrington-Leigh and Behzadnejad (2017) on
Canada. Similar results were found for Japan by Kuroki (2011), Ohtake (2004), Tsutsui,
Ohtake and lkeda (2009) and Morikawa (2010). This paper adopts the married couple rate
(Mrd) which is expected to have a positive impact on SWB. Mrd is calculated from the ratio
of married couples to the population over 15 years of age.

Safety (Safety)
The disaster rate is used as the safety related variable. The larger this index is, the lower

the SWB is expected to be, since the region with high disaster rate represents higher risks.
There is a previous study on the relationship between forest fire and happiness in Barcelona
(Sekulova and van den Bergh, 2013). In this paper, the disaster rate is calculated through
dividing the disaster damage costs by population. The disaster represents storms, heavy rain,
floods, high tides, earthquakes, tsunamis, volcanic eruptions and others natural disasters.

Environmental variables (Env)

This paper includes climate variables to represent environmental factors since climate has
a wide range of impacts which may affect SWB, such as the need for domestic heating and
cooling, influence clothing requirements, change peoples’ calorific requirements and restrict
outdoor leisure activities (Maddison and Rehdanz, 2011). Climate may also possess potential
health impacts such as stress and mental health disorder. Hence, this paper employs the
following wide range of climate related variables.

Difference in temperature (TempDif)

Since large differences in temperature are considered to be taxing to adapt to, large
differences in temperatures throughout the year is expected to decrease SWB. This was
confirmed by Maddison and Rehdanz (2011) where they found that larger deviations from a
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base temperature of 18.3°C lowers the life satisfaction. The impact of temperature differences
has been examined using other methods. Barrington-Leigh and Behzadnejad (2017) examine
the yearly and daily average differences in maximum and minimum temperatures and Frijters
and Van Praag (1998) studied the difference between maximum and minimum temperature in
one calendar year, the average temperature in January and July, and the annual average
temperature. Florida, Mellander and Rentfrow (2013) used the average temperature in January
and July and the difference between them. This paper examines the temperature from the
month with the highest average daily maximum temperature with the temperature from the
month with the lowest average daily minimum temperature.

Precipitation (PD)

Several previous empirical studies research the relationship between precipitation and
SWB (e.g. Frijters and Van Praag, 1998; Maddison and Rehdanz, 2011; Feddersen et al.,
2016; Barrington-Leigh and Behzadnejad, 2017). This paper examines the number of days of
precipitation (PD). PD represents the number of days in a year with more than 1 mm of
precipitation.

Annual average duration of sunshine (Sun)

The relationship between the amount of sunshine and SWB has been studied by Murray,
Maddison and Rehdanz (2011) for Europe, where they found sunshine to have significant
impact on SWB and Frijters and Van Praag (1998) also find a positive and significant impact
in Russia. The same was found in the study by Feddersen, Metcalfe and Wooden (2016) on
Australia. Sun examined in this paper represents the annual sum of hours that direct sunlight
irradiates the surface of the earth.

Annual average relative humidity (Hum)

Humidity has been found to have significant negative impact on SWB in the studies by
Murray, Maddison and Rehdanz (2011) on Europe, Frijters and Van Praag (1998) on Russia
and Feddersen, Metcalfe and Wooden (2016) on Australia. Here, we use the annual average
relative humidity (Hum) to examine its relationship with SWB.

The data source for the dependent and independent variables are provided in Appendix 3.
Japan prefecture level data for all 47 prefectures for the year of 2001 are applied as the cross
section data for the variables.

The following equation represents the basic model used to examine the determining
factors impacting SWB.

SI'VBIE =+ ,Eli Lﬂ"‘ﬁ:iSGCECGﬂ.E + +ﬁ35Eﬂ.T—"E + &; (1)

LT is the leisure related factors obtained by the principal component analysis, which
represents SD-T, AE-T, Ent-T. SocEcon denotes social and economic factors including RPIpc,
Mrd, Safety. RPIpc which are expressed in natural logarithms. Env refers to the climate
related variables including TempDif, PD, Sun and Hum. i represents prefecture. e is the
prefectural level error term.

The explanation of the models based on the above equation (1) is provided below. First,
the correlation between PD and Hum are expected to be positive while the correlation
between PD and Sun are predicted to be negative. Moreover, the correction between Sun and
Hum is thought to be negative. Furthermore, the correlations between each of these three
variables and TempDif are expected to be limited. The results of the correlations show that the
correlation between the three variables and TempDif could not be clearly identified while the
correlation among the three variables were found (See Appendix 4). Therefore, there is the
possibility of multicollinearity if these three independent variables are included in the model
at the same time. Hence, PD, Sun, Hum will be included independently in the models.
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3. Results and Discussions

First, we will review the main results in Table 3 for each of the L7 models. Models (1) -
(3) only include PD, Models (4) - (6) only include Sun and Models (7) - (9) only include
Hum, as the climate factor. Table 3 shows that the estimates of the coefficients are
significantly negative in all the models for SD-T. This suggests that regions with a greater
value of self-development type tend to have lower levels of SWB. This may be due to self-
development type feeling less satisfied which motivates them to spend time in self-
development or they are more vulnerable to social pressure to spend their time on self-
development activities or the self-development type activities may be the cause for stress or
frustration. On the other hand, with respect to AE-T, which is the second principal component,
regions with a greater value of active/external types significantly show higher levels of SWB
in all the models. This suggests that interaction with other people and participation in sports
which provide opportunities to obtain social relations affect well-being, as found in previous
studies (e.g. OECD, 2013; Kawakubo and Oguchi, 2015). Finally, with regards to Ent-T, the
estimates of the coefficients are positive in all the models but are insignificant.

With regards to the results other than leisure related factors, regions with more disasters
which is a proxy for safety has been identified to significantly decrease SWB in over half of
the models. This implies that safety can have an impact on SWB, which supports the study by
Sekulova and van den Bergh (2013). As for TempDif, one of the climate factors, is also found
to have a significant negative impact on SWB in all the model except Model (9). This suggests
that the larger difference in temperature leads to lower SWB, since the differences in
temperatures creates the need to make adjustments in their daily lives and to maintain their
health status. This result supports previous research conducted by Maddison and Rehdanz
(2011). We also found that in all the models the estimates of the coefficients for PD and Hum
are negative and statistically significant and those for Sun are significantly positive. The result
for PD supports the previous researches such as Barrington-Leigh and Behzadnejad (2017)
and the results for Hum and Sun is consistent with studies such as Frijters and Van Praag
(1998), Brereton, Clinch and Ferreira (2008), Murray, Maddison and Rehdanz (2011) and
Feddersen, Metcalfe and Wooden (2016). RPIpc and Mrd did not show significant and
consistent results, which mean these results did not support that income and marriage status
have impact on happiness, whereas previous studies on the relationship between income and
happiness (e.g. Deaton, 2008; Stevenson and Wolfers, 2008; Perovic and Golem, 2010) and
between marriage status and happiness (e.g. Frey and Stutzer, 2000; Ohtake, 2004; Perovic
and Golem, 2010; Kuroki, 2011; Ambrey and Fleming, 2012, 2014; and Barrington-Leigh
and Behzadnejad, 2017) achieved significant results.
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Table 3. Determinants of SWB

17

Variables Model (1)  Model(2)  Model(3)  Model4)  Model(5)  Model(6)  Model(7)  Model(8)  Model(9)
RPIpc 0.233 -0.0531 -0.0958 0.0194 -0.192 -0.215 -0.0784 -0.337 -0.350
(0.256) (0.230) (0.240) (0.241) (0.213) (0.222) (0.251) (0.236) (0.245)
Mrd -2.418 5.274 -0.243 2.448 9.532 6.211 -5.388 2.181 -2.032
(6.107) (6.403) (7.158) (6.128) (6.069) (6.864) (5.496) (5.690) (6.099)
Safety -9.119%* -4.838 -6.650 -10.63%** -7.184* -9.147** S7.911%* -3.931 -5.772
(4.001) (4.201) (4.280) (3.815) (3.939) (4.061) (3.834) (4.086) (4.095)
TempDif -0.0204**  -0.0203**  -0.0192*  -0.0241*** -0.0241*** -0.0251**  -0.0169* -0.0173* -0.0168
(0.00884)  (0.00911)  (0.0107)  (0.00843)  (0.00850)  (0.0101)  (0.00850)  (0.00884)  (0.0100)
PD -0.00358*** -0.00329*** -0.00277**
(0.00109)  (0.00111)  (0.00132)
Sun 0.000664*** 0.000673*** 0.000659***
(0.000160) (0.000161)  (0.000190)
Hum -0.0307***  -0.0280***  -0.0255%*
(0.00806)  (0.00828)  (0.00958)
SD-T -0.0614** -0.0464** -0.0611%**
(0.0247) (0.0229) (0.0237)
AE-T 0.0501* 0.0450* 0.0459*
(0.0264) (0.0243) (0.0257)
Ent-T 0.0173 0.00259 0.0149
(0.0340) (0.0308) (0.0319)
Constant 4.665%**%  4.858%FF  4.905%k* 3 DR2kHE 34 3Rk 3 S50%KE 6663FFF  6.686%FF  6.589%**
(0.406) (0.402) (0.442) (0.463) (0.453) (0.470) (0.706) (0.734) (0.864)
B-P/C-W test 0.25 0.88 1.35 0.02 0.13 0.06 0.46 0.87 0.48
Prob > chi2 0.6185 0.3478 0.2453 0.8748 0.7207 0.8146 0.4996 0.3521 0.4904
Ramsey RESET 0.34 0.66 0.23 0.86 0.24 0.36 0.89 2.1 1.68
Prob>F 0.7952 0.5838 0.872 0.4697 0.8666 0.7852 0.4537 0.1163 0.189
C/T IM-test 5.42 4.18 2.61 6.7 3.67 3.55 7.74 7.05 4.69
P-value 0.4909 0.6518 0.8562 0.3499 0.7215 0.7378 0.258 0.3163 0.5835
Observations 47 47 47 47 47 47 47 47 47
Adj. R-squared 0.3092 0.2678 0.2072 0.3874 0.378 0.3246 0.3555 0.3042 0.2527

Standard errors in parentheses

#k 50.01, #* p<0.03, * p<0.1

B-P/C-W test: Breusch-Pagan / Cook-Weisberg test for heteroskedasticity
Ramsey RESET: Ramsey regression specification-error test for omitted variables
C/T IM-test: Cameron & Trivedi's decomposition of information matrix test

Table 4. Variance inflation factors for each independent variable

Variable Model (1) Model (2) Model (3) Model (4) Model (5) Model (6) Model (7) Model (8) Model (9)
RPIpc 1.76 1.34 1.35 1.76 1.36 1.35 1.82 1.49 1.49
Mrd 1.79 1.86 2.14 2.03 1.97 2.31 1.56 1.54 1.65
Safety 1.24 1.29 1.24 1.27 1.34 1.31 1.22 1.28 1.2
TempDif 1.08 1.08 1.39 1.11 1.11 1.45 1.07 1.07 1.29
PD 1.47 1.44 1.89
Sun 1.68 1.69 2.16
Hum 1.5 1.47 1.83
SD-T 2.1 2.03 2.08
AE-T 1.3 1.29 1.29
Ent-T 1.63 1.57 1.53
Mean VIF 1.57 1.39 1.61 1.65 1.46 1.69 1.54 1.36 1.5

To assess the robustness of the results, the omitted variables in Models (1) - (9) of Table 3
will be investigated. The existence of omitted variables will lead to the problem of
endogeneity, and therefore will influence the ability to obtain consistent and unbiased
estimates. Hence, the Ramsey (1969) regression specification-error test (RESET) was
conducted for omitted variables. The results in Table 3 shows that for all the models, it was
not possible to reject the null hypothesis, which require no omitted valuables. Next, the
condition of normality is assessed for each model of Table 3. The models need to satisfy
normality for adequate statistical hypothesis testing to be made. Therefore, the conditional
moments test with third-order moment conditions of Cameron & Trivedi's decomposition of
information matrix (IM)-test was conducted. The results find that the null hypothesis of
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normality cannot be rejected in all the models of Table 3. Furthermore, the test for
homoscedasticity is performed. With heteroscedasticity, OLS estimator is not the best linear
unbiased estimator (BLUE), and statistical inference would be biased, and t-statistics and F-
statistics are inappropriate. Hence, the Breusch-Pagan / Cook-Weisberg test for
heteroscedasticity was performed. From the results in Table 3, the null hypothesis of
homoscedasticity could not be rejected in all the models.

Next, the variance inflation factors (VIFs) is calculated to confirm whether there is, in fact,
the possibility of multicollinearity in the models of Table 3. From the results of Table 4, high
value of VIFs could not be found for any of the variables in all the models since even the
highest value of VIFs is 2.31 for Mrd. Hence, the assessment is that there is no fear of
multicollinearity in all the models of Table 3.

Table 5. The mean of the standardized beta coefficients for each independent variable

Variable Mean of standardized beta coefficient Rank
(absolute value)
Safety 0.258 6
TempDif 0.298 5
PD 0.458 3
Sun 2.678 1
Hum 0.516 2
SD-T 0.405 4
AE-T 0.256 7

Finally, the magnitude of the effects of each independent variable on SWB are assessed by
calculating the standardized beta coefficients which are normalized by the ratio of the
standard deviation of the regressor to the standard deviation of the dependent variable. The
independent variables are examined for statistical significance and the means of these
variables are compared. The results in Table 5 shows that the largest standardized beta
coefficient which affects SWB is Sun (2.678). The second largest standardized beta coefficient
is Hum (0.516), followed closely by PD (0.458). The fourth is SD-T (0.405), followed by
TempDif (0.298), and Safety is sixth (0.258), followed by AE-T (0.256) with little difference.
The results indicate that most of the climate variables have larger impacts on SWB than
leisure activities.

4. Conclusions

A range of determining factors of SWB for Japan, with a focus on leisure related variables
were examined. The results find that regions with higher self-development type leisure
activities tend to have lower levels of SWB. Since this analysis employs the structural aspect
of leisure (Newman et al., 2014), it does not take into consideration whether the individual
perceived to be engaged in leisure through these activities. This provides an opportunity to
conduct an analysis on the subjective aspect of leisure to understand the lower levels of SWB
for this type. Moreover, some policy implications may also be found from the results. Since
relationship related active/external type leisure activities is found to have a positive effect on
SWB, these activities may be encouraged through the support of promotion of these activities
and provisions of infrastructure. Further planning and preparation for natural disasters may
also improve well-being. It may be necessary not only to provide reinforcement of
infrastructures but to review the policies, systems and management to have the greatest
impact in improving subjective well-being in the region. Furthermore, as climate factors such
as temperature difference, humidity, precipitation and sunshine affect well-being, it will be
necessary to improve services, goods and living environments to improve comfort from these
climate factors.
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Appendices

Appendix 1. SWB by Prefecture
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Appendix 2. Definition of each Leisure Activity
Definition
Time spent watching television, listening to radio, reading
newspapers and magazines (print and web).

Leisure activities
Television, radio,
newspaper and
magazine (Media)
Self-development Time spent on education, self-development, and training during free

(SD) time.
Relaxation (RX) Time spent relaxing with family; breaks during work or school;
tea/coffee breaks and taking naps.
Hobby/entertainment Time spent on hobbies and entertainment.
(H/E)
Sport (Sport) Time spent on sports

Volunteer/community | Time spent participating in volunteer/community activities such as
activity (V/C) cleaning parks and local community, fund raising, helping elders,
recycling activities, traffic safety activities, PTA and election
campaign activities.
Relationship (RP) Time spent socializing and dining with friends, such as attending,
weddings, school reunions and visiting/inviting friends.
Time spent on the leisure activities are obtained, based on average hours per days. It is
calculated through average hours for weekdays multiplied by 5 days plus hours for Saturday

and hours for Sunday.
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Appendix 3. Data Sources

Variable

Source

Subjective well-being (SWB)

Japanese General Social Survey 2001: Institute of
Regional Studies, Osaka University of Commerce
in collaboration with Institute of Social Science,
the University of Tokyo. The data are aggregated
and averaged at prefecture level by Matsumoto
(2010).

Income per capita (RPIpc)

Prefectural Accounts; Cabinet Office, Population
Census, Population Estimates; Ministry of Internal
Affairs and Communications

Married rate (Mrd) Population Census, Population Estimates; Ministry
of Internal Affairs and Communications
Disaster rate (Safety) White paper on Fire Service, Population Census,

Population Estimates; Ministry of Internal Affairs
and Communications

Difference of temperature (TempDif)

Past Meteorological data; Japan Meteorological

Agency

Days of precipitation (RD) Past Meteorological data; Japan Meteorological
Agency

Sunshine duration (Sun) Past Meteorological data; Japan Meteorological
Agency

Annual average relative humidity Past Meteorological data; Japan Meteorological
(Hum) Agency

Leisure time (LT) Survey on time use and leisure activities; Ministry

of Internal Affairs and Communications

Appendix 4. Correlation of the Climate Variables

Variables | TempDif PD Sun Hum
TempDif 1.000
PD -0.064 1.000
Sun 0.149 -0.770 1.000
Hum -0.040 0.703 -0.686 1.000
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Abstract

The present paper aims to analyze the positive or negative impact of local integrated firms
on strategies of intrapreneurship and sustainability. The study was developed in the region of
Tamega e Sousa, located in the north of Portugal. For that 283 firms from manufacturing and
construction industries were analyzed. By local integrated firm were considered those firms
that are doing all their business activities within the region where they are established. Most
of firms (83.2%) in this region present very good results in the adoption of sustainable
strategies, while 80.9% present a weak adoption of intrapreneurship strategies. Crossing
variables on local integration and sustainability it was found a light tendency in favor of local
firms, i.e., local firms apparently are more concerned with the regional sustainable
development, than those that are acting outside the region borders. On what regards the
relation between local integration and the adoption of intrapreneurship strategies, those firms
that are doing business beyond the region are adopting more intrapreneurship strategies.

Keywords: Local Business, Intrapreneurship, Sustainability

JEL classification: L2, O1, R1

1. Introduction

The importance of entrepreneurship in economic and social development is emphasized
both in literature, business practice and governmental policies. Example of that are policies
such as the European Smart Specializationl or the Regional Innovation Strategies2 that focus
on the enhancement of innovative local dynamics bringing together several stakeholders to
promote these dynamics. In general this is a development of the triple helix model (Etzkowitz
and Leydesdorff 1995). Other factors such as the market knowledge and experience, academic
ground and internationalization are also presented as the key elements of local development
(Kisman and Tasar 2014). What seems to be consensual is that firms are a key element in
economic and social development. In order to survive, firms need to develop their businesses.
The basic development for any firm is about buying and selling. Within a region, a firm might
do business with regional or non-regional stakeholders.

Considering () (below) we present some possible relations: W, X, Y and Z are firms that
are doing business among them. W is buying from a supplier located outside the region and
selling for a non-regional customer as well. Z is also selling for a non-regional customer. We
must take into consideration that this is just a possible scenario. Many different ones could be
presented. The main idea is to represent the differences that may occur when doing business
at up and downstream levels. In the same figure the “i” aims to represent the individuals that
are positively or negatively affected by the firms’ action (getting hired or fired, getting a
sponsorship, suffering any type of environmental consequence, etc.).

1 http://s3platform.jrc.ec.curopa.cu/
2 Europe: https://ec.curopa.eu/futurium/en/jobs-and-skills-local-economy/draft-action-4-regional-
innovation-strategy-ris3-20; USA: https://www.eda.gov/oie/ris/
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Image 1. A possible relation among firms and individuals

National and International Environment

Regional Environment

Source: Own Elaboration

The main idea that we aim to present with the figure above is that firms are doing
businesses with many different stakeholders, and their actions affect their own strategies as
well as their stakeholders (in the figure we are focusing in the external individuals). This led
us to this paper objective: To analyse if the type of business relations that firms are adopting
in terms of buying and selling has impact in their internal strategies (intrapreneurship) and in
their sustainable behaviour. Is there any impact for sustainable development from firms that
act just locally (X and Y)? Are those firms more or less oriented to adopt intrapreneurship
strategies?

In the present paper we aim to analyse this relation. For that, firms from the Region of
Tamega e Sousa (Portugal) will be classified in terms of business geographical acting areas.
After that we will explore the existence of any relation between the business geographical
classification (Local Integration) with the adoption of strategies of innovation, risk and
proactivity (intrapreneurship) and sustainable development strategies.

The next chapter will present a brief literature review on the main concepts of this paper,
followed by a region description. After that some considerations on the research methodology
will be presented. To close this paper the results and the conclusion with the main
achievements from this research.

2. Literature Review

2.1. Regional Business

The important role of businesses in regional economic growth and development is widely
accepted as it is possible to find along the state of art, as for instance in the studies based in
the triple and quadruple helix model [Leydesdorft, (2000); Gouvea, Kassicieh, & Montoya,
(2013)].

In economic terms the region is considered as a set of territorial units which, in terms of
selected criteria, share many common features and have a number of distinctive
characteristics as compared to the surrounding areas; the region is specialized and has a
particular set of productive forces (Kucinski, 1990). Is not a aim for this paper to discuss the
region concept, however it is important to mention it, since later on we will be discussing
about the regional effects in business management. In other words, we are trying to explore
the embeddedness effect. According to Lo Iacono (2018) the social density fosters higher
levels of trust. In particular, people in denser communities are more likely to trust their
unknown fellow citizens, encouraging isolated subjects to engage with strangers. This
research was focusing individuals in general, but the entrepreneurial identity comes with
individual own behavioral expectations that are defined, or imprinted, through various belief
systems, that operate at an individual, interpersonal and group level, and entrepreneurial
behavior will be a result of past experiences, observed behaviors, or conformity with a social
group (Newbery, et al., 2018; Sluss & Ashforth, 2007).
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Wu & Pullman (2015) argue that contrary to the belief that firms act solely for profit and
growth, cultural contents such as values, social issues and political ideologies explain firms’
motives and guide their economic activities. Along with this perspective Jack & Anderson
(2002) found that embeddedness plays a key role in shaping and sustaining business.
According to the authors being embedded in the social structure creates opportunity and
improves performance.

Authors such as Rutten & Boekema (2007) argues that differences in economic
development can be explained, among others, by factors such as regional social capital, that in
turn originates from the embeddedness of firms in regional webs of social relations.

However, there are also some negative perspectives of embeddedness. According to
Andersen (2013) over-embeddedness presents a negative impact on firm performance. Day et
al. (2013) identified a negative curvilinear relationship between relational capital (comprising
trust, respect and reciprocity) and performance. They also identified a sequencing of relational
inertia and resource misallocation. Still the same authors “further present a wider paradox
when relationship quality is assessed between a buyer and supplier. At both focal companies,
the behaviors that led suppliers to 1) value the buying firm as a partner, 2) seek deeper
relational embeddedness, and 3) pursue a value co-creation strategy simultaneously sowed
the seeds for relationship dissatisfaction” (Day et al., 2013, pp. 161). Similar ideas and results
are also suggested by authors such as Villena et al. (2011) or Halaszovich & Lundan (2016).
Taking these different ideas into consideration it is possible to question if the region may have
an impact in the firm’s strategies. This brief overview allows us to conclude that there is not a
clear perception on the effects of regional cooperation and regional integration. These impacts
will be studied later on.

2.2. Sustainable Development

Today, it is a widely accepted notion that the development of regions is the driving force
behind the economic growth of countries, and the recognition of this fact is reflected in
various European Union’s policies (Antonescu 2014; Sirbu 2014). A major factor for this
growth can be find in the entrepreneurial fabric, through its role played in generating added
value, innovation and jobs (Muresan & Gogu, 2012).

Regional development embraces the processes of quantitative growth as well as qualitative
progression. These processes are seen as changes occurring in many spheres, including the
economy, technology, natural environment and in society (Duarte and Diniz 2011). These
changes have both economic and societal dimensions and in the long term they should lead to
improving the quality of life of inhabitants, the setting-up of new enterprises and the creation
of new jobs, the upgrading of the regional economic infrastructure and therefore they
contribute to an increase in gross domestic product per capita generated in the regional
economy.

Not so recent, but still a concerning is the concept and practice of sustainable development
[(Eversole, 2003; Schumpeter, 1934; Sinakou et al., 2018; Wiklund & Shepherd, 2005)].
According to Spangenberg (2004), sustainable development is based on the integration of four
dimensions: economic, environmental, social and institutional, and is perhaps the biggest
challenge ever in terms of policy concept. The Brundtland Commission3 presented three main
objectives to achieve a sustainable development:

The environmental objective, taking into account the overall safeguard of the environment
from a long-term perspective;

The social objective, strengthening cohesion through justice among peoples, countries,
genders, social groups, among others; and,

The institutional objective, ensuring participation in political decisions as a prerequisite for
the peaceful establishment of the official agreement.

None of them is an economic objective, however, economics is crucial: Its current way of
working is a guiding force behind most problems, but it can also be a force for a better
contribution to solve various problems by creating enough wealth. Although a vibrant

3 http://www.un-documents.net/our-common-future.pdf
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economy is not an end in itself, it is considered essential for the long-term satisfaction of
material needs by providing jobs, income, social security and consumer opportunities.

Economies are the driving force for development, and firms play a crucial role on it, so the
next section we will present some concepts on firms’ management and strategies, keeping an
eye in regional/sustainable development.

2.3. Intrapreneurship

Nowadays it is widely accepted that Entrepreneurship can be measured by three factors:
(1) Proactivity (2) Innovation and (3) Risk propensity (Miller 1983). If these factors are
important at the firm creation, they are still relevant for firm development. What
entrepreneurs must develop is, first of all, the entrepreneurial spirit, so that they can then
bring that spirit into the company, thus fostering intrapreneurship, as Pinchot (1985) argued.
The concept of entrepreneurship is often referred to as the strategic capacity of the company,
the ability to bring new products into the market, or the process of identifying and exploiting
opportunities.

When someone is able to innovate, take risks and be proactive in creating a new business,
it is expected that this spirit will remain present in the daily management of the company. In
other words, it is expected that the concepts of innovation, risk and pro-activity remain
present enabling a constant entrepreneurial attitude on the entrepreneur. This attitude is more
than strategic management that is asked of companies, since many times, in particular in small
businesses, the management is almost limited to daily issues, leaving planning, or the
exploitation of opportunities, to a non-priority level.

Through constant entrepreneurship, the company should practice a management, focusing
the future, combining strategy and entrepreneurship. These concepts, although often studied
separately cannot exist without the presence of the other, as argued by Venkataraman &
Sarasvathy (2008). In addition to strategic management, when companies present themselves
with an entrepreneurial management, they are at the same time contributing to the
development of the region where they are.

When the region provides conditions (infrastructures, manpower,
knowledge, positive discrimination, among others) that favor the birth and entrepreneurial
development, these tend to respond in a positive way contributing in turn to a greater
development of the region. As Venkataraman (2004) argues, the opposite also happens. If the
region does not provide conditions, companies in turn do not meet expectations, thus falling,
companies and region in a vicious cycle.

Before presenting the region description it also interesting to present some results
presented by Rodzinka & Skica (2017) that found evidences of a negative impact between the
size of local administration (number and value of wages paid) and the level of
entrepreneurship. This means that in order to promote intra or entrepreneurship the alignment
among stakeholders as suggested by the concept of sustainable development is highly
relevant.

3. The Region

The study was carried in the region of 7dmega e Sousa, in Portugal. This region is
composed of 11 Concelhos4 composing the inter-municipal community of Tdmega e Sousa.
This community is one of seven inter-municipal entities (groups of Concelhos organized as
administrative regions) in the Northern Region of Portugal.

4 Concelho: Portuguese administrative unit divided into smaller units called freguesias.
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Image 1: The Region of TAmega e Sousa in Portugal
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The region presented above is composed of eleven concelhos (Amarante, Baido, Castelo
de Paiva, Celorico de Basto, Cinfaes, Felgueiras, Lousada, Marco de Canaveses, Pagos de
Ferreira, Penafiel, Resende). For statistical purposes this region is within a NUTE III. The
region has an area of 1,830 km® and a population of 434,165 inhabitants, about 12% of the
northern region. A characteristic element of the Tamega and Sousa population is its
predominantly rural integration: the people who live in towns with more than 2,000
inhabitants do not even reach one third of the population, when the regional and national
average exceeds 60% (Castro et al. 2014).

On what regards the economic activity, focusing on the main relevant elements for this
paper, in 2012 there was a total 25,500 firms. From those firms 4,399 were acting in the
manufacturing sector, while 3,754 in the construction sector. These sectors were employing
(in 2011) 53,783 workers in the manufacturing, and 32,685 in the construction. These figures
represent 50% of total employment in this region.

According to Castro et al. (2014) the manufacturing industry is the main economic activity
of the Tamega e Sousa. The 4,700 industrial companies based in Tamega e Sousa, including
2,582 companies have employed 53,745 people and generate a gross value added of 722
million euros for a turnover of 2,372 million euros in 2011. These figures corresponds to 40%
of people employed in companies of Tdmega e Sousa, 41% of Gross Value Added (GVA) and
36% of turnover, substantially above those recorded in the North and in Portugal. The result is
a weight of the Tdmega e Sousa industry in total North and upper country to the situation
when considering the total economic activities, whatever the indicator used. However, the
importance of the Tdmega e Sousa is higher in all businesses and persons employed in
industry than in the GVA and the volume of industrial business, indicating a lower
productivity of the Tdmega e Sousa industry regarding the north and Portugal. In 2011,
apparent labor productivity in the Tdmega e Sousa industry was equal to 13,437 euros per
person employed, which corresponds to two thirds of the total registered in North industry
and 54% of the domestic industry.

In this region is also possible to find some industrial districts, such as Shoes making in
Felgueiras; Textile in Lousada; Wood furniture in Pagos de Ferreira, and in Metalworking in
Amarante;
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4. Methodology

The present paper results from a broader project that aimed to analyse among other
elements the level of intrapreneurship and sustainability among firms from the manufacturing
and construction sectors, located in the region presented above. Besides the questions
focusing on the main concepts of that project (intrapreneurship and sustainability) among
others were also questioned the location of firms’ main suppliers and customers. These are the
key variables for the present paper. Since the region presents a high number of firms the study
was focused on a valid sample. In order to find the minimum sample size, according to
Saunders et al. (2009) it is necessary to define:

Confidence level,

Error margin;

Proportion of answers obtained in a particular section.

A pilot study with 33 observations was developed in order to analyse the proportion of
answers regarding the levels of intrapreneurship and sustainability. From this initial sample it
is possible to draw some inferences to the final sample, using the following formula:

n=p%*q%*(z/e%)? 1)
where: n: minimum sample size required;
p%: proportion belonging to the specified category;
q%: proportion not belonging to the specified category;
z: z value corresponding to the level of confidence required:
e: margin of error required;

In order to calculate the sustainability levels, the three dimensions of sustainable
development were first considered, as it can be seen in Tablel.

Table 1. Number of questions associated with each strategy

Test area Economic Social Environmental
Development Development Development
Numb.e r of 4 questions 5 questions 3 questions
questions

Source: own elaboration

Each dimension was evaluated according to the identified questions. Each question was
answered on a Likert-scale (1 to 5). For each dimension, the results of questions were
summed up within that dimension and the average results were calculated.

In order to get the sustainability results, average results for the three dimensions were
calculated. The output was organized into 5 categories that describe the approach: very weak;
weak; moderate; good; very Good.

To calculate the minimum sample size it is necessary to have a yes or no approach. In
other words, it is necessary to find a percentage for firms that take a sustainable versus non-
sustainable behaviour. In order to do the sample size calculations it was assumed good and
very good corresponded to a positive approach, and weak and moderate to a negative one.

The results that were obtained were as follows:

Table 2. Sustainability results of the pilot study

Frequency % Total %
Weak 1 3 12.1
Moderate 3 9.1
Good 19 57.6 87.9
Very Good 10 30.3
Total 33 - -

Source: own calculations

In terms of sample size results, those figures led to the following result:

n=287.9% *12.1% * (1.96/5%)> = 163.44 ?)



Duarte N., Diniz F., Regional Science Inquiry, Vol. XII, (1), 2020, pp. 23-34 29

According to the sustainability results, in order to obtain a valid sample, it would be
necessary to gather 164 answers.

On what regards the level of intrapreneurship the same pilot study was respected to
calculate the minimum sample required. The results revealed a very low approach to the
adoption of these strategies

Table 1. Intrapreneurship results of the pilot study

Frequency % Total %
Very Weak 10 30.3 78.7
Weak 16 48.4
Moderate 7 21.3 21.3
Total 33 - -

Source: own calculations

In terms of sample size results, those figures led to the following result:

n="78.7% * 21.3% * (1.96/5%)? = 257.58 3)

Considering the results on intrapreneurship strategies, the minimum sample size should be
257 cases. The minimum was accomplished under both scenarios since we got a final sample
of 283 cases.

As previously stated, the main purpose of the project, carried out, in the manufacturing and
construction sectors in the 7dmega e Sousa region (Portugal) was the characterization of the
firms in this region relatively to intrapreneurship and local sustainability. As well stated above
the specific objectives for this paper was the relation between the business geographical
acting areas and the behaviour that firms present towards local sustainability. For that
purpose, the following working hypotheses have been put forward:

H;: Firms that are just acting locally (doing business) are adopting more strategies aiming local
sustainability

H,: Firms that are just acting locally (doing business) are adopting more strategies aiming
intrapreneurship (innovation, risk and proactivity).

In the next section we will present and discuss the results from the statistical analysis.

5. Results

In this section the first results to be presented are related to the individual variables
(intrapreneurship, sustainability and local business integration).

Starting by the information regarding Intrapreneurship, the results were weak. To measure
the intrapreneurship degree, according to Miller (1983) it were combined three other factors:
Innovation, Risk and Proactivity. To do so, the questionnaire included some questions in
order to identify the strategies adopted by those firms on innovation, risk and proactivity.
Once gathered the results and grouped into one variable to get the intrapreneurship level, the
results are as follows in Table 4.

Table 4. Intrapreneurship results

Frequency %
Very Weak 100 353
Weak 129 45.6
Moderate 54 19.1
Total 283 100

Source: own calculations

As seen in Table 4 the level of intrapreneurship is very low. The best results are for firms
with a moderate approach, which means that there are no firms with a good approach to
intrapreneurship. It might be important to mention that these results are related to the number
of strategies adopted by each firm. From the table it is possible to verify that almost 81% of
firms in this region present a weak (or very weak) approach to intrapreneurship.
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On what regards sustainability the results are not so disappointing, since the firms’
behaviour is more sustainable (Table 5):

Table 5. Sustainability results

Frequency Valid %

Weak 8 2.9
Moderate 38 13.9
Good 177 64.6
Very Good 51 18.6
missing 9
Total 274 100

Source: own calculations

From the results it is possible to verify that most firms (83.2%) present a proactive attitude
to sustainable development. This might mean that in general firms are adopting strategies that
at least respect the three dimensions of sustainable development: Economic, Social and
Environmental - (Giddings, Hopwood, & O’Brien, 2002).

Since the main objective for the present paper is related to Local Business Integration (or
the business geographical acting area) and its relation with intrapreneurship and local
sustainability it is important to present some general results on local business integration
focusing on upstream and downstream integration.

On what regards upstream and downstream relations, in the questionnaire was asked to
identify the location of firms’ three main suppliers and customers, according to the locations
presented in Table 6 and Table 7.

Table 6. Location of the 3 main suppliers (%)

Sup. 1 Sup.2  Sup.3

No answer - 2.8 4.2

In the same municipality 46.3 21.9 26.5

In a neighbour municipality in the 15.9 30.0 13.4
region

In other municipality in the region 16.6 32.5 304

Source: own calculations

Table 7. Location of the 3 main Customers (%)
Cust.1 Cust.2 Cust. 3

No answer - 3.5 5.7
In the same municipality 35.0 17.7 14.5
In a neighbour municipality in the 15.2 14.8 16.3

region

In other municipality in the region 11.0 31.8 304
In other municipality in the country 18.0 12.7 15.2
European Union 17.0 12.7 11.0

Somewhere else 3.9 6.7 7.1

Total 100 100 100

Source: own calculations

From the previous Tables it is clear that most of the businesses are done in the region.
However, in order to get a clearer vision of these relations it was built the table below that
presents the average results by location considering the 3 main stakeholders.
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Table 8. Degree of local integration (%)

Upstream Downstream
Ultra-local In the same municipality 31.6 22.4
Local In a neighbour municipality in the region ~ 19.8 15.4
Regional In other municipality in the region 26.5 77.9 24.4 62.2
National In other municipality in the country 12.8 15.3
International  European Union and Rest of the World 7.0 19.5

Source: own calculations

Comparing up and downstream businesses it was possible to verify that firms are doing
most of their purchases in the same municipality and in municipalities from the same region.
This situation may occur due to the existence of industrial districts as mentioned on chapter 3.
The figures from Table 8 also show that on what regards international business, the region
presents (in terms of percentages) a surplus at the Balance of Trade, since it is exporting more
than importing. Anyway, the figures presented might indicate a high level of dependence on
the internal (mainly local) market. Considering the region as a local market it means that the
local market represents 77.9% of all purchases and 62.2% of total sales. These figures allow
us to conclude that a relevant part of the businesses are done within a local area.

Taking into consideration the results presented above on intrapreneurship, sustainability
and local integration we will now try to identify the existence of relations between the
variables of local integration with intrapreneurship and local integration.

In order to analyse a relation (variable association) some cross tabulations tests were
performed based on the following hypothesis:

Hy: The variables are independent (do not exists variable association) vs.

H;: The variables are dependent (exists association)

As stated in the literature, in order to analyse these hypothesis one must run a y” test.
The decision will be taken according to the p value obtained with the y” test.

In first place were created new variables to classify firms according to the geographic
business area on both upstream and downstream businesses:

International acting firms: those that are buying or selling from/to abroad

National acting firms: those that are buying or selling in the country but outside their
location region.

Local acting firms: those firms that were either buying or selling just for stakeholders
(three main suppliers and customers) located in the same municipality, in a neighbour
municipality or, at most, in the region (ultra local, local and regional)

According to the results from Table 8 a large percentage of businesses is done within
the municipality, in a neighbour municipality or within the region. So, for statistical analysis
it was considered two classes:

Local acting firms, and

Non-local (national and international).

After getting these new variables each one of them were crossed with the
sustainability variable, in order to analyse their (in)dependence.

The first variable dependence test was related to Local Integration and Sustainable
Development.

In order to get statistically valid results the classes within each variable were reduced. On
sustainability were used three classes (Weak, Moderate, Good), and on local integration were
used two classes (Local and Non-local — the latter are the firms that are either buying or
selling at national or international level).

On the cross tabulation result (sustainability vs. local integration) it was verified that some
observed results differ from the expected ones, which leads to the possibility of variables
association. Apparently local firms are adopting more strategies aiming sustainable
development than those that are also acting outside the region borders. By requiring the y* test
we got a p-value of 0.661. Since this result is higher than 0.05 it means that Hy may not be
rejected. So, the results seem to identify a tendency but we are not able to validate it
statistically.

When analysing the relation Local Integration — Intrapreneurship it were used the same
classes for local integration (Local vs Non-local) and three classes for intrapreneurship
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(Weak, Moderate, Good) as presented in Table 4. The first analysis, show some evidences
that those firms that are doing business beyond the region are the ones more concerned, thus
adopting more intrapreneurship strategies. Requiring the * test we got a p-value of 0.000...7.
Since this result is lower than 0.05 we may reject Hy, which means that it might be variable
association. This result lead us to conclude that in fact firms that are acting (buying or selling
or both) outside the region borders are in fact adopting more strategies of innovation, risk and
proactivity. This might occur due to the natural proactivity that those firms demonstrate when
going for other markets than those from the region.

Summing up, firms in this region present a sustainable behaviour, but in general do not
present behaviour of entrepreneurship. Most of the businesses are done in a local geographic
area. On what regards local development, even without statistical evidence, it seems that firms
that are doing business just in the region present a more sustainable approach (might be the
result of the so called embeddedness effect. Those firms that are acting in other geographies
than the region present a higher level of innovation, risk and proactivity (combined in the
level of intrapreneurship).

6. Conclusion

The present paper aimed to study the existence of any relation between the business
geographical acting areas of firms located in the region of Tdmega e Sousa, Portugal with the
strategies of entrepreneurship adopted and the sustainability strategies. From the literature
review it was possible to find that the embeddedness concept that is quite frequent in a region
due to personal relations, might have both negative and positive impacts.

The study took into consideration 283 firms operating in the manufacturing and
construction businesses in a Portuguese region, where some clusters or industrial districts are
identified. This agglomeration of firms specialized in a region is a positive effect for regional
embeddedness.

In a previous analysis it was found a very low level on intrapreneurship. Firms are not
following strategies of innovation, risk and proactivity. In a 5 level scale, the highest score
was 3, which mean a moderate approach to intrapreneurship. On what regards sustainability
strategies firms are more proactive, since they are adopting strategies that aim not only the
economic area, but the social and the environmental as well.

Considering upstream and downstream integration, it was possible to realize that most of
the businesses in this region are done in the region (in the same concelho or in a concelho that
composes this administrative region). Less than 20% of firms are buying from outside the
region (national or international level). However almost 35% of those firms are selling abroad
(the region).

As mentioned, the goal for this paper was to find out if firms that are just acting locally
present a different behaviour on the strategies followed, to those that are acting in broader
markets. On what regards local development, even without statistical evidence, regional firms
present a more sustainable approach. Those firms that are acting in other geographies than the
region present a higher level of innovation, risk and proactivity, i.e., firms that are buying or
selling outside the region border are those that present a higher level of intrapreneurship.

The results here presented lead us to plan about future researches in order to verify
whether these results are valid just for this region or if they are valid in other regions. It would
also be interesting to enlarge the number of analysed cases in order to get statistical validity
for all the results. In order to find different patterns, it could also be analysed the impact of
each strategy (Innovation, Risk and Proactivity) and each sustainable development ring
(Economic, Social and Environmental) in regional vs. non-regional firms.
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Abstract

This study aims to test and analyze the effects of intellectual capital to competitive
advantage and company’s performance at Troso traditional weaving business. The variables
in this research are human capital as exogenous variable and structural capital, customer
capital, competitive advantage, and company performance as the endogenous ones. The
subject of the study was 200 sample consisting 572 craftmen. This research applies structural
equation modelling. The result of SEM analysis fulfills Goodness of Fit Index criteria, i.e.
chi-square value = 432.543, significance probability = 0.000, RMSEA = 0.070, CMIN/DF =
1.966, TLI = 0.885, CFI = 0.900, GFI = 0.849 and AGFI = 0.810. Based on the research
result, it can be concluded that human capital, structural capital, and customer capital
influence on competitive advantage and company performance.

Keywords: Intellectual Capital, Competitive Advantage, Company Performance

JEL classification: A, M12, J24

1. Introduction

The Indonesian micro and medium enterprises has an important and dominant roles in the
country’s economic growth. During the 1997 Indonesian economic crisis and global’s in
2008, these enterprises were proven survived and they could even become the country’s
economic preserver. Considering the amount of these existing micro and medium enterprises
as well as their dominant roles in the economic, thus the indicator of the Asean Economic
Communities (AEC) success depends on their preparations.

To Indonesia, the establishment of AEC 2015 creates both internal and external challenges
amongst the ASEAN nations themselves; in addition to the competition with other countries
such as China or India. (Huang & Liu, 2005), describes that in order to prepare for the tough
global market competition, intellectual capital has to be improved as a substantial strength to
push the economic growth. With greater number of micro medium enterprises compared to
another country, Indonesia has bigger chance to be able to compete in global market.

The world is fast moving from a production-based economy to a knowledge-based one
(Drucker, 1993; Powell and Snelman, 2004 in Huang & Wu, 2010). This insists SME’s to
change business strategies from labor-based business to knowledge-based business, thus the
main character of the company becomes knowledge based. In this knowledge-based economy,
the competitive advantaged obtained by company is no longer determined by ownership or
the functions of conventional production factors such as engines or labors, but more to the
functions of production factors based on knowledge, innovation, and technology.

According to Ernst & Young (2006), such advanced country as The United States has 60
percent knowledge-based workers. By increasing the knowledge of the workers, a corporation
is able to conduct more effective and efficient activities (Hernandez & Noruzi, 2010).

To improve the product competitiveness, micro medium enterprises should pay more
attention on intellectual capital as one of their business strategies. The biggest capital owned
by micro and medium business is intellectual capital. This capital is a source of creativity,
innovation and business model. For example, textile micro medium business of Tenun lkat
Troso (weaving) implements this kind of capital to improve their competitiveness.
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This Tenun Ikat Troso (Troso weaved clothing) product is one of Indonesian famous
clothing product besides batik. It is originated from Troso village in Jepara, Central Java
province. It has been the second famous product of the village after furniture. The residents of
the village has possessed the skills to weave cloths since 1935 and the cloth was previously
known as Tenun Gendong as their heritage. In 1943, Tenun Pancal (paddled weaving) started
to operate and since 1946 up to now, people has been operating Alat Tenun Bukan Mesin (a
non-engine weaving tools).

This research is unique because of the concept of intellectual capital is not known to most
managers in the industry in Indonesia, especially weaving and textile industry in general.

The research of this case study is based on the findings of the previous research. Sharabati
et.al (2010), Chen et.al (2004), Daud & Amri (2008), Majeed, S. (2011), Rezaian & Naeji
(2012), Mananeke (2012), Obeidat et.a/ (2017) and Hamid et.al (2017) state that intellectual
capital affects the corporate’s performance; on the contrary, Kuryanto & Syarifuddin (2009)
states that there is not any positive relation between the corporate performance and
intellectual capital.

2. Literature Review

2.1. Organization Performance

The performance of an organisation has always created problems for profit or non-profit
corporation. According to Horne and Wachowicz (2008), performance is a result in certain
period. In order to perform well, everyone should conduct the best effort positively. It also
applies for a company, when a company conducts the business activities well, it will result in
good performance.

Organization has an important role in our daily lives and therefore, successful organization
represents a key ingredient for developing nations. Thus, many economists consider
organizations and institutions similar to an engine in determining the economic, social and
political progress (Gavrea , Ilies, & Stegerean, 2011). Besides, performance is a result of the
organization’s objectives. The concept of business performance covers multi dimension.
Pelham (1997) in Mananeke (2012) suggests that the indicators of performance cover: firstly,
company’s efficiency (relativity of product quality, new product success, and customer
retention level). Secondly, the growth / market share (sales level, sales increase level and
relativity of market). Thirdly, the connection of ROE, profit margin, and ROL.

Another opinion stated by Gharakhani, D and Mousakhani, M (2012) suggests that
performance refers to the ability of the organisation to create certain level of results and
activities. In the study of Majeed (2011), it is inspected that the relationship between the
company’s competencies and thier performance is examined. When reviewing the importance
of current or potential competencies, the managers should have a clear interest in finalising
that where these qualities will lead to choose different benefits. Almost in all organisations
there is a good association between company’s competitive advantage and its performance.
These advantages lead the company towards attaining high profits.

2.2. Knowledge Management and Intellectual capital

In the knowledge-based economy, the nature of resources has been changed. In
agriculture-based economy and industrial-based economy the organizations mainly based on
tangible assets but now in a knowledge-based economy, intangible assets are considered as
the vital resources for the success of organizations (Khalique, 2012). Knowledge in an
organisation is a demand due to its ability to make it reliable, steady and competitive.
Knowledge is a fusion of information, experience, values, organisations and expertises’
opinions. These make knowledge become contextual, relevant, and executable information
(Turban, McLean & Wetherbe, 2002) in Setiarso, et.al (2009). The ability of companies to
manage intellectual capital (IC) assets is inseparably related to its knowledge management
(KM) capability (Andreeva and Kianto, 2011; Rajesh et al., 2011; Ramadan et al., 2017).
Intellectual capital is another term of knowledge including its financial knowledge. The term
of Intellectual Capital, which was firstly stated by John Kenneth Galbraith in 1969, became
popular with theoretical and industrial practical publications.
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Understanding the intellectual capital embedded in an organisation requires organisational
members to assess their core competencies; they can achieve or have achieved “best-in-the-
world” status. The intellectual capital of an organization represents the wealth of ideas and the
ability to innovate which later will determine the future of the organization (Sharabati et al.,
2010).

Intellectual capital can be defined as intellectual material that has been “formalized,
captured and leveraged” to create assets of higher value (Stewart, 1997), (Prusak, 1998).
Intellectual Capital can be classified as human capital, organisational capital and customer
capital (Edvinsson and Sullivan, 1996; Dumay, J., 2016; Roos and Roos, 1997; Stewart,
1995). Following the study of Edvinsson and Malone (1997), Sveiby (1997), Roos et.al
(1997), Bontis (1999), O’Donnell et al. (2006), Curado and Bontis (2007), and Sharabati et.al
(2010) among others, intellectual capital is defined as encompassing: human capital;
structural capital; and relational capital.

Wu and Tsai (2005) extend the concept of intellectual capital in their research and identify
two more components namely, social capital and technological capital. Ramezan (2011)
argued that intellectual capital model is based on human capital, organisational capital, social
capital, technological capital and business process capital or customer capital. Khalique et.al
(2013), argued that intellectual capital covers six main components known as the (1) Human
Capital, (2) Customer Capital, (3) Structural Capital, (4) Social capital, (5) Technological
Capital and (6) Spiritual Capital. However, this study is at preliminary stage, therefore, the
researchers used only three components namely human capital, customer capital and
structural capital.

Human capital covers human resources, knowledge and competency, employee education,
the job and age. Human capital refers to employees who work for the success of the
organisation. It is considered as the main component of intellectual capital. It is also the
crucial source of employees’ knowledge, skills, competencies, capability, and innovation.
(Khan, 2014; Isaac et.al, 2010; Shaari et.al, 2011; Choo & Bontis, 2002; Bontis et.al, 2000;
Bontis, 1998; and Edvinson & Malone, 1997). Human capital basically means the knowledge
acquired by a person who increases the value of his contribution to the firm and his own
productivity (professional qualifications) (Fernandez et.al, 2000).

Customer capital is the another main component of intellectual capital and it is mainly
based on the relationships between the enterprise and its customers (Khan, 2014; Shaari et al.,
2011; Tai-Ning et al., 2011; and Edvinson & Malone, 1997). It is very important to
organisation to have good relations with its customer, in which it could enjoy the competitive
advantage (Roos et.al, 2001). Customer capital of an organisation is based on the knowledge
embedded in its customers, suppliers, the government or related industry associations and its
customer’s relations (Khan, 2014; Mangena et.al, 2010; Bontis et.al, 2000; Bontis, 1999;
Bontis, 1998). There is no ambiguity for any organisation that its main source of revenue
generation is its customers; therefore it is obligatory for an organisation to create good
relations with its customers and to win them by fulfilling the need (Tai-Ning et.al, 2011).

Customer capital refers to the customer satisfaction, customer loyalty to the organisation.
It uses market information in order to attract customers and to maintain them. The main issue
of customer capital is the available knowledge in marketing channels and relation to its
customers. It also indicates the potential ability of organisation due to its external intangible
factors (Skyrme, 2003 in Khajeh et.al, 2014).

Structural capital relates to the company’s competencies in performing its routines, as well
as its structures and processes which enable the employees to contribute their best to be more
productive (Mangena et.al, 2010). According to Stewart (1997), structural capital covers the
knowledge of information technology, the product copy right, the designs and the trademarks.
While Chen et.al (2004) states that structural capital refers the systems, the structures, and the
on-going procedures of a business in an organisation.

2.3. Competitive Advantage

A company can be stated to have competitive advantages when it can create higher
economic values compared to other companies in the industry. Moreover, the most important
thing to do is to keep the sustainability of the competitive advantages (Barney & Clark, 2007).
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Competitive advantages is a result of abnormal profit (Peteraf, 1993) or the above average
returns by using special features of the company (Lin & Huang, 2011). It can be classified
into two advantages; first, the logistic-based advantages (Kamboj et al, 2015) and resource-
based advantages (Barney, 1991). This study applies the second approach, the resource-based
competitive advantages.

An organisation generally uses intellectual capital as a guide to create sustainable
performance and competitive advantages (Cohen & Kaimenakis, 2007; Halid et al, 2018).
Intellectual capital becomes an organisation’s main source in terms of economic-based
knowledge, to gain its competitive advantages and as its main pillar of economic-based
knowledge. Intellectual capital management directs a company in making precise decision in
its business activities, its investment, and its organisation management to achieve competitive
advantages (Shaari et.al, 2011). It has been considered by an organisation as the main
resource of competitive advantage which affects creativity and innovation level (Taliyang
et.al, 2011).

3. Research model and methodology

Intellectual capital is not created one at a time from human capital, structural capital, or
customers, but from the interactions among the capital (Stewart, 1998). Batgerson (2003, in
Nawawi, 2012) states that knowledge management is a sistematic approach conducted to
manage intellectual asset and other information so it gives competitive advantage to the
company. The Depatment of the Navy (DON) of the United States, in their approach, states
that the knowledge management improves an organisation’s performance through
effetiveness, productivity, quality and innovation improvement. (Ross & Sclzulte, 2005 in
Nawawi, 2012). Cabrita & Vaz (2006) also describe intellectual capital as an intangible asset
that can be used as a sustainable source of competitive advantage; though its components
must make interactions to create values.

This study uses several variables. Human capital as an exogenous variable while structural
capital, customer capital, competitive advantage and organisational performance are the
endogenous ones.

Figure 1. Research design and Hypothesis
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Sources : Sharabati et. al. (2010); Majeed (2011); Lakhal (2009); developed.

H1 : Human Capital positive influence to Customer Capital

H2 : Human Capital positive influence to Structural Capital

H3 : Structural Capital positive influence to Customer Capital

H4 : Customer Capital positive influence to company’s performance

HS5 : Human Capital positive influence to company’s performance

H6 : Structural Capital positive influence to company’s performance

H7 : Human Capital positive influence to competitive advantage

H8 : Customer Capital positive influence to competitive advantage

H9 : Structural Capital positive influence to competitive advantage

H10 : Competitive advantage positive influence to company's perfomance
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Table 1: Variables and research indicator

Variables Indicators Symbols
Human Capital Employees’ capabilities & experience X
Employees’ satisfaction X,
Employees’ creativity & innovation X3
Employees’ education & training X4
Employees’ value & culture X5
Loyality & commitment X
Structural capital ~ Organisation’s culture X5
Organisation’s process efficiency Xs
Information system Xy
Organisation’s structure Xio
Organisation’s research & development X1
Knowledge retains X5
Customer Capital ~ Basic marketing capability Xi3
Customer loyalty, suppliers & partners X4
Customer’s satisfaction, suppliers & partners Xis
Market intensity Xis
Knowledge on customers, suppliers, & partners X7
Strategic companionship, legality & arrangement Xig
competitive Innovative product X9
advantage Better quality of product & service X0
Reliable shipping Xo1
Lower company costs X2
Inventories X3
Competitiors new product launch Xou
Company’s Company’s efficiency Xos
performance ROI X
Growth or ROI Xy7
Growth of sales Xos
Market share growth X9
Profit margin on sales X30
Whole competition position X1
Market share X3

Source : Li et.al (2004), Chen et.al (2004), Cohen & Kaimenakis (2007), Sharabati et.al (2010), Shih
et.al (2010), Mananeke (2012), and Rezaian &Naeiji (2012), development

The study uses Confirmatory Factor Analysis and Full Model of Structural Equation
Modelling (SEM) as data analysis, covering seven steps of criteria evaluation goodness of fit.
(Ferdinand, 2016). They are: (1) Theoretical Model Development, (2) Path Diagram
Development, (3) Path Diagram Conversion to Model of Structural Equation Modelling, (4)
Designation of Input Matrics & Proposed Model Estimation, (5) Identification Problem
Chances, (6) Goodness of Fit Criteria Evaluation, and (7) Interpretation of Test Result &
Model Modification.

Goodness of Fit Criteria Evaluation covers Proper & Statistic Test: Likelihood ratio chi-
square statistic (%’), Root Mean Square Error Approximation (RMSEA), Goodness of Fit
Index (GFI), Adjusted Goodness of Fit Index (AGFI), The Minimum Sampel Discrepancy
Function or Degree of Freedom (CMIN/DF), Tucker Lewis Index (TLI) dan Comparative Fit
Index (CFI), Reliability Test, Validity Test & SEM Assumptions.

Moreover, we have to oversee other fit criteria: RMSEA, GFI, AGFI, CMIN/DF, TLI and
CFI1, which show proper fit values recommended. The test result of endogenous construct
Conﬁmatory shows that indicators X7, Xg, X](), X]], X14, X15, X]6, X]’/, Xz(), Xz], X22, X23, X24,
ng, ng, X3(), X31 and X32 are valid.

The result of Full Model SEM process shown in figure 2.
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Figure 2. Confirmatory Factor Analysis Structural Equation Model (SEM).
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The test of models show that it fits to the data used in the study, eventhough probability is
0.000 and significance of chi-square is 432,543. On the other hand, the values of RMSEA,
GFI, AGFIL, CMIN/DF, TLI and CFI range on the expected values. Based on the goodness of
fit criteria, it can be concluded that SEM specified in this study fits the data.

From the data process, we can see that each indicator or dimension of model from each
underlying variable shows a good result (CR > 1.96). All values of loading factor for each
indicator is smaller than 0.05. With this result, it can be stated that these underlying construct
indicators have shown strong indicators in the underlying variable measurements. Moreover,
based on the analysis on confirmatory factor, this reasearch model can be used for future
studies without any modification.

3.1. Assumption test

Data normality can be shown with the existence of Critical Ratio (CR) with treshold value
of + 2.58 on significance level 0.01 (Ferdinand, 2016). The data process showing multivariate
CR 2.240 means that the research data was normal distributed.

Outliers multivariate evaluation can be conducted by using the mahalanobis distance
measure to each variables equally in a multidimension room. The mahalanobis distance
measure is based on the value of chi-square in the distribution table y2 on free level as many
as variables used in the research. This research uses p<0.001 which is %2 (23; 0.001) = 49.73.
That makes the data with mahalanobis distance bigger than 49.73 is considered as
multivariate outliers. This evaluation uses no data considered as outliers.

In the evaluation of multicollinearity or singularity in variables combination, we need to
observe covariant matrix determinant. A tiny determinant indicates the existence of
multicollinearity or singularity (Tabachnick & Fidell, 1998 in Ferdinand, 2006) so the data is
not valid for the research. From data process, the result of covariant matrix determinant values
away from zero, 0,108. It can be concluded that multicollinearity or singularity does not exist
making the data valid for research.

The Convergent Validity test can determine whether each indicator validly estimated
measures dimension of the tested concept or not; by knowing that each indicator has a critical
ratio twice bigger than its error standard. The result of the study shows that all indicators



Ngatindriatun, Didik Sofian Haryadi, Regional Science Inquiry, Vol. XII, (1), 2020, pp. 35-45 41

make estimation value with critical error bigger than twice its error standard. Thus, it can be
concluded that the variable indicators are valid.

The result of reliability test shows that all reliability values are above 0.70. This means
that SEM model measurement fulfills the requirements of measurement reliability. It is
similar to extracted variance value which is above 0.50. This means that SEM model
measurement is qualified as a good extracting factor.

3.2. Hypothesis Test

The hypothesis test was conducted buy examining CR value and P value on the result of
Regression Weights Full Model as shown on the table compared to required statistic limit,
which is above 2.00 (CR) and below 0.05 (P). The research hypothesis is accepted when
Regression Weights Full Model result show the required value (Byrne, 2016).

Table 2. Hypothesis Test Result Summary

Hypothesis CR & P value Test Result

H,: Human Capital influence to Customer Capital CR =1,886 Not
P=0,059 Accepted

H,: Human Capital influence to Structural Capital CR =3,792 Accepted
P =0,000

H;: Structural Capital influence to Customer Capital CR =4,435 Accepted
P =0,000

Hy: Customer Capital influence to company’s CR =2,507 Accepted

performance P=0,012

Hs: Human Capital influence to company’s CR =2,061 Accepted

performance P=0,039

Hg: Structural Capital influence to company’s CR =2,057 Accepted

performance P=10,040

H;: Human Capital influence to competitive CR =2,787 Accepted

advantage P =0,005

Hg: Customer Capital influence to competitive CR =2,644 Accepted

advantage P=10,008

Ho: Structural Capital influence to competitive CR =2,021 Accepted

advantage P=10,043

Hjo: Competitive advantage influence to company's CR =2,507 Accepted

perfomance P=0,012

source : Proccessed Primary Data, 2018

4. Conclusion

From the results of hypothesis test it can be concluded that human capital does not
significantly influence the customer capital. This illustrates that customers are not affected by
industry resources. Customers have believed that craftsmen have had the ability and high
experience and commitment to troso woven products. The quality of weaving from Troso has
been well known.

Human capital have a positive and significant effect on structural capital. This shows that
ability and loyalty and commitment of human resources will determine structural capital.
Besides that human capital also has a positive and significant effect on company performance
and also influences competitive advantage. The management must be able to channel the
capabilities, ideas and innovations of employees into the company's work system. In addition,
the higher employee loyalty to the company, the more attention to efficiency, culture,
structure, and company development. In addition, the better the ability, experience and
commitment of weaving craftsmen will increase the market share of the results of Troso
woven products. In addition, it will also increase competitive advantage. This study also
supports the results of research including Daou et al. (2013), Ning et al. (2011), Shih et al.
(2010), Sharabati et al. (2010), Uadiale & Uwuigbe (2009), Cohen & Kaimenakis. (2007),
Cabrita & Vaz (2006), Chen et al. (2004), and Bontis (1998).
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Furthermore, Structural capital have a positive and significant effect on customer capital.
In addition, it also has a positive and significant effect on company performance and also on
competitive advantage. This shows that the work process in producing efficient and fast
weaving products and various types of products will maintain customer loyalty. In addition, it
will also increase company profits and market share. With production efficiency will reduce
production costs, so as to increase competitive advantage in a sustainable manner. This study
supports the results of research from Daou et al. (2013), Soret et al. (2010), Sharabati et. Al
(2010), Uadiale & Uwuigbe (2009), Yusuf & Sawitri (2007), Cabrita & Vaz (2006), Astuti &
Sabeni (2005), Chen et. Al (2004), and Bontis (1998).

Then, Customer capital have a positive and significant effect on company performance and
also have a positive and significant effect on competitive advantage. This illustrates that
customer satisfaction and loyalty is very important to increase sales growth and market share
of troso woven products. For this reason, it should be noted that troso weaving products not
only provide a standard model, but need to keep abreast of consumer tastes, so that customer
loyalty is maintained. This will increase the company's profits and increase the competitive
advantage of weaving products both at national and international levels. The results of this
study are also supported by the results of the study of Daou et al. (2013), Sharabati et. Al
(2010), Soret et. Al (2010), Uadiale & Uwuigbe (2009), Cabrita & vaz (2006), Chen et.al
(2004), and Bontis (1998).

The results of this study also showed that the competitive advantage of troso weaving had
a positive and significant effect on the performance of the troso woven SMEs. This shows that
the higher the attention to product quality, product diversity, product availability and
distribution speed will increase profit margins, market share and sustainable company
performance. This is in accordance with the results of a study from Prasetya et al. (2007), Li
et al. (2004), Chen et al. (2006), and Purnama & Setiawan (2001).

Local government is expected to keep giving trainings to the weavers equally, and to
everybody without exceptions. Central government is also expected to help lifting up the
trend of traditional weaving of Troso as well as other weaving products around Indonesia.
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Abstract

this study is to analyze the effects of financial inclusion and other variables on human
capital investment in urban dan rural region of Aceh Province by using pooled regression
model with sample size total of 800 households. The results show that financial inclusion
and income have a positive and significant effect on human capital investment, whereas
family size has negative and significant. Furthermore, male and urban have bigger effects on
human capital investment than female and rural region, respectively. Meanwhile, age has a
bell-shaped to human capital investment indicates that the higher age smaller human capital
investment. The last, the average of years of schooling in urban and rural regions is nine-year
means the education level of these regions is junior high school. It is recommended that
government should encourage banking to increase their services to a rural area in order to
increase human capital investment.

Keywords: Financial Inclusion, Human Capital Investment, Aceh Province, Indonesia

JEL classification: G5, 1210, D1, J170

1. Introduction

Human capital is very important to increase an added value of natural resources and to
increase productivity, hence the higher economic growth. Natural resources absolutely
depend on human capital, as stated by Kim and Lin (2017) in their study and find that natural
resources depend on human capital. In addition, Odoardi and Muratore (2019) find that
human capital has a positive and significant effect on local economic performance and
productivity. Even though some countries have abundant natural resources, but some of them
are still poor because human resources have lower quality. Meanwhile, some countries that
have a high quality of human capital produce higher income level and also an educational
level. Higher quality of human capital will produce higher competitiveness of the countries.
For example, Singapore has limited natural resources, but it has a higher quality of human
resources, this country has a higher human development index (HDI) and also
competitiveness.

Table 1 reveals that Singapore has HDI as 0.932 is at 9" ranking in the world, and it is at
the first ranking of world competitiveness ranking even though Singapore has limited natural
resources compared to Indonesia. Indonesia only has HDI as 0.694, and it is 116™ in the
world ranking, and Indonesia is at the lowest rate compared to the countries in Table 1. It is
known that Indonesia has abundant natural resources, but there is a problem in human
resources to increase the added value of natural resources. In addition, Indonesia is only at
32™ ranking of world competitiveness where this ranking is the second lower of the countries
in Table 1. Table 1 indicates that human capital is very important to achieve higher
productivity and economic growth.



48 Rahmi N., Aliasuddin, Regional Science Inquiry, Vol. XII, (1), 2020, pp. 47-54

Table 1. Human Development Index and World Competitiveness Ranking, Selected ASEAN Countries, 2018

Human Development Index"” World

No. Country - Competitiveness
Index World Ranking Rankingz)

1. Singapore 0.932 9 1

2. Malaysia 0.802 57 22

3. Thailand 0.755 83 25

4. Indonesia 0.694 116 32

5 Philippines 0.699 113 64

Sources: Y UNDP, Human Development Reports 2018, (2019) and 2 WEF, Global Competitiveness Ranking
2018 (2019)

Similar to Aceh Province that has a huge budget total of USD 30.69 billion from 2010-
2018, however, economic growth was 4.49 percent (2018), the poverty rate was 15.97 (March
2019), and the unemployment rate was 5.53 percent (March 2019) [(BPS, 2019)]. There is no
guarantee that a huge budget will produce higher economic growth and lower unemployment
rate because the human capital has a problem and cannot provide higher productivity and
economic growth. Human development index (HDI) represents the human resource problem
in this province and other districts in Aceh Province. Table 2, for example, reveals that with a
huge budget, the HDI in Aceh Province still low at 70.00 and 70.60 for 2016 and respectively.

Table 2. Years of Schooling, Mean Years of Schooling, and HDI 2016 and 2017

Expected Years Mean Years of HDI
Province and District  Schooling (Years) Schooling (Years)

2016 2017 2016 2017 2016 2017
Aceh Besar District 14,48 14,49 9,92 9,93 71,75 72,00
Banda Aceh 17,03 17,10 12,57 12,59 83,73 83,95
Municipality
Aceh Province 13,89 14,13 8,86 8,98 70,00 70,60

Source: BPS (2019)

Pelinescu (2015) concludes that human capital is very crucial to achieve higher economic
growth and sustainability. Furthermore, Odoardi and Muratore (2019) find that human capital
has a positive and significant effect on local economic performance and productivity. The
problem not only about the low economic growth and HDI but also there is a gap among
district such Banda Aceh as the capital of Aceh Province and Aceh Besar District as the
hinterland of Banda Aceh. Banda Aceh has 83.95 HDI in 2017 and Aceh Besar only 72.00.
Aceh Besar as a rural region has lower HDI even though this region is hinterland of Banda
Aceh.

Chen and Fang (2018) find that there are gaps between urban-rural, east-west, center-west
in term of human capital investment because there is imbalance development of electricity in
the regions. Statistics of Table 2 confirms the finding of Chen and Fang (2018), however,
empirical evidence is very important to analyze whether there is the gap between Banda Aceh
as an urban region and Aceh Besar as a rural region in related to financial inclusion and its
effect on human capital investment in these regions. Dutta and Sobel (2018) find that
financial capital has a positive and significant role in human capital development. Contrast to
Dutta and Sobel (2018), Palamida et al. (2018) find that financial capital has a negative effect
on human capital investment in Greek. In the case of Banda Aceh and Aceh Besar it is very
important to examine the effect of financial inclusion on human capital investment in urban
and rural regions because the previous studies have different results, there is positive effect
and also negative effect.

2. Theoretical Review

Zallé (2019) finds that human capital has an important role in natural resource
optimization, so the government in Africa should strengthen the quality of human resources.
This study shows that human capital is very important to ensure well managed the natural
resource allocation and to increase the added value from natural resources to the economy.
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Inline to this study, Kim and Lin (2017) use panel cointegration model in analyzing 55
developed and developing countries related to natural resources from 1970 to 2011, and they
find that natural resource dependence has a statistically significant effect on education. In
addition, they also document that the education-improving effect of resource dependence is
more dominant in countries with higher income, better legal quality, higher democracy, lower
corruption, and less ethnic diversity.

Human capital investment is a very important factor for economic growth both in
developed and developing countries. The role of skills, knowledge, and value of people are
an important part of human capital (Pelinescu, 2015). Pelinescu (2015) states that human
capital is a very crucial factor in achieving higher economic growth and sustainable
development of the countries. Odoardi and Muratore (2019) find that human capital has a
positive and significant effect on local economic performance and productivity. However,
local financial systems do not support convergence between the North and South part of Italy.
Bandyopadhyay (2019) document that sometimes the allocation of human capital investment
i1s misallocation and redistribution on GDP, welfare, IFP, in the economies with financial
market imperfections. This misallocation and redistribution have negative effects on TFP and
GDP.

Anikina et al. (2015) find that the human capital investment has a production effect, the
benefits for the individual and benefits to the government. This investment has a long-run
effect on the welfare of society and to achieve sustainable economic development. Blanchard
and Olney (2017) use panel of 102 countries and 45 years find that growth in less skill-
intensive exports depresses average educational attainment while growth in skill-intensive
exports increases schooling. Furthermore, types of sectoral growth are most beneficial for
long-run human capital formation. Even, McDonald (2019) concludes that human capital
investment during military services is very important even in the military sector because the
effects of investments on the accumulation of human capital and output of defense sector have
a spillover effect on general production. However, the effect of this investment is lower than
investment on formal education.

The work of Wang et al. (2016) shows that workers with greater human capital to be
engaged in high-status off-farm occupations. Furthermore, the results show that formal
education attainment and post-school training have different impacts on rural people's off-
farm occupation choices. Educated workers have higher possibility to earn more income than
the lower ones. Onkelinx et al. (2016) report that firm-level of human capital investments are
critical for labor productivity and internationalization in fast internationalizes, but not for
those firms that internationalize more slowly. In term of training and education, Yokoyama et
al. (2019) document that workers with self-motivation to join the training have a higher wage
level than the others. Furthermore, the results show that the trend in investment in oneself
training and education are increasing from time to time. Receiving training and education
raises the likelihood for the workers.

The higher productivity is better by combining the competency in information technology
(IT) in order to support the labor ability in the production process. This statement is proven
by the study of Siddoo et al. (2019) leader in higher education must keep up with the situation
and accelerate plans to produce graduates with the quality and preparation required to meet
industrial needs. Furthermore, the competency of the digital workforce, an issue that was
identified as vital to the 2017-2021 national agenda. Industries had most expected
competencies in the professional skills and IT knowledge category, followed by the IT
technical category and IT management and support category.

Theoretically, there are some factors affecting human capital investment, such as income,
demography, financial development, and education. This theory is supported by empirical
evidence; some of them are Attanasio (2017) find that human capital investment is
determined by the income of parents. Higher-income parents have a higher investment in
human capital. They also find that investment in younger ages has the greatest impacts on
welfare.

Chi and Qian (2016) use data for Urban Household Education Survey 2007 and 2011, find
that education expenditure incurred outside the school significantly contributes to increasing
household expenditure. Furthermore, compulsory education programs are effective in curbing
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in-school education expenditure. The last, family income has a positive and significant effect
on education expenditure as human capital investment.

Lee and Lee (2016) analyze long-run human capital in 111 countries and over the period
of 1820 to 1945 find that human capital investment is determined by income growth and
infant mortality rates. Furthermore, they also find that transformation from rural and
agricultural to urban and industrial has an effect on human capital.

Winfried and Prat (2018) analyze human capital and distribution, and they find that human
capital investment should increase in parental income because of ability transmission across
generations, but decrease in inherited assets because of the negative effect of wealth on labor
supply.

Eckel et al. (2013) study about behavioral characteristics of low-income individual
workers and find that the decision to save for family member's education is somewhat
different from that of investing in one's own education. The patient is very important in
education because patient participants are more likely to save for family members education.

Culture has a role on human capital as supported by the work of Hoorn (2019) use an
epidemiological approach involving second-generation migrants to test for a possible cultural
gradient in individuals’ propensity towards human capital accumulation. The results show a
strong relationship between country-of-origin culture and human capital accumulation and are
robust to using years of education instead of individuals’ engagement in human capital
accumulation as the dependent variable. Neve and Fink (2018) conclude that each educational
year of primary schooling in children resulted in a reduction in the probability of maternal
death and also the probability of paternal death. This means that parental education is
important to ensure the education of children.

Financial is another important factor in human capital investment as found in the study of
Thakurata and D'Souza (2018) report that households with zero, ten, and fifteen years
education have different access to financial markets. They also find that financial excluded,
uneducated households prefer assets with a negative return over human capital investments.
The human capital investments begin after the threshold of income at the same level as an
educational fund. They decide to withdraw from education if the income level of the
household is very low. However, Dutta and Sobel (2018) find that financial capital has a
positive and significant role in human capital development. They also document that the
countries that have higher financial development, the impact of tertiary enrollment is higher
compared to a lower level of financial development.

Palamida et al. (2018) confirm the work of Dutta and Sobel (2018), and they find that
financial capital has a negative effect on human capital investment in Greek. They also find
that human capital is, directly and indirectly, related to investment intentions. There are three
channels for human capital relations, and they are norms, social capital, and personal
attitudes.

Another problem in human capital investment is the gap between urban and rural, where
human capital investment is higher in the urban region than rural region. Chen and Fang
(2018) find that there are gaps between urban-rural, east-west, center-west in term of human
capital investment because there is imbalance development of electricity in the regions.
Human capital investment is very important for sustainable development.

3. Research Method

This study is conducted in Banda Aceh and Aceh Besar districts. Banda Aceh is capital of
Aceh Province, so Banda Aceh represents the urban region in this province, whereas Aceh
Besar represents the rural region.

3.1. Data

Data are collected from Banda Aceh and Aceh Besar districts of households data level.
The sample size is calculated as (Tejada & Punzola, 2012):
N

T T ENe? (1)
y



Rahmi N., Aliasuddin, Regional Science Inquiry, Vol. XII, (1), 2020, pp. 47-54 51

Where n is sample size, N is population, e is error term, in this study is set 5 percent.
Based on equation (1), the numbers of samples are:

Table 3. Households and Sample Sizes in Urban and Rural Regions

Items Banda Aceh Aceh Besar
Number of households 64,008 94,683
Sample size (e is 5 %) 395 398
Actual samples 400 400

Source: Field Research, 2019

3.2. Method

Human capital investment is a key factor in economic development as found in some
studies such as Anikina et al. (2015), Pelinescu (2015), Odoardi and Muratore (2019), and
Blanchard and Olney (2017). However, misallocation of human capital investment causes
misallocation and redistribution on GDP, welfare, IFP, in the economies with financial market
imperfections. This misallocation and redistribution have negative effects on TFP and GDP.
Meanwhile, Chen and Fang (2018) document that there is a gap between one region with
others. Based on these findings, the relationship between human capital investment and
financial inclusion is stated in a function as follows:

HCIE_;I' =g+ JH:FIE_;I' +JH3YE_;I' +ﬁ4ﬂgl‘3§}' +ﬁ5£‘1§€% + JHBSE_J' +ﬁ?Di_;l' + &5 (2)

The variables are HC/ as human capital investment is measured in years of schooling, F7
as financial inclusion is dummy variable, 1 for a household has access to financial services
and 0 otherwise, Y is family income in US dollars, and 4ge is the age of head of household.
Furthermore, to capture the curvature of age to human capital investment, the age is formed in
quadratic form, so the Age’ represent the form of the quadratic function, S is sex, dummy
variable, 1 for male and 0 otherwise, and D is dummy variable, 1 for urban and 0 otherwise.
If the coefficient of Age” is negative and significant, indicating the relationship between age
and human capital investment is a bell-shaped curve, whereas positive and significant is a U-
shaped curve.

Theoretical sign of the coefficients, B2 is positive, indicating that the average years of
schooling, Bz if this coefficient is significant means that financial inclusion has an effect on
human capital investment. In addition, S is positive means increase in income, human
capital investment increases, Ba is positive means the higher the age and human capital
investment are higher, but this coefficient should have maximum value to capture maximum
age to human capital investment activities. The coefficient of f6 represents a difference
between male and female in human capital investment, and B» represents the difference
between urban and rural regions in human capital investment.

4. Findings and Discussion

This part consists of two subsections; they are statistics of respondents, findings, and
discussion. For the statistics of respondents, there are two statistics i.e., Banda Aceh and
Aceh Besar districts, and the next parts are as follows.

4.1. Statistics of Respondents

Statistics of respondents show that most of the respondents from Banda Aceh are male
(274) and female (126), whereas the most of respondents from Aceh Besar are female (220)
and male (180). Table 4 also shows that most respondents have a lower level of education,
226 and 287 for Banda Aceh and Aceh Besar, respectively. Furthermore, the anomaly is
found in Banda Aceh as urban region, but the respondents in this region that have financial
inclusion only 40 respondents, meanwhile Aceh Besar as the rural region has higher financial
inclusion (219 respondents).
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Table 4. Sex, Education, and Financial Inclusion of Respondents of Urban and Rural Regions

No Items Urban (Banda Aceh) Rural (Aceh Besar)
1 Sex Male 274 [68.50] 180 [45.00]
Female 126 [31.50] 220 [55.00]
. Higher 174 [43.50] 113 [28.25]
2 Education Lo%ver 226 [56.50] 287 [71.75]
Financial Have 40 [10.00] 219 [54.75]
Inclusion Not 226 [56.50] 181 [45.25]

Source: Field Research, 2019 (counted).
Note: [...] indicates percentages

The anomaly of financial inclusion becomes strange because most of the respondents of
Banda Aceh on average is 34.42 years. It is very young compared to Aceh Besar 41.74 years,
and Banda Aceh has higher years of schooling (13.29 years) than Aceh Besar (11.62 years).
Even, the average income of Banda Aceh is USD 336.95, whereas Aceh Besar is USD 205.09
[see Table 5 for more details].

Table 5. Statistics of Respondents of Urban and Rural Regions

Mean of Statistics

No. Items Urban Rural Average
(Banda Aceh) (Aceh Besar)
1. Age 34.42 41.74 38.08
2. Family Size 2.21 2.82 2.52
3. Years of Schooling 13.29 11.62 12.46
4. Income (USD) 336.95 205.09 271.02

Source: Field Research, 2019 (counted)

4.2. Findings and Discussion

Table 6 shows the estimated results of the effects of financial inclusion, income, sex,
regional dummy, age, and age®. All of the estimated coefficients are theoretically significant
because all the signs are as stated in theory. However, two of the variables have a lower
significant level i.e., income and age. In addition, the model is free from autocorrelation
because the Durbin-Watson statistic is 1.70. These results are an appropriate model to be
used in analyzing financial inclusion effect on human capital investment.

Table 6. Estimated Results of Financial Inclusion Effect on Human Capital Investment

Variable Coefficient t-statistics Prob.
Financial Inclusion 1.499631 5.4670 0.0000
Income 0.000034 1.8309 0.0675
Sex 0.576743 2.4888 0.0130
Dummy 2.002578 7.2288 0.0000
Age’ -0.001626 -2.6833 0.0074
Age 0.095128 1.8192 0.0693
Constant 9.46492 8.5671 0.0000
R-Squared = 0.1407 Jarque-Berra = 177.6593 [Prob. = 0.0000]
Adjusted R-squared = 0.1342 Durbin-Watson = 1.7027

F-Statistic = 21.6474 [Prob. = 0.0000]

Source: Field Research, 2019

The estimated results show that financial inclusion has a positive and significant effect on
human capital investment in urban and rural regions of Aceh Province. The magnitude of the
coefficient is 1.499631 indicates that if the family has access to financial services, the human
capital investment increase by 1.499631; by assumption, other variables are constant. This
result is consistent to the work of Thakurata and D'Souza (2018) where financial inclusion has
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a positive effect on human capital investment, but it is different to the results of Dutta and
Sobel (2018) find a negative effect of financial inclusion on human capital investment.

Furthermore, the income variable has positive and significant at ten levels, where the
increase in income as USD 1, then human resource investment increase by 0.000034. The
magnitude of this coefficient is very small, indicating that the income of the households is
very low both in urban and rural regions. This result is in line with the works of Winfried and
Prat (2018) and Eckel et al. (2013).

Sex is also positive and significant means that male has a higher educational level than
female, and this result confirms the work of Attanasio et al. (2017). Meanwhile, the dummy
for rural and urban regions is also significant means that there is a gap between the urban and
rural area in human capital investment. Human capital investment in urban is higher than
rural region. In addition, the age variable has a maximum for human capital investment
because the Age” is negative means that the curve of this relationship is maximum. The last
coefficient is constant, with magnitude 9.46492 means that the minimum level of human
capital in term of education is nine years. This result is similar to a 9-year compulsory
educational national program for entire Indonesia. This result is similar to the study of Chen
and Fang (2018).

The effect of financial inclusion on human capital investment in details by sex is presented
in Table 7. Table 7 shows that the effect of financial inclusion on human capital investment is
more effective in the rural region than urban region both for male and female. These results
confirm the results in Table 4, where financial inclusion is higher in the rural region than the
urban one.

Table 7. Cross—Tabulation Statistics of Financial Inclusion Effect on Human Capital Investment by Sex in

Urban and Rural Regions
Pearson Chi-Square Values Two—Sided Significant
Sex of Respondents Urban Rural df Urban Rural
Region Region Region Region
Female 2.963 17.457 1 0.085 0.000
Male 0.108 13.830 1 0.743 0.000
Total 0.651 31.466 1 0.420 0.000

Source: Field Research, 2019
Table 8 confirms the results in Table 7, where the educational level of respondents of a

male in urban is bigger than female, whereas, in the rural region, the female has higher
educational level than male. However, respondents with the lower educational level of female
in the rural area are bigger than male, indicating that most of the female in the rural area are
having a lower educational level.

Table 8. Educational Level and Sex Distribution of Respondents in Urban and Rural Regions

Urban Rural
Educational Level Male Female Male Female
% % % %
Higher 37.75 18.75 11.75 16.50
Lower 30.75 12.75 | 33.25 38.50
Total 68.50 31.50 | 45.00 55.00

Source: Field Research, 2019 (counted)

5. Conclusion

It should be noted that human capital investment is very important to achieve higher
productivity, economic growth, and welfare. In addition, financial inclusion has a positive
and significant effect on human capital investment. Income positively and significantly
affects human capital investment. Male has a higher educational level than female, and its
effect is positive on human capital investment. There is a gap between urban and rural in
human capital investment, and urban has a higher human capital investment. Age has a bell-
shaped curve, and it has a maximum point to human capital investment.
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Abstract

This paper investigates the relative efficiency and productivity change of municipalities of
Greece (regions of Thessaly and Central Greece), during the period 2013-2016. It implements
Data Envelopment Analysis (D.E.A.) and Malmquist analysis. Additionally it estimates the
effects of the environmental factors on the efficiency using Regression Analysis. The
empirical analysis reveals that efficiency and productivity values have gradually improved
after the latest reform of Local Government and under restrictive fiscal policy. The average
efficiency under constant or variable returns to scale is 0.772 and 0.878 respectively and the
mean scale efficiency is 0.883. The total factor productivity has risen by an annual average of
3.3% relatively to the base year 2013. Environmental variables such as type of municipality
and population density had a statistically significant positive effect on efficiency. The results
of the empirical analysis are consistent to the findings from studies that concern European and
other countries. The findings provide benchmarks for policy evaluation and suggestions for
region-based approaches.

Keywords: Greek municipalities, efficiency, productivity, DEA, Malmquist analysis

JEL classification: C14, J48, P41, P43

1. Introduction

Measuring relative efficiency and productivity of production systems and identifying its
determinants has been the subject of a growing literature in the last decades. Municipalities
are units of great importance, with multiple inputs and outputs, since many public functions
have been transferred from national to local authorities. Over time, municipalities are facing
an increasing pressure to provide more and better quality services to citizens with limited
resources, which are even more limited in times of economic crises and restrictive policies.

Greece is a member state of the European Union (1981) and of the Eurozone (2001). The
basic administrative division of Greece was formed in 2011. The country is divided into 325
Municipalities (1st Grade Local Authorities), 13 Regions (2st Grade Local Authorities) and 7
Decentralized Government Administrations. The regions of Central Greece (25
municipalities) and Thessaly (25 municipalities) are located in the central zone of Greece and
have similar characteristics (area 15.549 and 14.037 Km2, population 546.870 and 730.730,
population density 35,17 and 52,06 citizens/ Km2 and GDP 10.537 and 11.608 millions €).

The purpose of this paper is manifold:

I. The measurement of relative efficiency and productivity change of municipalities in the two
representative regions (Thessaly and Central Greece) over the period 2013-2016. This period is
rather special in the Greek case, for two reasons: firstly Greece has to meet the commitments
imposed by the very tight fiscal consolidation program, that has been agreed between European
Commission, European Central Bank, International Monetary Fund and Greek government, and
secondly a major structural reform had preceded in Greek Local Government. Is the performance of
Greek municipalities around the average level of the performance of other countries and especially
those of the European Union?

II. Have the municipalities” performance improved over the period 2013-2016?
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III. Does the evaluation of municipalities on the basis of efficiency and productivity criteria and the
identification of municipalities constituting benchmarks, contribute to policy formulation?

IV. Are the efficiency and productivity change, of the relatively large municipalities, comparatively
higher than those of the relatively small municipalities? Is the policy of municipal mergers verified?

V. Are there environmental variables that affect performance?

To the best of our knowledge, this is the first study which answers to these questions.

The remainder of the paper is organized as follows: Section 2, provides a review of
empirical literature; Section 3 presents a short theoretical framework; Section 4 specifies the
empirical analysis; Section 5 issues the Second Stage Analysis and Section 6 concludes
summarizing the main findings and policy recommendations.

2. Literature Review

Over the last 30 years, there have been many empirical studies, that have focused on the
measurement of efficiency and productivity and it is possible to identify two categories of
empirical research (De Borger and Kerstens, 1996a). Some studies concentrate on the
evaluation of a particular service, such as refuse collection and street cleaning (Worthington
and Dollery, 2000b; Benito et al., 2010), water services and street lighting. On the other hand,
other studies evaluate local performance considering that municipalities supply a wide variety
of services and facilities. The empirical studies (Perpina, 2018) use inputs and outputs from
the following:

Inputs: X1: total expenditures, X2: current expenditures, X3: personnel expenditures, X4:
capital expenditures, X5: other financial expenditures, X6: local revenues, X7: current
transfers, X8: public health services, and X9: area.

Outputs: Y1: global output indicator, Y2: population, Y3: area, Y4: administrative
services, Y5: infrastructures (Y5.1: street lighting, Y5.2: municipal roads), Y6: services
(Y6.1: waste collection, Y6.2: sewerage system, Y6.3: water supply, Y6.4: electricity), Y7:
sports, parks, culture facilities e.t.c. (Y7.1: sport, Y7.2: cultural, Y7.3: libraries, Y7.4: parks,
Y7.5 : recreational), Y8 : health, Y9 : education (Y9.1 : kindergartens/nurseries, Y9.2 :
primary/secondary education ), Y10 : social services (Y10.1 : beneficiaries of grants, Y10.2 :
care for elderly, Y10.3 : care for children, Y10.4 : social organizations), Y11 : public safety,
Y12 : market, Y13 : public transport, Y14 : environmental protection, Y15 : business
development, Y16 : quality index, Y17 : others

Municipalities face different environmental conditions in terms of social, demographic,
economic, political, financial, geographical and institutional, among others (Perpina, 2018).
The selection of the variables depends on the availability of data. In particular, 6 basic
categories of variables are examined:

Z1= Population (Z1.1=Density, Z1.2 =Growth, Z1.3= Size, Z1.4 = Age distribution , Z1.5 =
Education level, Z1.6 = Immigration share, Z1.7 = Share of homeowners, Z1.8 = Others)

72 = Economic (Z2.1 = Unemployment, Z2.2 = Income, Z2.3 = Economic status, Z2.4 = Tourism,
72.5 = Commercial activity, Z2.6 = Industrial activity, Z2.7 = Other

Z3 = Political (Z3.1 = Ideological position, Z3.2 = Political concentration, Z3.3 = Voter turnout,
Z3.4 = Re-clection and number of years for elections, Z3.5 = Other

74 = Financial (Z4.1 = Self-generated revenues, Z4.2 = Transfers, Z4.3 = Financial liabilities, Z4.4
= Fiscal surplus, Z4.5 = Infrastructure investments, Z4.6 = Other

Z5 = Geographical (Z5.1 = Distance from centre, Z5.2 = Area, Z5.3 = Type of municipalities (sea,
mountain), Z5.4 = Other

76 = Institutional (Z6.1 = Computer usage, Z6.2 = Mayor and municipal employees, Z6.3 =
Amalgamation, Z6.4 = Municipal externalization,  Z6.5 = Other

Table 1 presents the classification of empirical studies (European and non-European
Countries).
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Table 1
Years No of Envir
Authors Country Reference Municip Methodology Inp Outp Variables
alities
European Countries
De Borger Y2 Yso,
etal. Belgium 1985 589 F g'ng’R X3 Xy Y5 Yoo Zl% Zl% Z22,
(1994) AL R Yo 31,432
De Borger T.S.A, F.D.H., Y2 Yis,
and . D.E.A.-V.R.S.- Y9'2’ Zl.l, ZI.S, Zz'zﬂ
Kerstens Belglum 1985 >89 IO,SFA, Xl YlO.l Z3_1’ Z4_1’ Z4'2
(1996a) O.L.S. TR. Y02,
De Borger Y, Yso
and . T.S.A.- Y7'5’ Y92 ZI.S, Zz'z’ Z3'1’
Kerstens ~ Delgium 1985 >89 F.D.H./T.R. X Yo Ziy Zss
(1996b) Y02
Worthingto
n and TSA,DEA- X3’X4’ YZ,YS.Z,Y Z4'2’ Z4'3’ Z4'6’
Dollery ~ S0uth Wales 1993 I3 VRSAO,TR X5 o1 Yes Ze
(2000Db)
Prieto and ¥5 .1,?{'5 2
Zofio Spain 1994 209 DEA X, 62, 63,
(2001) Y71, Yra,
Y74
A.
Michailov, Y2, Yso,
M. 1999-03/ D.E.A. -C.R.S.- Y74 Yoo,
Tomova, P. Sofia 2002 24 V.R.S.-LO. Xy Y,
Nenkova (2 Y73 Y3
003)
Afonso and
Fernandes Portugal 2001 51 F.D.H. X, Y,
(2003)
. Y73, Ys
LO”;%W” T.S.A,D.EA.- Yoo Zi1 213205,
. Finland 1994-2002 353 C.R.S- OO, X2 Y10.2 ZZ,] Zz'z Z4'2
Susiluoto OLS % 7 : 7 : 7 :
(2005) e 10.3 5.1, £46.2,46.4
Y10.4
VARWARN .Y
Geys Belglum 2000 304 TSA,SFA,OL Xz Y5_2’ Y7}5’ Z3'1 Z3'2 Z4'2
(2006) S. Y9'2 YlO.l ’ ’ ’
’ 243,244 Ls3
Afonso and
Fernandes Portugal 2001 51 D.E.A\.EECS);O.O., X, Y,
(2006)
T.S.A.,D.E.A.(V.
Balaguer- ’ Y, Ysi,
Coll et al. Spain 1995 414 RS-10), — XX Oy ZiaZsrZa,
F.D.H.,Kernel X4 X7 ’ ’ Z4'2 Z4'3
(2007) . T Yo4, Yae T
regression
Gimenez
and Prior Spain 1996 258 T'S'A"%D'H"T' X;’(XS’ YYZ’ 53’ é“’ ?3’ ?'2’
(2007) 7 5.2, 6.1, 2.4,£25,£26
Afonso and T.S.A.,.D.E.A.(1.O 7 7 .7
Fernandes Portugal 2001 278 ,0.0,VR.S), X, Y, 1.21, 1% L5,
(2008) T.R. 22,551
Balaguer- . TSADEA(IO Xz’ X3’ Yzy Y5'1’ ZZ.I, Zz'z’ 22'4’
Colland Spaln 1992-1995 258 , VRS)TR X4 X7 Y5-2 Y6'1 22_5 Z4_1 Z42h_
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Years No of Envir
Authors Country Reference Municip Methodology Inp Outp Variables
alities
Prior Y7'4’ Y](, Z4'3’
(2009)
VARWARN AR
cers, B, SS.A.DEA Yoo Xor  ZinZoyZoo,
W ’ Belglum 2000 304 (IO,VRS),FD X2 Y7_5’ 22'4’ ZZ'G’ 22'7’
(200'%) H.,S.F.A. Yo2 Y101 231, 242 243,
Z44,Ls3
Geys, B., D.E.A.-1.O.- Yso.
Moesen, . C.R.S.- Y6.1.Y7s,
W, Belgium 2000 304 VRS FDHSF X2 Yoo
.-Mean 10.1
2009b M Y
Zafra-
Gomez and Y, Ysi,
Muniz- Spain 2000,2005 923 D'E'A'(I')O HCRS i%’ i%’ Y2, Yo,
Perez ’ 4, A7 Y7'4’ Y16
(2010)
Ye.1, Yes3
) T.S.A.D.EA.(V. s 23,255,754,
gegg’lgt) Spain 2002 31 R.S.0.0.), Xg(xl z“’ ?'2’ Zor Zar Zas
: Kendall 7 test 7 7‘%’{” 74 Z46,Lsa4
Y2 Yo
Geys et al. 1998,2002, ’ ’ VARWASWZYS
(2010) Germany 2004 987 S.S.A.,S.F.A. X, Yo, Yoo Zos Zas
Yio2 Yis ’
Zl.l, Zl.S, ZZ.I,
Kalb Germany 19902004 1111 SSASFA.  X» 2Y2 777,
(2010) Y02, Yis
' 242,24,
Revelli
(2010) England 2002-2007 148 CPA X, Y Yoo
Balaguer- % X YY 2 Aﬁ{{s !
Coll et al. Spain 1995,2000 1221 F.D.H. 23, 32 6l
(20103) X4, X7 Y7.4, Y7 5
Y04 Y2
Yo, Ys.
Balaguer- Ys2, Yeu
Coll et al. Spain 199256(2)200’ 1.164 M.I,F.D.H. X Y74 Y75
(2010Db) Yioa,
Y12, Y16
Y73, Y
Loikkanen TSA,DEA - Y9_2’ Zl.l, Zl.3, ZI.S,
et al Finland 1994-1996 353 C.R.S- OO, X2 Y]()'l ZZ,], Z3'1’ Z3'2’
(2011) O.LS. Yio3 233,251, Zs>
Y04
T.S.A.,D.E.A.

: ’ YZ Y7.5 Y Z1.1 Zl.2 Zl.4
Bonisch et (LO,V.R.S)B.A.-  X;X,4 S e
al. (201 1) Germany 2004 203 Simar and X5 92 Y10_3 Y ZZ.I, 34'2’ Z4'3’

Wilson,2007 15 64
Y2 Ys
Stastn’a S.S.A.,.D.E.A- 2{{5.2, 56.1 s 7
and Czech C.R.S.-VRS.- T T 13005, 230,
Gregor Republic 2003-2008 202 ,1.O, B.A., SFA- X Y7’§: Yo ZZ3 '%23 %Z‘%’
(2011) timevariant Yg'z’ 4.2, €43, C4.5,55.1
102




Pougkakioti I.D., Tsamadias C., Regional Science Inquiry, Vol. XII, (1), 2020, pp. 55-74 59
Years No of Envir
Authors Country Reference Municip Methodology Inp Outp Variables
alities
Y11, Y13,
Y4
Barone and Y Ysi,
Mocetti Italy 2001-2004 1.115 S.F.A. X, Y5 Yo,
(2011) You1. Y
YZ, Y7.5,
Kalb et al. Yo, VARW /AW LYY
(2012) Germany 2004 1.015 S.S.A., S.F.A. X, YorYion Zs1 Zss
YIS
Boetti et al T.5.A.DE.A. YYZ’ SS{{SZ’ él'lﬂ 51'3’ 52'2’
' Ttaly 2005 262 (V.R.S.1.0)), X, 6L oL 3Ll oa
(2012) T.R..SF.A Y9.2, Z4,6, ZS.I,ZS.3,
e Y10.2, Z(v.Z, Z(v.4
Y5.1 Y5.2
Balaguer- , Y52,
Colletal.  Spain 2000 1.198 Order-m X2 X3 Yo, You Z11.21220
(2013) X4, X7 v Y”Y" 733,24
10.4, 12
Cuadrado- T.S.A., M.1. with Y. Y. Y
Ballesteros . D.E.A. Bias- 273,74, Zz'zﬂ 22'4’ Z3'2’
et al. Spain 1999-2007 129 corrected (V.R.S.- XX, Yl%’?’Yl L Zeoa
(2013) L.O.) 14
46
&157 .
) - D.E.A. Bias-

Bischoff et municip X3’ X4’ Yzy Yg'z’ Zl.l, Zl.2, Zl.4,
al. (2013) Germany 2004 al corrected (1.O. - X Yios Yie Zar Zun Zes
associati V-RS)

ons
YZ, Y7.5,
Geysetal. o many 2001 1.021 S.S.A.S.F.A. Xo  You Yor  ZiyZoyZss
(2013) Yoo Y
10.2, 15
Y, Y3
LoStorto D.E.A (1.O., ’
(2013) ltaly 2011 13 yrs,crs) X Y5-§’(Y9 !
14
Ashworth TCSRAS’]?SS ) 55'2’ z(’ ! Zl.l, Zl.3, Zz'z’
et Belgium 2000 308 L e X, T3 09 7y Zan 2y,
al.(2014) B.A.- Simar and Y01 7 ’Z 7
' Wilson,2007 Y102 42,643, S48
T.S.A.D.E.A. Zi1, 214 Zus,
DaCruzand super-efficiency X. X Y. Yo, él'& 52'2’ 52'3’
Marques Portugal 2009 308 (.LO.,VRS,C.R.S), 3X * Yo Y3 z”’ zs'l’ Z“ﬂ
(2014) T.R., O.L.S. > Yis 23'4’ z“’ z“’
,B.A.(95% CI) 4% 42 52,
5.3,446.3
Y2, Yso,
Carosi et TSA,DEA(IO Y9_1’ Yg'z’ Zl.l, Zl.3, 22'4’
al.(2014)  Tuscan 2011 285 , VR.S),T.R. X2 Yios, Zss Zay Zss
Y10.4,
Seifert&Ni Yz’ Y5'2’
eswand France 2008 96 D'E'A'(SI')O VR, X, Y75 Yoo
(2014) ’ Yo
Pevcin . Yz’ Y9'2’
(2014a) Slovenia 2011 200 S.S.A,SF.A. X Yies Yis VARWZIY
Pevcin Slovenia 2011 200 SSA,DEA X1 Y2 Ygzi Zl.l ZZ.I
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Years No of Envir
Authors Country Reference Municip Methodology Inp Outp Variables
alities
(2014b) (1.0.,,CR.S., Y102 Yis
V.R.S.) SF.A..
Y;Ys2Y
v , 6,1,Y7,1,Y7
Stastnaan ) 1995- S.S.A.,SFA-time WYaaY, Ll
dGregor republic 1998, 202 variant X2 ’Y ’Y Z3'3’ Z4'1’ Z4'2’
(2015) p 2003-2008 L o910 Z45 Zs,
2,Y10,4,Y1
1,Y13,
Ys, Yy,
Arcelus et . Y51, Yso,  Zi1,Z41,Zys,
al. (2015) Spain 2005 260 S.S.A,SF.A. X, Yos Zos Zos Zox
Y10.2, Y15
Perez- T.S.A.,Order-m, YYz’ 53 ’ %1'3 ’ %Z'l’ %2'4’
Lopez et Spain 20012010  1.058  B.A.- Simar and X, Y“! Y“’ 32 32’ 1
al. (2015) e Vi ZaaZigZes
Asatryan
and German 2011 2000 Condiioml FDH X, . " ZaZala
DeWitte Y ' ! . Zs 5
(2015) 10.2
YZ, Y7,5,
Lampeet o any 20062008 396 SSA,SFA X\ Xs Yo Yo, Z1tZ16721,
31(2015) ’ ’ ’ Zz'4
Y10.2, Y15
AndreWS Zl.l, Zl.3, Zl.4,
and T.S.A.,RatiOS, Zl'é’ Zl'g’ 22'3’
Entwistle England 2007 386 OLS X Y, s\ Zas Zs1
(2015) Zos, Zss
Z1.1, Zl.4, ZI.S,
Agasisti et T.5.A.B.A. DEA Y, Y 52'2’ ?'L ?'4’
& Ttaly 20102012 331 (1.O,CR.S, X, 20k 41,242, 244,
al. (2015) V.R.S) M.I Ye1, Y 245,246, 2s3,
o o ZS.4, ZG.Z, Z6.4,
Z6.5
.. Y,
Cordero et Conditional : VARWZIWZ/YS
al. (2016) Portugal 2009-2014 278 efficiency X1, X5 Y%,(YG'L T\ Zas Zss
6.3
T.S.A,D.E.A.
(LO, C.R.S,
Lz)zgtl(gto Ttaly 2013 108 V.R.S) B.A.- Xo Yo Ys  Zi1ZisZas
SimarandWilson,
2007
.. . Y,
Cordero et Conditionalefficie :
al. (2017) Portugal 2009-2014 278 ney, M.1. X1, X5 Y%,{YM
6.3
YZ, Y5,2,
Carosi et D.E.A. (1O, Yo1, Yoo,
al. (2018) Tuscan 2011 282 VRS) X, Yo,
Y10,4
Non-European Countries
Kalseth D.E.A.
and Rattse Norway 1988 407 (LO.,V.R.S)), X Y,
(1995) O.L.S.




Pougkakioti I.D., Tsamadias C., Regional Science Inquiry, Vol. XII, (1), 2020, pp. 55-74 61
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alities
Grossman
et al. US.A. 11996777 1199;32 49 S.S.A.SFA. i Y #1370 24z
(1999) s 5.1, 6.2
Ibrahim Yz’ Y5'2’
and Karim  Malaysia 2000 46 T.5.A.D.EA, X, Yei,Y74 215,222, 25
(2004) I.LO.,V.R.S,T.R. Y, Zs1 Zso,
De Sousa DEA - FDH X, X ;( > :{;‘ﬂ
et Stosic Brazil 1991 4796 "Jackstrap"- 2X > 6-@ 63
(2005) 1.0.,CR.S,V.R.S 5 Y”’
10.1
T.S.A..DEA
De Sousa "JaCkStrap"I.O.,C. X X YYYZ, Yva.l, ZZI.I,ZZZ.Z, %2.3,
Brazil 2000 4796 R.S,V.R.S, 243, 162 763 24 2T o5
et al (2005) Quantile Xg Yg'z’ 25'4’ Z(,'lﬂ Z(,'zﬂ
regression Yo Zs4, Zss
Y4 Yso,
Moore et TSA,DEA- Y()']’ Y(,'g,’ Z4'1’ 25'2’ 25'4’
al(2005) ~ USA 19FI6 46 6 VRS TR X v v, Ze s
YS, Yll,
Ibrahim Y, Yso,
and Salleh Malaysia 2000 46 S.F.A. X5 Yo1. Y74,
(2006) Y2
Y4, Yso,
Sung TSA,MI Wlth Y()'z’ Y(,'g,’ Zl.l, Zl.3, 22'5’
(2007) Korea 1999-2001 222 DEA.TR. X1, X3, Yo 74\ Zor Zen
Y10.4
Revelli and
Tovmo Norway - 205 T.5.A., RATIO, X Y, 211,232 235,
T.S.A..DEA-
Seol et al. based DT
(2008) Korea 2003 106 approach (IO- X] ’X3 Y4 Z6.1
V.R.S.), T.R.
Borge et al. TSA,RATIO Z3'1’ Z3'2’ Z3'3’
(2008) Norway 2001-2005 362-384 OLS. X Y, Za\ Zun Zas
Nijkamp DEA- DFM-GA X, X
and Suzuki Japan 2005 34 (LO./0.0.- ‘X YL Yy
(2009) C.R.S) 4
Dollery
and van Fiscal 231 D.E.A(
der South Africa 2006/2007 local+46 1.0.,0.0,V.R.S.,C X3 Yeu
Westhuize regional .R.S)
n (2009)
. Y9.2 YS
Shiyi and . 1978-2005 D.E.A.(V.R.S.,0. Lo
Jun(2009) MM 19935005 27 0) X Y3YY6'4’
13
D.E.A. super-
Liu et al. . efficiency
(2011) Taiwan 2007 22 (CRS-VRS.- B Yoo,
0.0)
Bruns and TSA,RATI0,0 Zl.l,Zl.3,Zl.4,
Himmler Norway 2001-2005 362-384 LS. X Y, 215 21 Zis
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(2011) Zy5, 23,1, 25,
Z3.5
Lin, Ming-
e DEA
Duen & China 2005-2006 31 (VRS.CRS.0. Xy Y7
. 0.) kan AHP,
Ho, Tsai-
MPI
Neng,
(2011)
Kutlar and D.E.A.,CR.S,, X1, Xa, Y, v
Bakirci Turkey 2006-2008 27 V.RS,10,0.0, X;X, Yz’ ;2
(2012) M.L X 102, 78
Haneda et D.E.A.(
Japan 1979-2004 92 LO,VRS.,CRS X3 Xo Y5 Yy
al. (2012) ), M.I : ’
Nakazawa SSA,SFA, Zl.3, Zl.4, Zl 8
(2013) Japan 2005 479 OLS, HCSEs 1% Yy Zsa Zes
Fogarty
T.S.A.,D.E.A.(1.O
Mi‘;ira Australia ~ 2009-2010 98 ,V.RS.CRS.), X;’(X“’ Y@ Ys 21, ?-3’ Za
5 5.2 6.2
(2013) O.L.S.
Nikolov T.S.A.DEA.- Y, Ys,
and . ’ ’ 216,292,725,
. Macedonia - 74 VRS-OO, X5 Yo1 Yo, T
Hrovatin : ’ Z4q
Nakazawa S.F.A.,OL.S,
(2014) Japan 2005 479 HCSEs Xy, X, Y,
EIMehdian . D.EA (O,
dHafner Morocco Fiscal 91 V-RS.), E.D.H. X Y
(2014) 1998-1999 bias -corrected 6 17
B.A.
Fiscal
Mabhabir . 2005/2006 Ye.1.Yeo2,
(2014) South Africa i 129 F.D.H. X, Yo Yes
2008/2009
Y2 Y61 Y
Monkam . TSA,DEA( ’ ’ Zl.2, ZI.S, Zz'z’
2014y ~ South Africa 2007 Bl 0.VRS).TR ® 62,63, Zss Za:
Yo ’
Serensen T.S.A.,O.L.S
(2014) Norway 2001-2010 430 ,FER X(, Y] Zl'3’ Z3'1’Z3'2
Pacheco et Y2 Y, Z3> 74, Z
al. (2014) Chile 2008-2010 309 S.S.A,, S.F.A. X, Y2 Y74, 32 Z“’ 4.
. 5.1
YS, Y9,2,
Yusfany . TSA,DEA - Zl.l,ZZ.Z, Z3'2’
(2015) Indonesia 2010 491 VRS, 0.0.TR. X, Y, 741 Zun Zas
Helland
and T.S.A.,O.L.S,
Sgrensen Norway 2001-2010 430 FER X6 Yl Z3'1’ Z3 2
(2015)
Radulovica YY - :{{5'2’ 7 7 .7
ndDragutin Serbia 2012 143 S.S.A,SF.A. X, 6% oL 1.21, 12’ b
ovic (2015) YM 2.1, £5.1,
10.4
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shared input Y4 Yso
Marqueset 7\ imania 19992008 29 DEA(VRS.L X,  Yes Yes
al. (2015) 0.) Y.
. 8

Notes: D.E.A.= Data Envelopment Analysis, S.F.A.= Stochastic Frontier Analysis, F.D.H.= Free Disposal Hull, 1.0.= Input
Oriented, O.0.= Output Oriented, C.R.S.= Constant Returns to Scale, V.R.S.= Variable Returns to Scale, S.E.= Scale
Efficiency, M.I.= Malmquist Index, T.R.= Tobit Regression, B.A.= Bootstrap Approach, C.P.A.= Comprehensive
Performance Assessment, D.F.M.= Distance Friction Minimization, G.A.= Goals Achievement, A.H.P.= Analytic
Hierarchy Process, HCSEs= Heteroscedasticity - Consistent Standard Errors, O.L.S.= Ordinary Least Squares, D.T.=
Decision Tree, T.S.A.= Two Stage Approach, S.S.A=Single Stage Approach, F.E.R.= Fixed effects regressions

More specifically, as can be inferred from Table 1, the large majority of the studies have
used only one approach (Data Envelopment Analysis -DEA =43% or Stohastic Frontier
Analysis — SFA=18% or Free Disposal Hull - FDH=10%) and the rest 29% combine more
than one method. From the studies which employ DEA, about 70% uses Input Orientation
(1.O.), 20% uses Output Orientation (O.0.) and 10% both 1.O. and O.O. approach. About 10%
uses Constant Returns to Scale (C.R.S.), 60% Variable Returns to Scale (V.R.S.) and 30%
both V.R.S and C.R.S. approach. Local governments’ efficiency analysis, is best studied in
Europe, especially in Spain, followed by Germany and Belgium. The most popular methods
of estimating the influence of the environmental variables on efficiency are Tobit & Ordinary
Least Squares (O.L.S.)

3. Methodology and models

The techniques adopted to assess efficiency are usually classified in parametric (Stohastic
Frontier Analysis-S.F.A.) and nonparametric methods (deterministic frontier — D.E.A.
model). We estimate here the functional form of the best-practice frontier, relying on the
nonparametric technique of DEA.

Efficiency measurement begins with Farrell (1957), who drew upon the work of Debreu
(1951) and Koopmans (1951), to define a simple measure of firm efficiency which could
account for multiple inputs. Data Envelopment Analysis (DEA) is widely accepted and used
by scholars for its strengths, and well recognized as a valuable decision support tool for
managerial control and organizational diagnosis, and for conducting benchmarking studies
(Lo Storto, 2013). DEA measures the efficiency of different units, called “Decision Making
Units” (DMUs). DEA is the non-parametric deterministic mathematical linear programming
approach that estimates the relative efficiency of homogeneous DMUs. It introduces very
weak assumptions related to the estimation of an empirical production function which
converts the inputs into outputs, assuming the existence of a convex production frontier and
strong free disposability in inputs and outputs (Charnes, Cooper, & Rhodes, 1978). The
piecewise-linear convex hull approach to frontier estimation receive wide attention. The
production frontier is generated by solving a sequence of linear programming problems, one
for each municipality, while the relative Technical Efficiency (T.E.) (the ability of a unit to
produce a given set of outputs with minimum consumption of a set of corresponding inputs,
independently of any input prices) of the municipality is measured by the distance between
the actual observation and the frontier obtained from all the municipalities under examination.
Thus, a municipality results efficient if TE=1, but it is inefficient or technically not efficient if
TE < 1. DEA calculates the efficiency of a DMU by dividing a weighted sum of its outputs by
a weighted sum of inputs. Weights of inputs and outputs are not given in advance, but they
are determined as part of the solution to the optimizing problem. In the simplest case, each
DMU is allowed to weigh its inputs and outputs freely to maximize its relative efficiency.

DEA models can be either input (determination of minimum inputs for producing a given
level of output) or output (maximization of outputs with given levels of inputs) oriented.
However, in this study an input orientation is adopted because municipal administrations have
greater control over inputs than they do over outputs and the production function is
constructed by searching for the maximum possible proportional reduction in input usage,
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while output levels are held fixed. As the sample includes municipalities having very different
sizes, the efficiency score is calculated adopting two conceptualizations, the first one
suggested by Charnes et al. (1978) (CCRmodel) that assumes constant returns to scale (CRS)
and the second one that follows Banker, Charnes, and Cooper (1984) (BCC model), assuming
variable returns to scale (VRS), In particular, an input-oriented VRS model is defined as:

e Input — oriented — CRS
min 6, A, 0
YA >Yi
s.t. XA < 0Xi
A=0

e Input — oriented — VRS
min 0, A, 0
YL >Yi
s.t. XA < 0Xi
NI'A=1
A >0

where A is the vector of relative weights (N x 1) given to each unit and N is the number of
unit. Assuming that there data on I inputs and O outputs: X represents the matrix of inputs (I
x N) and Y is the matrix of outputs (O x N). For the ith unit these are represented by the
column vectors Xi for the inputs and Y i for the outputs. These refer to CRS model. The CRS
assumption is avoided in the VRS model (Banker et al., 1984) by the introduction of an
additional constraint on the A, allowing returns to scale, i.e., NI'’A = 1, where N1’ is a vector of
ones. This restriction imposes convexity of the frontier. Finally, the efficiency score (0) is a
scalar and estimate the technical efficiency by assuming values between 0 and 1, with a value
of 1 indicating a point on the frontier and hence a technical efficient unit (Farell, 1957). In our
analysis, we computed both CRS and VRS efficiency scores. Also, we interpret the ratio
CRS/VRS as the scale efficiency (SE), that refers to the ability of each unit to operate at its
optimal scale of operations. In order to find out whether a municipality is scale efficient and
qualify the type of returns of scale, a DEA model under the non-increasing returns to scale
(NIRS) can be implemented by replacing the N1'A=1 restriction with N1'A < 1, putting SE=
TECRS / TENIRS. As Fare, Grosskopf, and Lovell (1985) suggest the following rule can be
applied: a) if SE = 1, then the municipality is scale efficient, both under CRS and VRS; b) if
SE = 1 the municipality operates under increasing returns to scale; ¢) if SE<I the municipality
operates under decreasing returns to scale.

After the DEA analysis, we carry out also an analysis using the Malmquist productivity
index (MPI) to evaluate the possible changes in the efficiency level or technological progress
(TC). Technological changes might occur and could affect and shift the frontier. The MPI is
introduced as a theoretical index by Caves et al. (1982) and became more popular as an
empirical index by Fare et al. (1994). In order to measure the change in the efficiency score,
the latter should be split into two components: change in productivity (efficiency) and change
in production frontier. Fare et al. (1994) defined the 1.O. MI between year t and t + 1 as the
ratio of the distance function for each year relative to a common technology, as follows:

Mt = My (x4 1y + 1)
D" (x"y")
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If the base year is the t + 1, then the MI for the t + 1 period is as follows:
_Dy™i(x+ 1y, + 1)
D1t+1[x :J}Tr)

where the subscript I indicates an input-oriented, M is the productivity of the most recent
production point (xt+1, yt+1) (using period t + 1 technology) relative to the earlier production
point (xt, yt) (using period t technology), D are input distance functions, x is the inputs, y is
the outputs, and t is the current period.

Following Fare et al. (1994) the MI can be expressed as a geometric mean of the two
indices, evaluated with respect to period t and period t + 1 technologies as follows:

Mt+1

Dlt(xt+l, yt+l) Dlt+l(xt+l,}'t+l)l'f2

M xt+l} t+l}xt, t —
(Y v D, (xt,yt) D, (xt, yt)

Fare et al. (1994) further suggested that this index can be decomposed further into two
components: one describing the technical efficiency change (EC) (improvements in efficiency
relative to the frontier) and another reflecting on the technological change (TC) (shifts in the
frontier) of the different units under study, as follows:

t+a, t+1 E+1 tr E+1_ E+1 te bt tyifz
D, (="~ "7} Dyix F D, )
MI[:xt+1’}rt+1’xt’}rt:]_ 1 1 1

o. trer}_r} o r""-u'x“"—,_}-“"-} D. f+‘-;xt&.t}
\ AN S
e
Efficiency Technelegical
change change

The methodology can be further extended by decomposing the efficiency change into scale
efficiency (SEC) and pure technical efficiency (PEC) components. The appropriate required
distance functions can be estimated via DEA technologies, as described above (Fare et al.,
1994; Coelli et al., 2005). Note that MI > 1 denotes progress in the Total Factor Productivity
(TFP) change (net effect is positive). MI = 1 denotes no change in TFP, while MI < 1 denotes
productivity decline from period t to t+1 ( Worthington, 2000).

4. Empirical analysis

The study uses DEA and Malmquist Analysis (MA) in order to measure the relative TE,
SE and the Total Factor Productivity Change (TFP change) of the investigated municipalities.
Methodologically, we use a two step procedure in empirical analysis. Our decision making
units are municipalities. In the first stage, we only use information of their output and input
volumes and apply Data Envelopment Analysis (DEA) to derive frontier production functions
and related efficiency scores for each municipality. In the second stage we use regression
model to explain the variation of efficiency scores among municipalities.

4.1. Data and sources

In Greece, municipalities provide a wide array of essential services. In this study we use
three input and four output variables per inhabitant:

X1: total annual expenditures,

X2: total number of employees,

X3: the number of vehicles-machinery

Y1: the number of pupils enrolled in the pre-primary / primary / secondary municipal
infrastructures,

Y2: The total quantity of mixed waste in tons leading to landfill or to uncontrolled
disposal,
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Y3: The number of pre-primary / primary / secondary municipal infrastructures and

Y4: The number of beneficiaries from municipal grants.

In particular, the variables are derived from: X1, X3 the municipalities, X2 the Ministry of
Administrative Reconstruction, Y1, Y3 the Regional Education Directorates, Y2 the Solid
Waste Management Associations, Y4 the Ministry of Labor, Social Security and Social
Solidarity. These variables have been used, measured by several authors in order to formulate,
analyze and measure efficiency and productivity change of municipalities.

For the data analysis we use the DEAP Version 2.1 software package (Coelli, 1996).

4.2. Descriptive Statistics

Table 2 reports descriptive statistics of inputs and outputs (means, standard deviations
maximums and minimums). The findings show that the average trend for X1, X2, Y1, Y2 and
Y4 is downward, since most output variables tend to decrease over the period with the
exception of the X3 and Y3 that remain more stable.

Table 2:
\% Inputs Outputs
Statistics X1 X2 X3 Y1 Y2 Y3 Y4
2013
Mean 573,31 0,0055 0,0025 0,1082 0,3564 0,0017 0,0059
St. dev 273,85 0,0028 0,0017 0,0458 0,1946 0,0004 0,0143
Max 1.381,43 0,0152 0,0112 0,1991 1,2259 0,0027 0,0682
Min 212,09 0,0022 0,0008 0,0030 0,0325 0,0004 0,0000
2014
Mean 515,56 0,0052 0,0025 0,1074 0,3549 0,0017 0,0058
St. dev 253,16 0,0025 0,0017 0,0460 0,1964 0,0004 0,0136
Max 1.685,90 0,0142 0,0112 0,2000 1,2549 0,0027 0,0610
Min 152,87 0,0019 0,0008 0,0031 0,0317 0,0004 0,0000
2015
Mean 467,89 0,0052 0,0025 0,1061 0,3467 0,0017 0,0057
St. dev 199,30 0,0025 0,0018 0,0465 0,2128 0,0004 0,0133
Max 1.155,63 0,0144 0,0112 0,2036 1,3553 0,0027 0,0576
Min 145,35 0,0019 0,0008 0,0024 0,0291 0,0004 0,0000
2016
Mean 456,45 0,0051 0,0025 0,1051 0,3536 0,0017 0,0066
St. dev 194,45 0,0025 0,0018 0,0473 0,2077 0,0004 0,0129
Max 1.220,09 0,0144 0,0117 0,2055 1,3491 0,0027 0,0523
Min 205,36 0,0019 0,0009 0,0022 0,0276 0,0004 0,0000

Source: Author’s calculation

4.3. First stage: Measuring Relative Efficiency, Productivity Change and Discussion

The analytical results (CRSTE, VRSTE, SE, EC, TC, PEC, SEC, TFP change) of the
Municipalities for each of the four years are presented in the Appendices. The average
performance values for the period 2013-2016 are presented in the table 3.

When focus is on the whole sample, average CRSTE efficiency score is 0.772 (77.2%).
This means that municipalities could produce the same quantities of outputs with 0.228
(22.8%) less quantities of inputs. Minimum efficiency score is 0.320 and maximum 1.000.
The number of 100% efficient municipalities is 7 (DMUs: 1, 4, 8, 16, 31, 33, 50). Average
VRSTE efficiency score is 0.878 (87.8%). This means that municipalities could produce the
same quantities of outputs with 0.122 (or 12.2%) less quantities of inputs. Minimum
efficiency score is 0.437 and maximum 1.000. The number of 100% efficient municipalities is
20 (DMUs: 1, 4, 8, 13, 14, 16, 26, 29, 30, 31, 33, 34, 35, 36, 39, 40, 44, 45, 47, 50).
Furthermore, Municipalities operate close to the optimal scale, SE=0.883 (refrain 11.7% from
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the optimal scale).The results are consistent with previous studies (Worthington and Dollery
(2000b), Seifert & Nieswand (2014), Pevcin (2014b), Lo Storto (2016)).

The findings also shows that relatively large municipalities with population criteria
(population>average population) have comparatively higher efficiency rates (CRSTE=0.876,
VRSTE=0.917, SE=0.953) than smaller municipalities (CRSTE=0.739, VRSTE=0.866,
SE=0.862). Relatively small municipalities are wasting more resources than relatively large
ones. Also municipalities of Thessaly could on average produce the same quantity of outputs
with 5.1% less quantity of inputs, whereas municipalities of Central Greece with 19.2%.
Table 4 reports the number of municipalities and the average efficiency scores and shows that
17 municipalities have average CRSTE ranging between 0.600 and 0.800, 28 municipalities
have average VRSTE ranging between 0.900 and 1.000 and 33 municipalities have average
SE ranging between 0.900 and 1.000.

Table 4:
EFFICIENCY
SCORE CRSTE VRSTE SE
[0 - 0.600) 8 3 3
[0.600 — 0.800) 17 11 7
[0.800 —0.900) 10 8 7
[0.900- 1.000] 15 28 33

Source: Author’s Calculation

The Malmquist TFP results (Agasisti et al (2015), Sung (2007), Kutlar and Bakirci (2012))
presented in Table 3. The findings indicate that municipalities on average experienced an
approx. 3.3% increase in average productivity. In addition we found that the productivity gain
may be primarily attributed to a change in relative efficiency and to technical progress. EC
increased by 18% while average technological progress improved by 14%. On average,
improvements in PEC are the main reasons for the improvements in EC. The average PEC,
which measures changes in VRSTE indicates that there is an improvement of 12% over the
examined period. Municipalities of Central Greece have higher values of TFP change than
municipalities of Thessaly. Also Municipalities of Central Greece have higher values of EC
and lower values of TC than municipalities of Thessaly. Table 5 reports that 38 Municipalities
have TFP change >1, ranging between 0,10% and 14,10%.

Table 5:
TFP CHANGE TFP > 1 TFP <1 EC>=1 EC>1
No of TECHCH>1 EC>1 TECHCH<1 EC<1
municipalities 30 8 7 5 32 18

Source: Author’s Calculation

12 Municipalities have TFP change < 1 ranging between —0.10% and —3.90%. This means
that it was poor technology which needed to be updated or that it has not been used best-
practice technology in the management. 16% of Municipalities have no change in efficiency,
48% of Municipalities (experience increase (EC > 1) and the remaining 36% decrease (EC <
1). As a next step, we classify Municipalities on the basis of their average VRSTE in the years
2013-2016 and the results of the average TFP change in the period 2013-2016.
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Figure 1: Average VRSTE and TFP change
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The incision of the axes is the point O (mean VRSTE = 0.878, mean TFP = 0.034). The
four groups in Figure 1 are characterized as follows:

Quadrant A: High efficiency and positive productivity growth.

Municipalities (DMUS: 11, 19, 46, 44, 31, 35, 3, 30, 41) have the best performance and
can be benchmarks for other municipalities. This suggests that they should maintain their
position by continuing to implement good strategies so as to fulfill their mission.

Quadrant B: Low efficiency and positive productivity growth.

Municipalities (DMUS: 20, 17, 43, 15, 18, 7, 24, 21, 22,) with medium to low efficiency,
have positive productivity growth. Special consideration should be given to these
municipalities in order to improve their efficiency by implementing current strategies of
productivity improvement.

Quadrant C: High efficiency and negative productivity growth.

Municipalities (DMUS: 10, 23, 42, 9, 25, 49, 32, 38, 14, 1, 29, 16, 47, 36, 40, 33, 50, 8)
still maintains a good efficiency in managing their resources, in spite of their productivity
decline. Moreover, if they do not want to lose their current position they have to maintain a
rapid growth, by maintaining positive technological change.

Quadrant D: Low efficiency and negative productivity growth

Municipalities in the bottom-left quadrant (DMUS: 2, 6, 12, 27, 48, 28, 5, 3) are those that
have medium-low efficiency in managing their resources. Special attention should be given to
those municipalities so as to diagnose their problems and to improve their efficiency.

5. Second Stage: OLS Analysis

At the second stage of our two step analysis, differences in the DEA efficiency scores are
explained by characteristics of municipalities. The regression model explaining variation of
efficiency scores among municipalities were estimated with the 2013-2016 data. OLS being
the estimation method.
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Table 6: OLS Regression analysis results

Variables Coefficient
0.195
Z1 (1.122)
n.s.
-0.197
72 (-1.406)
n.s.
0.307
Z3 (2.070)
kok
0.298
74 (1.835)
skk
0.151
75 (1.108)
ns
-0.094
76 (-0.064)
ns
-0.188
77 (-1.286)
ns
R 0.261
Adj. R’ 0.138
F 2.122

Note: 1)*** ** * Jevel of statistic significance 1%, 5% «ot 10%, n.s. non-

significant
2) Numbers in parentheses show the t- statistic values
3) Source: Author’s calculation

Table 6 reports the results of the OLS regression analysis and presents the variables that
were considered in the DEA second stage analysis: number of unemployed as percentage of
population (Z1), education level of mayor (Z2), type of municipality (Z3), population density
(Z4), mayor’s gender (Z5), number of amalgated municipalities (Z6), distance from the center
of the region (Z7). The use of these variables are consistent with the existing literature. For
this purpose, the exogenous variables regressed with efficiency score includes values between
zero and one. Relationships between these variables in the regression model formulated as
follows:

T.E.i=a+ blzl + b:z: + baz:i + b434+ b535+ bﬁZﬁ‘l‘ b?z?‘l‘ =5

where, 1 is the municipality to i (i=1, ..., 50), T.E is the efficiency score, and € is the error
term. A positive sign of the coefficient indicates that this latter is positively associated to
VRSTE while a negative sign denotes an unfavorable association. The value of R2 is
satisfactory, since the data are cross-section. It turned out that number of unemployed as
percentage of population, education level of mayor, mayor’s gender, number of amalgated
municipalities and distance from the center of the region did not explain efficiency
differences and had no effect on efficiency. Of the variables examined, only Z3, Z4 have
statistically significant and positive effect on VRSTE (Z3 higher statistical effect than Z4). As
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expected, the type pf municipality and the population density is related to high efficiency. Our
location variable (Z3) proved to be the most significant explanatory variable in our estimation
results, getting high t-value. For variable population density (Z4) statistically positive and
significant impact on the efficiency of local government. This relationship according to
Borger and Kerstens (1996) and Afonso and Fernandes (2008) interpreted that a dense
residential structure with a portion of the population who live in it, has relatively higher
positive effect on efficiency that have a population structure that is relatively less dense.

6. Concluding remarks and policy implications

This paper contributes to the literature on the empirical understanding of relative
efficiency and productivity change in the two Greek representative regions (Thessaly and
Central Greece). Additionally it determinates the factors, which affects the efficiency
coefficients. From empirical analysis and discussion, the following key conclusions are
drawn:

i. The average values of technical efficiency under variable and constant returns to
scale, scale efficiency and total factor productivity change of the municipalities are
in line with the results of European and non- European countries.

ii. Over the four years considered, there was a gradual improvement (year by year) of
the average efficiency and productivity of the municipalities.

iii. The best performance (efficiency> mean VRSTE, productivity> mean TFP ) have 9
of the 50 municipalities (18%), and can be benchmarks for the other municipalities.
The rest of them should try to learn from best practices in order to improve their
own performance. That is paramount for a better use of scarce public resources in
the context of the European Union's strategic direction to optimize resource use.

iv. Relatively large municipalities with population criteria have comparatively better
performances on average than relatively small ones

v. The environmental variables, population density and type of municipality, have
statistically significant positive effect on the municipality efficiency score.

vi. Municipalities of Thessaly have on average better performance than municipalities
of Central Greece

In fact, by giving insight into the causes of inefficiency, this helps to further identify the
reasons for local inefficient behaviour and may support effective policy measures to correct
and or control them. Our study, also helps to the ongoing discussion about the need and form
of reforms in basic service provision. The proposals have included increasing municipality
sizes by mergers or increasing voluntary cooperation of municipalities to make them more
efficient. Decision makers at both municipal and central government levels, have to recognize
the significance of the findings. Appropriate policy measures will lead to an improvement in
the performance of all municipalities and, especially, those with low performance. By
merging two or more municipalities into a single new municipality or sharing the provision of
public services creating an association or a consortium of municipalities has also benefits in
terms of elimination of administrative and political body duplication. Also the establishment
of an observatory that aims to systematically measure and monitor the efficiency and
productivity change of municipalities, contributes positively to linking performance to
resource allocation. In this direction, the introduction of an incentive-based system which will
reward efficient municipalities and trigger surveillance programs for those who need to
improve, is very important.

Undoubtedly, a need exists to continue the study and to improve certain factors that have
not been adequately considered herein. Further research is needed to broaden the scope of
services analyzed, with different combinations of inputs and outputs. Besides, repeating the
survey year after year would enhance comparisons and allow investigating the evolution of
municipal efficiency while the country has come out of the strict monitoring of the
memorandums.
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Abstract

The last decade economic developments affected to a large extend the demographic
structure of Greece. The period 2001-2011 is characterized by a net slowdown of the intense
urbanization trend, while in the context of crisis there have been identified counter-urban
trends, revealing new attractiveness zones in the rural areas. These indications of mobility do
not concern entirely the countryside as the newcomers settle only in specific rural spatial
units. At the same time these areas have specific features that facilitate the establishment of a
new population, such as population dynamics, tourism development, agricultural activity,
services and structures, reduction of geographical isolation, low cost of living and habitation.

The future of internal migration in Greece heavily depends on existing trends as well as
future economic, social and political developments. Though, the lack of official data for the
period after 2011 constrains our understanding for the development of internal migration and
particularly counter-urban trends in Greece.

The present paper raises the issue of the prospects of the establishment of the Greek
population in the countryside, taking into account the pull factors of rural areas. Through
Foresight and Strategic Thinking Methods, a longer-term framework is being developed to
reflect the potential strategic choices of the internal migrants. This approach is based on a
mainly qualitative analysis, scenario planning, in order to present the prerequisites for the
further development of such a type of mobility.

Keywords: foresight, scenario planning, internal migration, population, countryside

JEL classification: J1, J6,J11, R23

1. Introduction

Recent studies concerning the internal migration (to a large spatial scale) show the Greeks’
population mobility trend from urban to rural areas as developing phenomenon, however of
limited intensity compared to other European countries (Gkartzios 2013). The internal
migrants’ search focuses on the added value, which the perspective place of settlement has to
offer to the newcomers. The pull factors that make rural space attractive, focus on areas with
population dynamics, tourism development, agricultural activity, services and structures,
reduction of geographical isolation, low cost of living and habitation (Anastasiou and
Duquenne 2019).

Main purpose of the study is to examine the prospects of the urban population’s settlement
in the countryside, in the horizon 2030.The period of the study coincides with the developing
recession in Greece, therefore in the light of a more secure approach, the phenomenon is set to
examination on a medium-term basis. Consequently, by analyzing the present, both the
recession component and its duration will be taken into account to a great extent, since its
presence actually increases the environment’s unsettledness under which the settlement to the
rural is studied.

The qualitative approach of the present is based upon the valuation of the conditions which
prevail in the external environment (economic, social, technological, and political) in
combination with the Greek countryside’s attractiveness factors. Through prospective
methods and in particular Strategic Thinking, there will turn out a spectrum of possible
scenario as far as the prospects of the Greek settlement in the countryside are concerned. On
the one hand the alternative scenarios which will be raised will make it clear whether the
settlement in the countryside constitutes a phenomenon which was founded in Greece under
the circumstances of the financial crisis and what will be the trend of it in the post crisis era.
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On the other hand, scenarios will play a major role in the decision making process as well as
in the policymaking in order to plan strategies concerning the revival of the countryside.

2. Return to the countryside in the context of crisis in Greece

In recent decades there is observed an increase in the population of urban areas and
moreover an agglomeration effect of the Greek population in the two main metropolitan areas,
Athens and Thessaloniki (Kotzamanis and Michou 2010). This population distribution change
(Dimelli 2016) is mainly caused due to the depreciation of the primary sector and the
simultaneous rapid development of the tertiary one (Pnevmatikos, Polyzos, and Tsiotas 2019).
As a result, due to the depopulation a large part of the rural areas is characterized as fragile,
disadvantaged and marginal (Hadjou and Duquenne 2013). It is evident through the censuses
that the alpine population is leaving the mountainous settlements for destinations with urban
identity (Xanthos, Ladias, and Genitsaropoulos 2013). At the same time though, the Greek
countryside has started changing and transforming to a place of multiple economic and social
activities development (Gousios 1999). There is furthermore a trend to focus on the
improvement of quality of life in the rural areas rather than primary sector competitiveness
(Papadopoulou, Papalexiou, and Hasanagas 2012).

The examination of the settlement in the countryside during the decade 2001-2011 has
shown a trend on out of the urban space (Anthopoulou, Kaberis, and Petrou 2017;
Anthopoulou and Petrou 2015; Anastasiou and Duquenne 2017). The economic crisis in
Greece affected directly and to a large extends the urban areas. Region of Attica (includes the
metropolitan area of Athens) has suffered a significant stress, mainly due to the nature of the
economic activities developed there. At the same time, rural space has been shown to be more
resilient to the economic crisis (Psycharis, Kallioras, and Pantazis 2014).

A great part of the Greek countryside (30% on urban municipal inflows) is characterized
by a particularly remarkable counter urban flows intensity (10% - 25%), whereas the
settlement takes place in the predominant rural and semi-rural municipalities (Anastasiou and
Duquenne 2017). The onset of the crisis in Greece and specifically the period 2008-2011,
coincides with the move of almost 17,000 people from the urban space to rural areas in order
to work in the primary sector (Kasimis and Papadopoulos 2013). Qualitative surveys link
these movements with the existence of high family ties and owned property (Gkartzios 2013).
Furthermore, quantitative research reveals that a vast majority of young Athenians, especially
those stricken by unemployment, is willing to change place of residence and move towards
non-metropolitan destinations (Remoundou, Gkartzios, and Garrod 2016).

The Greeks moving in the internal part of the country go to various places: each age group
moves to specific regions according to their needs. Despite the fact that the urban
population’s tendency to settle in the countryside was diagnosed (Koutsou and Anthopoulou
2008; Duquenne 2009), these movements had a particular intention, while the movers’ flows
were seen in particular patterns of regions (Anastasiou and Duquenne 2017), in other words
there exist several types of rural mobilities (Pratsinakis, Hatziprokopiou, and King 2017). The
majority of these municipal inflows is nowhere near to some urban center and is concentrated
mostly on mountainous as well as insular and coastal parts of Greece. This fact confirms that
it is not just about an urban influence to the neighboring space, but there is indeed a
developing rural trend of a new classification in the population, resulting in the reformation of
the predominantly rural countryside both to a social and economic level.

Discussions about the rural settlement of the Greeks amid the economic crisis are taking
place within the academic community. What is at stake here is the likelihood of the
countryside’s revitalization, since counter-urban trend was not a temporary phenomenon but
was actually confirmed over the next ten years. The recession Greece suffered starting in
2008, was probably the onset of the emergence of urban mobility flows in the Greek
countryside. Given that, what is raised here is as to what extend this recession acted as a
motive of a real change of lifestyle. However, the bibliography along with the exploratory
research focusing on the counter urban trends in the context of the crisis is limited (Gkartzios
2013; Anthopoulou, Kaberis, and Petrou 2017), whereas the census data do not include the
reasons for changing place of residence and therefore it is complicated to come to reliable
conclusions. A recent qualitative research conducted in Greece depicts the relocation and/or
the willingness of relocation of Athenian households to the Greek province in the context of
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the crisis (Gkartzios and Scott 2015). Empirical studies also reveal that a respectively big
proportion of counter-urbans associate their move to the rural with the crisis, whereas the
relocation is focused on medium sized towns (Gkartzios, Remoundou, and Garrod 2017).

3. Foresight philosophy and scenario planning methodology

It is acknowledged that the attempts to make accurate predictions for specific future points
encrypt high risk and thus there has been established an alternative way of thinking that
incorporates a number of possible futures (Portaleoni et al. 2013). Foresight is a planning
method developed initially by military planning that, especially in the last decade, is applied
in European social policy in order to combine possible futures, strategic planning and policy
making (Kurekova 2014; Stratigea 2014). Foresight is highly connected to the human
capacity (Conway 2004) and concerns our ability to think of the future systematically and
make “mental maps” (Central & East European Health Policy Network 2012) for the ultimate
purpose of making decisions in the present (Voros 2001). These kind of future mental maps,
in other words the alternative future scenarios, might happen, but they also might not happen
(Vah Jevsnik and Toplak 2014). Strategic thinking (Foresight) is the first part of the Strategy
development process, followed by Strategic Decision Making and Strategic Planning. At this
stage it is not paid the proper attention, since thinking is just a vague meaning and it cannot
directly produce quantitative results (Conway 2014), nevertheless is the key stage for
developing strategies.

Foresight methodologies are classified into four successive levels (Table 1) depending on
the questions to be answered (Input, Foresight, Output, Strategy).

Table 1: Foresight Methodologies Classification

Levels Questions Representative Tools
Input What is going on? Delphi, EnV1r.onmental
Scanning
. What seems to be Trend analysis, cross-impact
Analysis . .
happening? matrices
Systems Thinking

. i ’ ing?
Foresight Interpretation What’s really happening? Causal Layered Analysis

Scenarios, Visioning

Prospection What might happen? Normative methods,
Backcasts
. Reports, Presentations
(7 b
Output What might we need to do? Workshops
Strategy Development &
Strate What will we do? Strategic Planning:
gy How will we do it? individual, workgroup,

society, etc

Source: (Voros 2003), Author’s compilation

Foresight features a deep diversification in relation to the alternative prediction methods. It
uses a multi-scientific approach based on the principle that not all problems that we face can
be made logically sustainable if they are broken down to one dimension and divided into
several parts. Instead, Foresight suggests an approach which is aware of the realities as a
whole, including all variables acting on them, regardless of their type (De Jouvenel 2004).

The Prospective methods constitute the most crucial and creative stage for the
development of a strategy. Since the future is explored, the actors are creating images
concerning potential future developments on which they can try their strategy through
questions such as “What if...?”. The most important fact is that future potential dangers are
being examined, yet without having consequences to be transferred to the present. The
prospective methods are in pursuit of developing a viewpoint of alternative future prospects
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regarding a phenomenon. Programming scenarios is a well-known prospective method which
is cooperative and not an isolated activity (Ogilvy 2000). The scenario development is an
anthropocentric method demanding knowledge and expertise as combines and intersects
information about the external environment as well as information about the internal one.

The scenario planning aim as in every “future” method is not to foresee the future since
this is impossible (De Jouvenel 2004), but to project some alternatives as to what may be
possible to happen. The exploration of the alternative futures requires a cautious approach
since is the mainstay of strategy developments. When scenario making is done properly then
fresh and innovative ways of thinking arise. The most critical point here is that scenario
planning is a tool, not an output (Conway 2014), while there is a specific methodological
framework to be followed (Table 2).

Table 2: The scenario development stages

Stages Description

Time frame

Definition of the scope Scope of the analysis

Internal Environment
Environmental Scanning External Environment
Driving Forces - Basic Trends

Identification of Key Uncertainties Evaluation of driving forces
Scenario Matrix Influence — Uncertainty Grid
Scenario Development Intuition, sensibility

Source: (De Jouvenel 2004)

Each scenario describes the result of the combination of a series of elements. This process
incorporates past and present information, to be interpreted with reference to probe future
strategic possibilities. The scenarios are based on the analysis and interpretation of the
information about the external factors of the change, which may be crucial enough for the
under study phenomenon (Conway 2004; Voros 2001).

In a review of scenario planning literature on migration and mobility studies it is evident
that foresight methods act complementary and consist useful tools for migration policy and
decision making in the medium-term future (Kurekova, 2014; Saunders and Arminaite, 2014;
Vah Jevsnik and Toplak, 2014; Stratigea, 2014). Furthermore, foresight is a driving force for
pushing regional competitiveness as well as resilience (Zakharova et al. 2016).

4. Analysis

The internal environment of the under study phenomenon concerns the main interpretive
factors of the settlement in the Greek countryside (pull factors) (Anastasiou and Duquenne,
2019): population dynamics, tourism development, agricultural activity, services and
structures, reduction of geographical isolation, low cost of living and habitation. As regards
external environment, the future of counter-urbanization in Greece heavily depends on
existing trends as well as future economic, social, digital and political developments (Table
3). For this reason, a thorough bibliographic search took place, as well as a series of
interviews was contacted to experts of acknowledged research experience, regarding the
developments in the countryside and the influence of crisis in the internal migration flows and
in particular of the counter-urban ones.

Table 3: External Environment: Definition of Uncertainty level

Drivers of

Change Elements that define the degree of uncertainty Uncertainty




Anastasiou E., Regional Science Inquiry, Vol. XII, (1), 2020, pp. 75-86

79

Labor Market
and
Unemployment

Development of Occupation, Work cycle index in the
provision of accommodation and food service activities,
Reforms in the labor market, Employees pay, Working
Poor, Total unemployment, Youth unemployment,
Long-term unemployment

High

Brain Drain

Development of the external flows of human resources,
Gender and age migration balance (20-39 years), High
specialization of external migrants, Tension of
repatriation of foreign migrants, Social distrust

Medium

Demographic
Developments

Low fertility rates, High life expectancy, Demographic
aging Increase of the aged population, Negative
migration balance, Negative natural balance, OECD,
UNPP, Eurostat and Dianeosis Predictions

Low

Digital
Integration

ICT development, Digital Economy and Society Index
(SEDI), limited broadband connection of high speed,
high broadband coverage of rural areas, Connectivity,
Specialization of human capital in ICT, Digitization of
public services, Digital skills, Private investment for
NGA

Medium

Development of
Economy

International Economy, Change of domestic
production, Growth rate, Household consumption,
Evolution of private investment, Competition, Public
Debt, Primary surplus, Inflation, Trade balance,
Poverty risk

High

New
Consumption
and Production
Pattern

Environmental protection, Healthy life, Consumers’
perceptions, Price-quality-origin-Food safety, Classical
intensive production challenge, Multilateralism,
Incorporation of new and innovative technologies,
Precision agriculture, Occupational opportunities in the
primary sector, Average age of farmers, Rural Income,
Attractiveness of the Agricultural Occupation,
Education & Training of Farmers and Agronomists,
Implementation of the CAP

High

Political
Stability

Lack of representation (Parties, Parliament,
Government) Quality of Governance Institutions,
Ineffective Public Sector, Corruption, Bureaucracy,
Opacity, Favoritism, Unreliability, Disputes in
Institutions - Leadership - Trade Unions, Low
expectations of citizens, Electoral abstention, "Much
Representation - Little Democracy"

High

International
Relations

Terrorism, Refugee issue, Environmental protection,
Brexit, Increase in extreme nationalist forces, Foreign
Policy of the USA (North Korea, China, Saudi Arabia),
Middle East-Rising Market

High

Source: Author’s compilation

The intersection of the drivers of change (external environment) in combination with the
main interpretive factors of the settlement to the Greek countryside is illustrated in the
Influence-Uncertainty Grid (Table 4). The factors’ matrix represents to what extend the
researcher thinks that every driver of change influences the internal migration, in relation to
the extent of uncertainty of its development in the medium-term future.

Table 4: Influence — Uncertainty Grid

Influence - Uncertainty

Components
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Labor Market and Unemployment
High - High Development of Economy
New Consumption and Production Pattern

Digital Integration

High - Medium Brain Drain

Tourists Attractiveness

High - Low Internal Population Dynamic
Medium - Low Geographical Isolation

Low - Low Population Developments
Medium - High Supply of Structures and Services

Low - High Political Stability

International Relations

Source: Author’s compilation

The Strategic Thinking methodology defines extensively and precisely the way of building
the scenarios. However, since the analysis concerns a predominantly qualitative approach, the
development of potential future scenarios to a large extend involves the subjective perception
of the researcher concerned.

5. Results

The drivers of change (components) involved in the final grid of scenarios are those that,
according to the researcher, show High-High, Medium-High and High-Medium levels of
influence-uncertainty as concerns counter-urbanization in Greece. All drivers of change are
featured, each one along with three alternative hypotheses, regarding their development
within the study period (Table 5). The alternative hypotheses illustrate three potential
outcomes of the drivers of change, as regards the settlement in the countryside: The first
hypothesis illustrates the adverse scenario, the second the moderate one, whereas the third
depicts the best development of the settlement to the rural during the study period. According
to scenario planning methodology the following suggestions are in force: the first three
components concern the external environment, whereas regarding their participation in the
scenarios it is recommended that two out of the three should be necessarily used. The fourth
and fifth component concern the interpretive factors of the countryside’s attractiveness and
the methodological frame points out the participation of at least one out of the two in order to
build a scenario. Finally, the sixth and seventh components concern the external environment
of the analysis and their participation in the scenarios’ formation is optional.

HYPOTHESES
Drivers of Change HYPOTHESIS 1 HYPOTHESIS 2 HYPOTHESIS 3
Labor Market and Persistence of the Limited downward  Progressive reduction
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Unemployment unemployment level trend and keep of in unemployment and
and jobs cut unemployment at creation of new jobs
high levels
Stagnation in current Limited and slow Intense and fast
Economy
levels recovery recovery
Application of

New Consumption
and Production

obsolete productive
practices & not
essential changes in

Limited application
of new practices &
not gradual change in

Important turn to new
productive
procedures and

Pattern , the consumer’s .
the consumer’s . consumption patterns
. attitude
attitude
Internal Populatlon Reversion Stability Durability
Dynamics
Tourist Decline in tourism Stability in tourism Growth in tourism
Attractiveness activity activity activity
Supply of Structures Stop of several Keep of the existing Creation of new
and Services structures’ operation structures structures
. . Progressive digital Intensification of
Digital Integration Keep of the la .
£ £ p £ development digital growth

Source: Author’s compilation

Theoretically, 343 possible hypotheses combinations result from the Scenarios Grid.
However most of these combinations don’t have reasonable interpretations. To what extent
can the “keep of unemployment level” hypothesis be in line with “Intense and fast recovery”
in the economy? Consequently, the most rational combinations were looked into and finally
five main scenarios were built. The first scenario constitutes the most unfavorable, while the
fifth one would be the most ideal.

Scenario 1: Stop of the settlement trend to the countryside and upward
urbanization trends

The exceptionally adverse scenariol includes hypotheses which not only interrupt
the settlement to the countryside, but on the contrary they favor urbanization
trends. There emerge strong indications that the counter-urbanization stops, given
that the hypotheses’ crosschecking pave the way for further urbanization. In this
scenario Greece has gotten away from the financial nadir; however, that has not
been perceptible at a micro-economic level. Preservation of the unemployment,
ceteris paribus, stirs up mobility in the internal part of the country. A potential
progressive reduction in unemployment and the creation of new jobs, in
combination with the rest of the components, encourages a part of rural population
to move to the urban areas. On the contrary, it discourages urban inhabitants to
migrate to the countryside.

This concept is further enhanced by the fact that the negative perception about
the rural sector is still in force. At the same time the classic pattern of the Greek
traditional farming keeps preserving its dynamics, resulting in the non-application
of new methods and practices. Consequently, young capable people who have the
know-how needed to revive Greek farming and to promote their agricultural
holding are discouraged. So, they find their way out by seeking occupational
opportunities in the urban space, where more possibilities arise. Therefore, despite
the fact that agriculture is important both in food production as in occupation,
young people don’t regard farming as attractive. As a result, the number of farmers
is continually decreasing and the countryside is finally deserted by its population.

Furthermore, the Greek countryside is characterized by a relative inadequacy
when it comes to its structures and services, having to do with residents’ need
coverage (such as police stations and health centers). On top of that, the municipal
units are digitally isolated, resulting in the inhabitants; introversion both socially
and professionally. A component of equal importance is that of the population
dynamics of the countryside. Some rural areas’ reversion of their relative
dynamics (due to retirement, decrease in the number of births or the negative
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inflows of young people and households) create desertification conditions. The
shortage of occupational opportunities along with the development of a social
identity lead young people to abandon the countryside and move to an urban
center, so that they may be able to seek better life prospects.

Scenario 2: The Greek countryside grows old and attract the elderly

Scenario 2 satisfies the settlement conditions of the elderly population’s mobility
from the urban space to the countryside. The limited downward trend in
unemployment and the economy’s stabilization in the current variable levels,
create negative improvement conditions in labor market. In this regard, Greek
countryside keeps suffering and the possible option to the young’s labor impasse
would be the settlement to the urban space.

The intensified aging plays a defining role, given that foresight analysis set
pensioners as a particularly important group in the intensity measurement of the
settlement to the countryside. According to scenario, the internal population
dynamics in rural areas will be reversed. In other words, the population in rural
areas will be aging without being renewed. Therefore, it becomes known that
although a part of the high intensity inflows to the rural is motivated by the
pensioners, the areas whose population ages, tend to attract aging. This special
population group bears the following unique characteristics: within the frame of
retirement they are not interested in the economic activity of an area, since their
living does not depend on this. Furthermore, pensioners don’t easily change their
consumption habits. Consequently, the rural space component cannot be taken into
account, as pensioners do not play an active role in it either as producers or as
consumers.

The rural areas that describe the scenario 2 are neither insular nor coastal, but
mountainous with a relative level of tourism. In Greece, there is a trend towards
agro-tourism and especially mountain-alternative tourism, but it cannot be
anticipated in advance that it will flourish or will decline in the coming years. The
preservation of poor digital integration is not a phenomenon that affects the
elderly’s migratory destination choice, as opposed to young people. In contrast,
preservation of the existing structures and services are important assets, as they
provide to the elderly a relative sense of safety and health.

Scenario 3: Preservation of the current settlement trend to the countryside

It could be claimed, to some extent, that Scenario 3 illustrates the current situation
in Greece. The settlement in the Greek countryside by 2030 is expected to evolve
preserving the same intensity as the last population census. This is essentially the
'status quo' of rural areas. This scenario’s conditions are not suitable for internal
movements into the non-urban space. However, there are tangible signs that the
share of people who are severely affected by the general situation in Greece
perceives the prospect of a shift in employment as well as in life as a whole.

The conditions favoring this mobility concern mostly the limited but slow
downward unemployment trend and the persistence of comparatively high
unemployment rates, as mentioned before. The limited but certain revival of the
economy creates occupational perspectives in the countryside. In particular, those
who suffer from recession in the urban centers will move to the rural, given that
they own agricultural land to exploit. This is probably the most important motive
for settling to a non-urban destination, since the conditions prevailing in the
countryside (based on Scenario 3) are not adequate enough to justify such
mobility. In particular, owing agricultural land in combination with young
peoples’ knowledge on primary sector along with the application of new practices,
offer an important revival chance and further occupation opportunities. It is
important to note that the development of such change in the primary sector is
mainly due to the already existing population dynamic in specific rural areas.

As regards the digital integration component, the lag elongation acts
suppressive to the migrating decision making, especially that of young people and
households, as new technologies become essential in their everyday lives. What
offsets this disadvantage is the preservation of the existing structures and services
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as it offers safety and reassures families with underage children. Concluding,
recession made it possible for the agricultural sector to get into a growth path or at
least a revival. It seems that the new population’s settlement in the countryside in
times of crisis benefited the entrepreneurship. It also contributed to the
development of a more effective and innovative agriculture, which could
potentially contribute to the installation of other young people, but provided that
the infrastructure and the evolution of technology are improved.
e Scenario 4: Intensification of the settlement in the countryside

Scenario 4 show the prerequisites so that the population settlement from the urban
space to the rural will be intensified, taking for granted that labor market and
economy by 2030 will remain at the same levels as today’s. This is essentially a
negative scenario regarding the general economic context in Greece, which
nevertheless creates the conditions for the revival of the rural areas. This particular
scenario suggests that there are population groups that choose to move in the
countryside so as to change their lifestyle and search for better living conditions,
close to the nature. This approach attributed to the relative downward trend of
unemployment. Despite the current high levels, there has started a slow reversion
of this trend and consequently the creation of new jobs.

The fact that young people leave the job search in the urban areas, especially
under the increased chance of failure, and motivated by their engagement in
activities which can be developed in the rural, reinforce their conviction of an
essential change of lifestyle. On the other hand, there is this young group who
despite of the improved level of the labor market, find it hard to join in the
workplace on the grounds that the unemployment trend is kept at high levels.
Being hard for the young people to enter the labor market is a fact that affects
internal migration. Some Greeks regard countryside as an alternative solution to
the recession. Other than the economy frame, conditions for the population’s
settlement to the countryside can be created, since there are prerequisites for
occupation, especially in the tourism and primary sector.

From a different perspective, it could be said that the intensification is based on
what countryside can offer to the potential newcomers, namely to the versatile
dynamic of a settlement destination. The parallel and complementary development
of tourism and agriculture boosts the intensification of the settlement, in areas
which are proper to offer activities and cover not only the elderly needs but also
those of the younger. Particularly important is the component of the progressive
digital integration. That includes areas which can combine and offer alternative
forms of occupation along with new applicable trends in agriculture. In other
words, beyond social networking other types of entrepreneurship as well as digital
services could be developed. Finally, settlement intensification is actually based
on a triptych: (a) distrust of young people about the possibilities to find a job in
urban areas (b) agriculture and tourist development (c) digital upgrade.

e Scenario 5: Settlement in the countryside as an intense phenomenon in the context
of crisis
The uncertainty prevailing in Greece over the last decade is the basis for the
Greeks’ decision making for changing place of residence and population
reclassification. Prior to 2008, ceteris paribus, in spite of counter-urbanization
trends in specific rural areas, urbanization was the predominant trend of internal
migration. Scenario 5 establishes a new rural revival pattern: the installation in the
Greek countryside is not just a trend, but a phenomenon that emerges through an
economic crisis period. It is absolutely interwoven with the high rates of
unemployment, low job supplies and economic distress at microeconomic as well
as macroeconomic level.

In the last scenario establishment in the countryside is encouraged by a clearly
recession-stricken environment. The financial crisis confirms that a part of Greek
people makes the decision for inadvertent internal migration. Despite its negative
aspect, crisis indirectly helped in the revitalization of certain areas of the
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countryside as well as the development of new forms of entrepreneurship. The
sharp rise in unemployment is particularly affecting the urban centers. This fact
combined with limited jobs has a negative impact on peoples’ leaving urban areas
and at the same time contributes to the outflows to the non-urban areas. The
negative level of the unemployment rate has a positive impact on the change of
migratory destination and in particular it pushes urban residents into the
countryside. This is because limited opportunities and jobs are affected by adverse
economic conditions, and therefore the workforce, in search of a longer-term
solution, is turning to other areas of activity that are primarily developing in the
non-urban areas.

Such areas of activity are the primary sector and the touristic ones. The primary
sector is really starting to rejuvenate and this is due to the application of new
practices and technologies. The recession of the Greek economy and at the same
time significant unemployment among young people have made the agricultural
profession quite attractive. There is a tendency for young people to return to
agriculture, who are nevertheless investing in innovation, research and production
technology for high value-added products and services, radically changing the
classic and rather old-fashioned and obsolete practices and attitudes.

With regard to areas with increased tourist attractiveness it is clear that a
variety of economic activities are developing and operating at the same time,
which adds a clear dynamic to the area. The hypothesis of progressive digital
development makes the scenario of intensifying the installation in the countryside
even more attractive, as it offers a high sense of socialization and extroversion
while facilitating the development of service delivery. In addition, digital
integration provides the ground for the development of innovative methods of
employment through electronic devices. The primary sector and tourism are
developing substantially. Combined with the dynamics of rural areas and the
progressive digital development, this scenario fulfills all the requirements for the
Greek countryside to become a pole of attraction for young people and
households.

6. Discussion

Foresight methodologies pursue the data collection along with their comprehension so
people can think in different and new ways for the future. This data can be collected by
people or by analyzing documents and objects or both, while they can be analyzed using
qualitative and/or quantitative techniques. However, to be used in strategy processes, data
must be analyzed, interpreted, and used in a way that makes sense. The information derived
from this analysis and interpretation allow for a better understanding of the past and the
present, which provides the basis for the use of forecasting methods to explore possible future
developments.

In the present paper, an effort has been made to create scenarios with the ultimate aim of
making clear the prospects of the Greeks settling in the countryside in a ten-year horizon, with
emphasis on a qualitative analysis method, scenario planning. In order to create the scenarios
there was carried out an analysis of the conditions in the external environment —such as
political, economic, social, digital, and demographic- and the attractiveness factors of the
Greek countryside. The analysis has shown whether the installation in the countryside is a
phenomenon established in Greece in conditions of economic crisis and secondly the most
likely scenarios and conditions for this settlement to the countryside to last. The development
of the scenarios surrounding the phenomenon of return to the countryside in Greece in times
of crisis is primarily an unintended phenomenon, which is fueled and evolving due to the
economic crisis. However, it has contributed to the revitalization of some rural areas,
especially the areas that have experienced high inflows.

Future developments are difficult to predict nevertheless they have a high impact on the
policy recommendations. In turn, the lack of data lays the basis for a lack of policy. It is
further acknowledged that the quantitative methodology used cannot reveal the empirical
approach of internal mobility in a context of crisis. Nevertheless, this research provides useful
insights on the importance of socioeconomic considerations in understanding mobility
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patterns, and it does respond to a stated call for more engagement with quantitative and
experimental methods in rural mobility research.
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Abstract

The main purposes of our study are to investigate the effect of goods & services spending
(GSS) and social spending (SS) on income inequality (GR). Using a panel data set of 26
provinces in Indonesia from 2005 to 2015, panel vector autoregressive and Granger causality
test are employed to explore the causal relationship of the variables. The study found out that
the SS has a negative and significant effect on GR at the 2-period horizon. The GR has a
positive and significant effect on the GSS at the 4-period horizon, but negative and significant
effects at the 3-period horizon. The result of the Granger causality test indicates that there is a
unidirectional causality running from GSS to SS, and bidirectional causality exists between
GR and SS, and between GR and GSS.

Keywords: Income inequality, goods and services spendings, social spendings, Panel
Vector Autoregressive, and Granger Causality test.

JEL classification: D33, H53, 138

1. Introduction

Income inequality had been a common phenomenon in developing economies (Cabrera et
al., 2015). The existence of this economic variable can cause social problems which affect
various aspects of people's lives (Wu & Li, 2017). Therefore, the government should be able
to take development policies which not only oriented towards increasing output but also
improving income distribution in communities. Of the most popular policies used by the
government in reducing income inequality is through the allocation of public spendings.

So far, research studies on the relationship between government spending and income
inequality have received serious attention from many economic researchers (Muinelo-Gallo &
Roca-Sagales, 2014; Celikay & Gumus, 2017). Physical infrastructure development activities
carried out by the government to increase economic activities are believed to be able to
improve the welfare of the community, but not necessarily able to improve income
distribution. On the one hand, economic growth is increasing fastly, but on the other hand,
income inequality is also getting higher. Actually, the expected ideal conditions as
measurement of the success of economic development are high economic growth in line with
better income distribution (Amri & Nazamuddin, 2018).

Local government policies in Indonesia to reduce income inequality is carried out through
local government expenditure policies in the form the goods & services spending, and social
spending. Through spending on goods and services, the local government seeks to increase
the supply of goods and services that aims to improve public services to meet the needs of the
people in the region (Wu & Li, 2017). Furthermore, the allocation of social spending is
usually channeled to low-income communities, especially the poor, so that it is expected to
reduce the income gap in the community. Moreover, social spending in Indonesia is usually
channeled in the form of transfer payments and subsidies for low-income households.

Regarding the income distribution, primarily data discover that income inequality of the
perspective provinces in Indonesia is relatively different from one another. This can be seen
from the development of the Gini ratio of each region. In 2015, regions with a high level of
income inequality and above the national average were West Papua with a Gini ratio of 0.44,
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DI Yogyakarta and East Java with a Gini ratio of 0.43 and 0.42, respectively. At the same
time, the allocation of local government budgets in the form of goods and services and social
spending was also relatively different. The largest-expenditure regions on goods and services
are Papua, West Papua, and Aceh province. The opposite is West Java and Central Java
province. In terms of social spending, the first-highest-expenditure province is West Papua,
then Papua in the second. On the contrary, Lampung and Central Java are the lowest-social
expenditure provinces compared to other regions in Indonesia. So, the income inequality in
the respective provinces is in line with differences in local government budget allocations on
goods, services, and social spendings.

As stated earlier, the study of the relationship between the allocation of government
expenditure and income inequality has been carried out by previous researchers. Crudu (2015)
in his research in European Union countries concluded, that local government budget policies
could change income distribution (reduce inequality or increase inequality). Previously, Gallo
& Sagales (2013) in their research with a sample of 21 high-income countries over the period
1972-2006 found out that income inequality was an important determinant of the outcome of
fiscal policy in terms of government spending, especially goods and services and social
spending.

A number of researchers found a negative relationship between the two kinds of
government spending with income inequality. For example, Higgins & Pereira's (2014)
research in Brazil concluded that government spending for goods and services as well as
social spending, especially in the form of transfer payments and subsidy, could improve
income distribution. Doerrenberg & Peichl's (2014) study for the case of OECD Countries
also found a negative impact on social spending on income inequality. Previously, research
study which is conducted by Ramos & Roca-Sagales (2008) and Niehues (2010) also
presented the same conclusions where some components of fiscal policy such as goods and
services spending and social spending could reduce income inequality. Recently, research
study of Heer & Scharrer (2018) also concludes that the increasing in government spending
will decrease income and wealth inequality.

In contrast to the empirical findings of the researchers as explained above, the same
research study which is conducted by Muinelo-Gallo & Sagales (2013) concluded that
government spending increases income inequality. In line with Gallo and Sagales, the
findings of Claus et al.'s (2014) study for the case of 15 Asian countries also found that social
spending has an impact on increasing income inequality. Likewise, Sabir et al. (2015) also
show that regional government spending has a positive and significant influence on income
inequality.

Having the absence of consistent results regarding with the direction of causality between
the two kinds of government expenditure and income inequality, then our research study re-
examined the relationship between these variables in the context of the Indonesian economy.
Unlike the previous researchers, our study utilizes panel vector autoregressive as means of an
econometric model that is applied to analyze the relationships between the variables. In
addition, the use of Granger causality tests also allows us more detail to investigate the nature
of causal relationships of the variables.

The paper is composed of five sections. The second section contains information about the
literature review that explains empirical findings on the relationship between government
spending and income inequality. The third section describes the research method containing
data sources and econometric analysis models that are applied to analyze relationships
between variables. The fourth section is the result and discussion containing information
about the trends of spending on goods and services, and social spending as well as the
dynamics of income inequality in Indonesia, the result of PVAR estimate coefficient and
Granger Causality test and its discussion. Then, the last section is conclusions and
recommendations.

2. Empirical literature

Local government expenditure is an important instrument of regional fiscal policy
reflected in the local administrations budget. This expenditure excludes the form of public
expenditure to finance development, employee salaries and the provision of public
infrastructure to meet community needs but also in the form of goods and services, and social
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spending (Crudu, 2015). The allocation of the two kinds of spending at the regional budget is
an important policy for local governments that are expected to affect economic growth and
income inequality (Afonso et al., 2008).

So far, there have been many research studies on the impact of government spending,
especially for good and services, and social spending on income inequality. However, their
empirical findings are still confusing. That is, the research findings of researchers do not yet
have the same conclusions regarding the direction of the causal relationship between the
variables. Ali & Ahmed (2010) prove that government spending in the form of providing
public goods and services enables to reduce income inequality. Anderson et al. (2017) also
found that the allocation of the government budget on goods and services spending was able
to reduce income inequality. Likewise, with the empirical study conducted by Heer &
Scharrer (2018) regarding the impact of government spending shock on income inequality
also provides empirical evidence that increases in government spending will decrease income
inequality.

The findings of the studies are consistent with previous studies conducted by Donoaghue
et al. (2004) and Decoster et al. (2009) concluding that public spending on goods and services
may be able to reduce inequality. When the government increases the budget for goods and
services to meet the needs of the community, the policy can improve income distribution.

Regarding the linkage of social spendings and income distribution, several studies have
pointed out the positive impact of the spending on income distribution. For example, the
empirical study conducted by Niehues (2010) and Martinez-Vazquez et al. (2012) discovered
that social spending has a positive impact on income distribution. The impact of the spending
on income inequality reduction is even greater when compared to the impact of increasing
taxes which also aims to improve income distribution (Lustig et al., 2014; Doerrenberg &
Peichl, 2014).

In contrast to the empirical findings as explained above, the results of the study by Claus et
al. (2014) in Pakistan found that social spending increases income inequality. Similar to the
results of the study of Khan & Hashmi (2015) in Pakistan proofing that social spending
increase income inequality. Gallo & Sagales's (2013) research also prove that government
spending increases income inequality. The findings are in line with the findings of Sabir et al.
(2015) founding out that government spending had a positive and significant influence on
income inequality. Previously, the study of Jones (2007) on the linkage of income inequality
and social spending in Japan also concluded that the impact of social spending on income
quality in Japan is weak compared to other OECD countries.

3. Data and research methods

The data used in this study is a secondary data which is provided by Indonesian central
bureau of statistics. The secondary data are an annual panel dataset of 26 provinces in
Indonesia from 2005 to 2015. The measurement of income inequality uses the Gini ratio. A
number of the previous research study also utilizes the ratio as measures of income inequality
(Modalsli, 2018; Amri & Nazamuddin, 2018). Furthermore, the measurement of goods &
services spending and social spending are based on per capita spending for the two kinds of
spending and then measured by IDR thousand per capita.

A first stage in our empirical study is represented by the analysis of stationary. I used the
Levine-Lin—Chu (LLC) method (Levine, Lin, & Chu, 2002) and the Im—Pesaran—Shin (IPS)
method (Im, Pesaran, & Shin, 2003) to check the order of integration to see where the time
series variable attains stationary. Both the LLC and IPS methods were deployed on the
principles of the conventional Augmented Dickey—Fuller (ADF) test. The LLC methods
explores the heterogeneity of intercepts across members of the panel, while the IPS method
explores the heterogeneity in the intercepts, as well as in the slope coefficients. Both tests
were applied by averaging individual ADF t-statistics across cross-section units.

The second stage in the method of the analysis is co-integration test. The concept of co-
integration, introduced by Granger (1969), is relevant to the problem of determining long-run
relationship between the variables. The basic idea that underpins co-integration is simple. If
the difference between two non-stationary series is itself stationary, then the two series are co-
integrated. If two or more series co-integrated, it is possible to interpret the variables in these
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series as being in a long-run equilibrium relationship (Engle & Granger, 1987). By contrast, a
lack of co-integration suggests that the variables have no long-run relationship-thus, in
principle, the postulated variables can arbitrarily move far away from each other.

In the three stage, the causality analysis between the three variables is performed by means
of a panel vector auto regression (PVAR) model. The panel data VAR methodology combines
the traditional VAR approach, which treats all the variables in the system as endogenous, with
the panel-data approach, which allows for unobserved individual heterogeneity (Grossmann et
al., 2014). The optimal of lag length is evaluated by means of the Schwarz information
criterion. PVAR model employed to examine the causality relationship among income
inequality, social spending and good & services spending formulated as follow:

ALGRy= o+ ) BajALGRi.;+ B BajALGSSye s + ) BajALSSie s+ i

=1 =1 Jj=1

ALGSS,= wg+ Z By;BLGSS;s_; + Z BaBLGR,_; + Z BasBLSS; s ; + s
F=1 j=1 j=1
ALSS;p= o+ Z By;BLSS;e_; + Z BasBLGR;s_; + Z BajBLGSS p_s + Ve
j=1 j=1 j=1

where ALGR  denotes the first difference of the natural logarithm of Gini ratio as the
measurement of the income inequality, ALGSS  denotes the first difference of the natural
logarithm of goods and service spending per capita, and AL35 denotes the first difference of
the natural logarithm of social spending per capita, i denotes the province of i, and t denotes

the period of t. Furthermore, ® and B are constants to be estimated, as well as, # , £ , and
¥ denotes a stochastic error term of the PVAR equation, respectively.

4. The findings and discussion

4.1. The descriptive statistics of the variables

From 2005 to 2015, income inequality at the provincial level in Indonesia differed one and
another. The difference likely is shown from the Gini ratio of the respective province. Besides
the dynamics of income inequality also change over the period. On one side, there are several
provinces have an increased Gini ratio, and others with a Gini ratio that tends to decline. The
results of descriptive statistics show that the highest Gini ratio of 0.44, and the lowest of 0.35
with an average of 0.351.

The local government budget for the provision of public good and services and social
spending also differs between the province. Highest-goods and services spendings province is
IDR1,267,956.00 per capita. Conversely the lowest-goods and services spendings provinces
of IDR106,307.40 per capita with an average of IDR173,621.60 per capita. The government
budget for social spendings is lower compared to spending on public goods and services. The
highest social spendings are IDR641,332.50 per capita and contrarily the lowest of
IDR51,651.71 per capita. In detail, the results of the descriptive statistics and correlation
coefficients of the variables, as shown in Table 1.
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Table 1. Descriptive statistics of the research variable

Goods and Services
Statistical Gini Spending (IDR0O0O per Social Spending
Measures Ratio capita) (IDROO0O per capita)
Mean 0.3514 173,621.60 90,761.93
Median 0.3500 106,307.40 51,651.71
Maximum 0.4400 1,267,956.00 641,332.50
Minimum 0.2600 16,821.30 316.95
Std. Dev. 0.0422 202,529.60 91,494.22
Observations 286 286 286
Correlation between variables
GR 1
GSS 0.2248 1
SS 0.3626 0.6397 1

Sources: Authors’ Computation using E-views 9.0

Table 1 above also show the correlation between the three variables. The relationship
between income inequality (GR) and GSS showed a correlation coefficient of 0.228. This
thing evidence that the two variables correlated positively. Coefficient correlation between SS
and income inequality, and between the GSS and SS showed by a correlation coefficient of
0.3626 and 0.6397, respectively. Thus, it is can conclude that the nature of relations between
the variables is positive. Goods and services spending are positively related with social
spending. higher goods and services spending, higher social spending.

4.2. The result of unit root test

The most important thing about the use of the econometric model in analyzing time series
data is that the data attains a stationary condition (no unit roots). Therefore, the main step in
data analysis is testing whether the data suffers from unit roots or vice versa have achieved
stationarity. The unit root test of panel data set utilizes six approaches consisting of Levin,
Lin & Chu (LLC), I'm, Pesaran & Shin (IPS), ADF - Fisher X2, ADF - Choi Z-stat, PP -
Fisher, and PP - Choi test (Amri, 2018). The result of the test summarized in table 2.

Table 2. The result of panel unit root test

Individual Intercept Intercept & Trend
. Level First Difference Level First Difference

Variabel Methods T-stat P-value T-stat P- T-stat P- T-stat P-
value value value
1 Income Levin, Lin & Chu -3.813 0.000 -5.771 0.000 -2.898 0.002 -4.672 0.000
Inequality ~ Im, Pesaran & Shin 0.309 0.622 -2.092 0.018 0.705 0.759 0.488 0.687
(LGR) ADF - Fisher X* 40.790 0.869 74.064 0.024 36.876 0.944 42.368 0.827
ADF - Choi Z-stat 0.340 0.633 -3.027 0.001 0.792 0.786 0.370 0.644
PP — Fisher 43.597 0.790 133.716 0.000 32.048 0.987 126.262  0.000
PP — Choi -0.021 0.492 -6.502 0.000 2.341 0.990 -4.529 0.000
2 Sosial Levin, Lin & Chu -3.885 0.000 -9.034 0.000 -9.171 0.000  -12.646 0.000
Spendings  Im, Pesaran & Shin 1.266 0.897 -4.707 0.000 -1.148 0.125 -2.002 0.022
(LSS) ADF - Fisher X* 36.318 0.952 118.664 0.000 76.853 0.014 97.903 0.000
ADF - Choi Z-stat 1.550 0.939 -5.828 0.000 -2.269 0.012 -4.033 0.000
PP — Fisher 38.485 0918 286.997 0.000 135.358 0.000  252.354  0.000
PP — Choi 1.865 0.969 -12.646 0.000 -4.576 0.000 -11.278 0.000
3 Good and Levin, Lin & Chu -3.229 0.000 -5.287 0.000 -3.758 0.000 -5.913 0.000
Services Im, Pesaran & Shin 2.373 0.991 -3.061 0.001 0.186 0.574 -0.487 0.313
Spending ADF - Fisher X? 26.444 0.999 92.707 0.000 56.201 0.321 63.326 0.135
(LGSS) ADF - Choi Z-stat 2.771 0.997 -3.785 0.000 0.365 0.643 -1.768 0.038
PP — Fisher 96.075 0.000 182.799 0.000 57.338 0.284  163.151 0.000
PP — Choi -2.510 0.006 -8.726 0.000 1.498 0.933 -7.162 0.000

Note:  p-value < 0.05 indicates the 95% level of significant, and p-value > 0.05 indicates the 95%

level of insignificant.

Sources: Authors’ Computation using E-views 9.0

As shown in table 2 above, at the level, the majority of the respective p-value for all
methods of panel unit root test is more than 0.05. This thing indicates that the variables are
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non-stationer at the level. However, the p-value is less than .05 at the first difference either for
Individual intercept, and intercept & trend approach. Thus, the variables achieved stationary
after the first differencing.

4.3. The result of co-integtation test

Co-integration tests are aimed to test whether the long run-relations exists between the
variable analyzed, or vice versa. The test uses Pedroni's (1999) co-integration test, which
suggests seven statistical methods to detect the existence of cointegrating conditions for a set
of panel data. The statistical methods categorized into two groups. The first group tests a
cointegrating phenomena within-dimension (test panel) containing the panel v-statistics, panel
rho-statistics, panel ADF-statistics, and panel PP-statistics. The second group detects
cointegrating phenomena between dimension (group test), including rho-Statistic, PP-
Statistics, and ADF-Statistics. The test proposes two hypotheses consisting of null hypotheses
proposing that there is no cointegration between income inequality, GSS, and SS, and then
alternative hypotheses that suggest that the three variables are co-integrated. Acceptance or
rejection of the hypotheses refers to the p-value of Eviews output with the criterion that the
alternative hypothesis is accepted, and vice versa the null hypotheses is rejected if the p-value
is <.05. Conversely, the alternative hypotheses rejected and the null hypotheses is accepted if
p-value> .05. The result of Pedroni's cointegration test shown in Table 3.

Table 3.The result of Pedroni’s cointegration test

Panel Cointegration Statistics (Within-Dimension)

Statistical Values
Test Statistics Individual Tntercept Individual Intercept and

Trend

1.4643 -1.6320

Panel v-Statistic (0.0716) (10.9487)
1.1158 3.6916

Panel rho-Statistic (0.8678) (0.9999)
-1.2782 -0.3773

Panel PP-Statistic 0.1006) (0.3530)
-1.8293 0.0712

Panel ADF-Statistic (0.0337)* (0.5284)

Group Mean Panel Cointegration Statistics (Between-Dimension)
Test Statistics Statistical Values
Individual Intercept Individual Intercept and
Trend
3.1527 5.3443
Group rho-Statistic (0.9992) (1.000)
-1.8430 -2.0688
Group PP-Statistic (0.0327)* (0.0193)**

-0.5207 1.5011

Group ADF-Statistic (0.3013) (0.9333)

Note:  The values in parentheses give the probabilities values. Ho: no cointegration; * and ** indicate
the rejection of null hypothesis at 95% and 97.5% significant level, respectively.

Sources: Authors’ Computation using E-views 9.0

Table 3 above informs that the criterion of unit root test has not fully attained. Among the
four measures of statistical criteria used to detect the cointegrating phenomena within-
dimension of panel data set, only the ADF-Statistic Panel has p-value <0.05, whereas the p-
value of the other statistical value > 0.05. This thing statistically means that there is no within-
dimension cointegration of the data set panel. In term of the cointegration test for between
dimensions, table 3 above also shows that among the three approaches used, only PP-
Statistics has p-value <0.05. Conversely, two more approaches (rho-Statistics and ADF-
Statistics) have a p-value >0.05. This thing also statistically indicates that there is no
cointegration between dimensions in the panel data set. Referring to the results of Pedroni
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(1999)’s panel cointegration tests described above that can be known that the majority of p-
value > 0.05. Thus, it can interpreted the absence of co-integrative relations between the three
variables. In other words, there is no long-run relationship between them.

The absence of an equation that explains the long-run relationship of the variables is also
in line with the results of the Kao’s Residual Panel Cointegration Test. The existence of long-
term relationships based on the p-value generated by econometric calculation. P-value <0.05
indicates that there are co-integrated relations between the variables. Conversely, the p-value>
0.05 statistically explained that there are no co-integrated relations. The result of the panel
cointegration test, as summarized in Table 4.

Table 4. The Result of Kao’s Residual Panel Cointegration Test

Null Hypothesis T-Statistic P-value

No cointegration 0.327 0.415
Residual Variance 0.002
HAC variance 0.005

Source: Authors’ Computation using E-views 9.0

The statistical result of the Kao’s panel integration test shows the p-value of 0.415 (>
0.05). This thing statistically provides the strong evidence that in the long-run, the three
variables are not co-integrated.

4.4. The result of the lag length criteria

The tests used were determined based on informational criteria - the Akaike information
criterion (AIC), Hannan-Quinn (HQ), and Schwarz information criterion (SC), taking into
consideration that if the number of lags is too small then the model does not capture all the
information while if there are too many lags then the degree of freedom are wasted. Different
information criteria suggest different optimal lag lengths for the VAR model, as shown in
Table 3. The standard information criteria of sequential modified LR test statistic and Final
prediction error shows an optimal lag length of 6. Information criteria of Akaike information
criterion also shows an optimal lag length of 6. Whereas, the standard information criteria of
Schwarz information show and optimal lag length of 1. In this respect we use Akaike
information criterion in making sure optimal lag of PVAR.

Table 5. Result of VAR lag order selection criteria

Lag LogL LR FPE AIC SC HQ
0 -125.7819 NA 0.002389 2.4766 2.5528 2.5075
1 104.0780 442.0382 3.42e-05 -1.7707 -1.4656* -1.6471
2 114.5699 19.5715 3.32e-05 -1.7994 -1.2655 -1.5831
3 123.3653 15.8993 3.34e-05 -1.7955 -1.0327 -1.4865
4 141.1376 31.1016 2.83e-05 -1.9642 -0.9725 -1.5624
5 152.6232 19.4372 2.70e-05 -2.0119 -0.7915 -1.5175
6 175.7245 37.7617*  2.07e-05*  -2.2832* -0.8338 -1.6959*

* indicates lag order selected by the criterion; LR is stand for sequential modified LR test statistic (each
test at 5% level); FPE is stand for Final prediction error; AIC is stand for Akaike information criterion;
SC is stand for Schwarz information criterion; and HQ is stand for Hannan-Quinn information
criterion.

Sources: Authors’ Computation using E-views 9.0

Since the variables achieved stationarity after first differencing and Akaike information
criterion shows an optimal lag length of 6, we use lag length of 6 in using panel vector auto
regressive.

4.5. The result of VAR stability test

The stability of the analysis model is very important to ensure that the model provides
accurate estimation results. The econometric model used in this study is PVAR. When the
model is unstable, then the analysis of Impulse Response Function and Variance
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Decomposition are unbelievable. The stability test of the econometric model utilizes the roots
of characteristic polynomials. A VAR system has a stability condition if the modulus of its
roots is smaller than one (Gujarati, 2004), and all of the points lies on the AR roots graph
circle (Wibowo & Mubarok, 2017). Refer to the results of the lag order selection criteria as
previously explained, the stability test, in this case, is carried out at the lag length of 6. In
detail the results of the PVAR stability as shown in Table 6 and Graph 1.
Table 6. AR Roots Table Figure 1.
Root Modulus Inverse Root of AR Characteristic Polynomial

0.995461 - 0.029179i 0.995889 1.5

0.995461 + 0.029179i 0.995889
20.885347 + 0.439470i 0.988420

-0.885347 - 0.439470i 0.988420 1.0
20.543707 + 0.692502i 0.880441

20.543707 - 0.692502i 0.880441 .

0.614385 - 0.576339i 0.842399 0.5+

0.614385 + 0576339 0.842399 .

0.081268 + 0.821413i 0.825423 0.0 )
0.081268 - 0.8214131 0.825423 :

0.306529 - 0.747021i 0.807465 .

0306529 + 07470211 0.807465 05

0.762651 - 0.067650i 0.765645 .

0.762651 + 0.067650i 0.765645

0.707759 + 0.2765181 0.759859 1.0

0.707759 - 0.276518i 0.759859

20710601 - 0265038 0.758418
20710601 + 0.2650381 0.758418 1.5 ‘ ‘ | ‘ ‘
0.177861 + 0.695746i 0.718120 45 40 05 00 05 10 15
0.177861 - 0.6957461 0.718120

-0.340390 - 0.377508i 0.508309
20.340390 + 0.377508i 0.508309

20.401404 0.401404
0.288909 0.288909

No root lies outside the unit circle

VAR satisfies the stability condition

Sources: Authors’ Computation using E-views 9.0

Based on the VAR stability test as in the table and figure above, it is able concluded that
the VAR estimation used for IRF and VD analysis is stable in the lag length of 6 due to a
modulus range of 0.288909-0.995889.

4.6. The result of panel vector autoregressive

Taking into account the variables studied have no long-run equilibrium and stationary at
the first difference, then the econometric model used to analyze causality between variables is
panel vector autoregressive (PVAR). The result of PVAR shows that income inequality in a
certain period is positively and significantly affected by its self at the 1-2 period before. GSS
negatively affect income inequality. Similarly, SS also has an impact on reducing income
inequality. The negative effect of GSS on income inequality occurs after the 4th period, while
the negative influence of social spending exists after the 2nd period, faster compared to the
negative effect of GSS. This thing indicates that in the short term, the increase in SS is the
best solution for local governments in improving income distribution. Allocating government
budgets to these expenditures can directly have an impact on income in the community. For
example, government spending on education and health assistance for the poor, government
spending on community empowerment and institutional strengthening and spending on
implementing poverty reduction programs are part of social spending. The difference in the
effectiveness of GSS and SS in reducing poverty in the short-term is consistent with the
results of the research of Costa & Gartner (2017) for the case of Brazilian economy that social
spending of local governments has a faster effect in reducing income inequality. This finding
supports the results of the study of Ali et al. (2015) concluding that social spending is the
most favorite fiscal policy to improve income distribution.

The GSS positively influenced by its self in the 1-period time horizon. Income inequality
for a certain period has a positive and insignificant effect on GSS in the 2-period time
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horizon. This thing indicates that income inequality is not the main consideration of the local
government in determining local budget policy, especially in term of the goods and services
public expenditure. Furthermore, SS has an ambiguous effect on the GSS, but the effect is not
significant. At the 1-3 period time horizon, SS has a positive effect, but at the 4-6 period time
horizon, the effect is negative. In details of the functional relations of the three variables in the
dynamic model of PVAR as shown in table 5.

Table 7. The Summary of panel vector autoregresion

Dependent Variable
Independent ALGR ALGSS ALSS
Variable Coefficient t- Coefficient t- Coefficient t-statistics
statistics statistics
ALGR(-1) 0.6481 6.2663 0.1629 0.5507 -1.1356 -1.3802
ALGR(-2) 0.2373 2.0023 0.1120 0.3304 2.6907 2.8534
ALGR(-3) -0.2592 -2.0226 -0.9207 -2.5119 0.5241 0.5141
ALGR(-4) 0.2087 1.6330 0.3703 1.0131 -4.6657 -4.5887
ALGR(-5) 0.0223 0.1378 -0.5411 -1.1702 3.7879 2.9451
ALGR(-6) -0.0618 -0.5276 0.6418 1.9152 -1.5798 -1.6948
ALGSS(-1) -0.0208 -0.5346 0.8047 7.2161 -0.5088 -1.6403
ALGSS(-2) 0.0514 1.0663 -0.0426 -0.3087 0.1567 0.4086
ALGSS(-3) 0.0040 0.1082 -0.0178 -0.1673 -0.0879 -0.2965
ALGSS(-4) -0.0806 -2.3221 0.0944 09514 0.4716 1.7085
ALGSS(-5) 0.0905 2.8314 0.2506 2.7409 -0.6333 -2.4897
ALGSS(-6) -0.0315 -1.2309 -0.1245 -1.7018 0.6637 3.2616
ALSS(-1) 0.0118 1.0700 0.0152 0.4797 0.4031 4.5869
ALSS(-2) -0.0331 -3.3100 0.0225 0.7863 0.1241 1.5615
ALSS(-3) 0.0159 1.4816 0.0149 0.4871 -0.1543 -1.8094
ALSS(-4) -0.0033 -0.3062 0.0307 0.9871 0.2268 2.6236
ALSS(-5) -0.0145 -1.6914 -0.0019 -0.0794 0.1272 1.8681
ALSS(-6) 0.0143 1.7988 -0.0213 -0.9346 -0.1496 -2.3635
C -0.2413 -2.0563 -0.1795 -0.5351 4.3787 4.6903
R-squared 0.7178 0.9659 0.7176
Adj. R-
squared 0.6580 0.9588 0.6579
F-statistic 12.0103 134.1009 12.0025
Akaike AIC -2.7869 -0.6853 1.3608
Schwarz SC -2.3038 -0.2022 1.8439
Mean
dependent -0.9788 12.0627 11.6054
S.D.
dependent 0.0946 0.7796 0.7527
Note: t statistics > 2,00 indicate a significant effect; and t statistics < 2,00 indicate an insignificant
effect.

Sources: Authors’ Computation using E-views 9.0

The income inequality for a certain period has a positive effect on SS at the 2-period later.
This thing means that income inequality has been the main determinant factor of public
spending policy for the local government, especially regarding social spending allocations.
This finding confirms the empirical research of Cimoli et al. (2010) for the case of Latin
America discovering, that the social spending growth is parallel to the hike of income
inequality.

Further, The GSS has a negative and insignificant effect on SS at the 3-period horizon.
This statistical evidence indicates a trade-off between GSS and SS. When local governments
increase budget allocations for GSS, they must reduce SS. Conversely, when GSS decreases,
the budget allocation for SS can be increased. However, the trade-off relationship between the
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two instruments of fiscal policy is not significant. The existence of the inverse relationship
between the two variables is in line with the study of Jones (2007) in OECD countries
founding out that social spending hike depends on the fiscal situation.

The negative effect of SS on income inequality is faster than the effect of spending on
goods and services. The increase in GSS spending decreases income inequality after the 4
periods, whereas social spending decreases income inequality after 2 periods. Thus, in the
short term, government budget allocation in the form of social spending is more effective in
improving income distribution in society compared to goods and services.

This finding supports the results of a study by Johanson (2000) discovering that the
reallocation of government spending towards goods and services would increase income in
the long run, while the increase in social welfare spending will improve income distribution in
the short-run. This finding is also consistent with the results of an empirical study by Higgins
& Pereira (2014) proofing that social spending effectively increases the distribution of
income. A recent research study conducted by Sanchez & Pérez-Corral (2018) for the case of
several EU countries also revealed a negative relationship between SS and income inequality.
A contrarily, this finding is not in line with the result of Goudswaard & Caminada's (2008)
study discovered that there is no significant relationship between social spendings and the
distribution of income.

4.7. The result of impulse response function

The IRF graphically depicts the time spanning and nature of the response of the inter
variables in the VAR dynamic models. Figs 2 provide the impulse response graphs for
relationship income inequality, GSS, and SS, respectively. The GR positively and weakly
reacts to the shock of its own self. When examining the impulse response of income
inequality to the shock of SS social spending (upper central), we find that the existence of
shock in SS tends to increase the income inequality over the period. At the 5 and 10-period
horizons, the response is towards the equilibrium point. The response of income inequality to
the GSS is zero for the 4-period horizon, then is negative in the following period.
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Figure 2. Impulse response function of the variables
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The SS negatively responds to the shock of the GSS at the 1-3 period horizon, and then
positively at the 6th period. Further, the GSS positively reacts on the shock of the SS at the 1-
2 period horizon, and then negatively at the following period. Then, the GSS positively
responds to the shock of itself, but the reactions weakly tend for the 5th period and then
strongly until the 6th period.

4.8. The result of variance decomposition analysis

One way to determine how important the different exogenous shocks are in explaining the
dependent variables is to calculate the fractions of the forecast error variance of these
variables attributable to the respective orthogonal shocks. The analysis would reveal the
contribution of the variable in explaining the forecast error variance of either itself or others.
The variance decomposition analysis is utilized to assess the dynamic interactions between
the variables in panel VAR model.

The results of the variance decomposition are shown in Table 4. In general, the results
further substantiate the earlier findings which base on the impulse response function.
Variations in GR variable explain around 98.63 percent of its forecast error variance at the 3-
year horizon, indicating that decreasing in GR is one of the most important variables in
explaining the dynamic of its own variance. The VDA result also shows that GSS and SS
contribute up to 0.143 percent and 1.225 percent of the forecast error-variance of GR at the 3-
year horizon, respectively. This indicates the two variables are not one of the important
factors in explaining the evolution of GR in the community.
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Table 8. Variance decomposition of variables

Peri Variance ]Zicérg.position of Variance Decomposition of ALSS:  Variance Decomposition of ALGSS:
od ALGR ALSS ALGSS ALGR ALSS ALGSS ALGR ALSS ALGSS
1 100.000 0.000 0.000 11.083 88.917 0.000 2.120 10.568 87.312
2 98.419 1.467 0.114 14.253 84.581 1.166 10.583 7.085 82.332
3 98.632 1.225 0.143 19.538 77.231 3.230 9.769 5.554 84.677
4 97.811 2.043 0.146 19.366 77.965 2.669 12.603 4.939 82.458
5 96.912 1.765 1.323 26.639 71.019 2.343 12.608 5.938 81.454
6 96.590 1.880 1.529 24.452 72.776 2.772 26.150 4.524 69.326
7 95.835 2.010 2.155 31.887 65.313 2.801 25.324 4.619 70.057
8 95.554 1.939 2.507 33.464 63.921 2.614 23.448 4335 72.216
9 95.075 2.521 2.405 34.659 62.839 2.502 23.091 4.581 72.328
10 95.324 2.283 2.392 38.174 59.539 2.287 21.672 4.642 73.686

Cholesky Ordering: ALGR ALSS ALGSS
Sources: Authors’ Computation using E-views 9.0

Table 8 above statistically informs that the statistical contribution of income inequality to
explain variations in GSS and SS is greater than the statistical contribution of the two kinds of
spending in explaining variations in income inequality. This thing provides empirical
evidence that the decisions of local governments in Indonesia in determining spending
policies for the provision of goods and services and social spending make income inequality a
consideration.

4.9. The result of PVAR Granger causality test

Causality test is used to investigate the nature and direction of causal relationships
between variables. The results of the test can explain whether two variables have a reciprocal
or one-way relationship. Due to the research operationalizes a panel data set, the causality test
which we employed is PVAR Granger causality. The result of the test statistically points out
that bidirectional causality exists between SS and income inequality, and between income
inequality and GSS, as well as unidirectional causality running from GSS to SS. Table 5
describes the causality relationship between the variables.

Table 9. The result of VAR Granger causality

Endogenous Exogenous Variable
Variable ALGR ALSS ALGSS
(14.709) (11.919)
ALGR - [0.023]** [0.064]*
(37.999) ] (16.991)
ALSS [0.000]%** [0.009]%**
(12.877) (4.920)
ALGSS [0.045]** [0.554] i

Note: Number in ( ) is chi-square; Number in [ ] is p-value
* significant at 90% level, ** significant at 95% level, and *** significant at 99% level.

Referring to the table 8 below, the direction of causality relationship among goods and
services spending, social spending and income inequality as seen on Figure 3.
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Figure 3. The nature of causality relationship among the variables

Social
Spendings

Goods R Income
& Services - Inequality
Spendings

The existence of two-way causality between income inequality and SS indicates that the
variable can lead to income inequality. Likewise, income inequality also causes SS. This thing
proves that the strategic decision of the local government to allocate public budgets in SS also
based on income inequality the main reason. These findings are consistent with the PVAR
results which explicitly show, that social spending in a certain period positively and
significantly affected by income inequality at the two periods earlier. On the other hand,
income inequality is negatively and significantly affected by the SS of the previous two
periods.

The existence of two-way causality between income inequality and spending on goods and
services indicates that the distribution of income had been an important consideration for
local governments to determine the budget allocation into the two kinds of spendings. In other
word, the government's policy in determining these spendings indicates that they have a
positive response toward the change of income inequality. Conversely, changes in
government spending on goods and services can also cause changes in income inequality.
This thing is consistent with the results of the PVAR explained earlier that informs positive
and insignificant effect of income inequality on goods and services spendings at one and two-
period horizons. Meanwhile, an increase in spending on goods and services has a significant
impact on decreasing income inequality at the four-period horizon.

The figure 3 above shows that the existence of one-way causality between spending on
goods and services and social spending indicates the local government expenditure into social
spendings not may be separated from the total spending budget composition of the
government. The change in goods and services spendings lead to a change in social spending.
As explained earlier, the spendings on goods and services negatively and insignificantly affect
social spending at the one-period horizon. But at the two-period horizon, the effects are
positive and insignificant.

This finding is in line with the results of a study by Gallo and Sagales (2013) which
concluded that income inequality is an important determinant of the composition of the
government budget. Previously, an empirical study conducted by Ospina (2010) also pointed
out that the increase in income inequality related to social and economic changes and in turn,
affect government spending. This finding also supports the results of the empirical study
conducted by Ali et al. (2015) in Pakistan which emphasizes that government policies for
social spending are very important to improve income distribution in the community.

5. Conclusions and Suggestion

Debate on the effectiveness of government spending on goods and services and social
welfare in improving income distribution has long been the highlight of economic
researchers. Some researchers conclude that these spendings cannot reduce income inequality.
Others found empirical evidence suggesting that spending on goods and services and social
spending can be a solution for improving income distribution in the short-run. This study
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seeks to reveal the effect of these two kinds of spendings on income inequality in the
perspective of the Indonesian economy. In addition to analyzing the direction of causality
relationships between variables, this study also examines which of these spending is more
effective in reducing income inequality.

Using a panel data set of 26 selected provinces in Indonesia for periods of 2005 to 2015,
then the data is analyzed by econometrical models of PVAR, and Granger causality test. The
main finding of the research as follows: Firstly, there is no long-term relationship between the
three variables. At the 2-periods horizon, income inequality is positively influenced by itself.
This thing means that income inequality in a certain period has an impact on decreasing
income distribution in 1-2 periods later. At the same period horizon, goods and services
spending has a positive but not significant effect on income inequality. At the 3-period
horizon, the expenditure has a negative and significant impact on income inequality.
Furthermore, social spending reduces income inequality at the 2-period horizon. That is, the
increase in social spending of a certain period has a significant impact on income inequality
reduction after 2-periods later. Then, in the 3 to 6 -periods horizon, social spending does not
affect income inequality. Secondly, the policy of local government sets the social spendings
to improve income distribution regarding the allocation of goods and services spendings. The
change in budget allocation in social spending is a response to the increase in other
expenditure budgets, especially for goods and services spendings. The results of the causality
test indicate a two-way causality between social spending and income inequality, and between
goods and services spendings and income inequality. The local government policy in
allocating these two types of expenditure is a response to income inequality. Furthermore, the
decline in income inequality is a response to spending on goods and services and social
spending.

This research implies that local government policies in reducing income inequality should
do through increased public expenditure on goods, services, and social spending. However,
the implementation of spending not enable to reduce income inequality in the long-run. Social
spending is a short-term solution for reducing income inequality and not being able to
improve income distribution in the long-run. Therefore, it is better for local governments in
Indonesia to formulate regional budget policies that oriented towards increasing income
distribution in the community. The occurrence of income inequality should not be responded
with increase the public expenditure component for social spending and the provision of
goods and services significantly, but be prefaced through spending policies that oriented
towards improving public infrastructure to increase economic activities, especially for people
living in rural areas.
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Abstract

The main purpose of the paper is to determine the effect of inflation on total deposits and
the financing of sharia commercial banks in Indonesia. A monthly time series data over the
period of 2012.1-2017.6 was analyzed using Johansen Co-integration test, vector error
correction model, and Granger causality test. The co-integration test indicates that there is a
long-run relationship between the variables. In the long-run, inflation is negatively related to
total deposits and sharia financing. In the short-run, the inflation has no significant effect on
the two variables. The sharia financing has a negative effect on itself at the 1 and 2-month
period. The result of the Granger causality test points out that there is a bidirectional causality
relationship between total deposits and sharia financing. Furthermore, unidirectional causality
running from the inflation to sharia financing and from total deposits to the inflation.

Keywords: Inflation, Total Deposits, Sharia Financing, VECM, and Granger Causality
Test

JEL classification: E31, E51, G21, N15

1. Introduction

The presence of sharia commercial banks provides an expectation for the improvement of
economic activities of the community in Indonesia. Most of the people of this country are
Moslems who in all aspects of their lives are required to always guided by the shariah values,
especially in the economic activity. Until 2012, there are 25 units of sharia finance institution
in Indonesia. The number increase to 34 units in 2017. Along with the increase in the number
of Islamic financial institutions in Indonesia, third-party funds and the distribution of Islamic
financing also increased over year. The financing is not only distributed by sharia banks but
also sharia business units. Until the period of January 2012, the total of sharia financing in
Indonesia reached IDR101.689 billion, increased to IDR147.505 billion in January 2013 with
the average growth for the period amount to 3.45 percent per month. The increase in the total
financing indicates that sharia financing is in great demand by the public. The demand for the
financing is not only intended to meet the needs of household consumption but also for the
working capital and investment financing.
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The dynamics of the total financing in the sharia commercial banks are related to the
macroeconomic factors such as inflation. It is due to inflation is a monetary variable that
affects the balance in the financial market. The inflation viewed as a profitable condition for
the business activity, so in under conditions of rising inflation, the businessmen extremely
want to improve their business capacity through the increases in the investment and working
capital. The lack of internal financing resource to fund the two programs allows them to
request for the financing of the bank. As a result, the demand for financing tends to increase
over time. On the other side, based on deposits customer's point of view, inflation can also
affect the propensity to save. When inflation increases, the cost of living is going to increases,
and the condition will reduce the ability to save. In turn, the total deposits held in the financial
institution tend to decline.

Study on the relationship between inflation with total deposit and sharia financing was
carried out by previous researchers. However, they provide a relatively different conclusion
from one another. The relationship between inflation and total deposits is negative (Abduh et
al.,, 2011), insignificant (Ali et al., 2012), relatively weak (Sharma & Mani, 2012) and
positive significant (Moussa & Chedia, 2016; and Husaeni, 2016). The study conducted by
the researchers only investigate the one-way relationship between the variables without
analyzing the presence or absence of the long-run relationship and causality direction among
the three variables.

Furthermore, studies on the impact of inflation on financing also still provide paradoxical
conclusions. The empirical results presented by Calza et al. (2004) revealed that inflation is
the main determinant of bank lending. This finding is in line with the results of Katusiime's
(2018) findings discovered that inflation has a statistically significant effect on the growth of
private sector financing. The impact of inflation on bank lending is positive. In other words,
an increase in inflation drives an increase in demand for bank financing (Shingjergji &
Hyseni, 2015). The main argument underlying the positive relationship is that price increases
are an incentive for entrepreneurs to increase their production output. They want to achieve
optimal production levels to maximize profits, and bank financing is a source of capital to
finance production activities. Previously, different findings were revealed by Arsene& Guy-
Paulin (2013) for the case of the Cameroon economy providing empirical evidence that there
was a negative relationship between bank financing and inflation. In contrast to some of the
researchers above, Johnson (2015) concluded that there is no relationship between inflation
and bank financing.

Since several studies such as those described above have not provided consistent
conclusions our study re-examines the impact of inflation on total deposits and Islamic bank
financing for the context of the Indonesian economy. In contrast to previous research, this
study does not only examine the effect of inflation to total deposits and Sharia financing but
also analysis the long-run and short-run relationships as well as the causality of the three
variables. Therefore, the findings can be used to initial information for the next empirical
studies. In term of practical implication, the findings provide information for governments
and policymakers regarding the distribution of sharia financing in Indonesia.

The paper is arranged into five sections, following this introduction is section two which
presents the literature reviews regarding the linkage of inflation, total deposits, and sharia
financing. Section three consists of data sources, measurement of variable and model analysis.
Section four pertaining estimation result and discussion, as well as section five, highlight the
conclusion and suggestion.

2. LITERATURE REVIEW

2.1. The relationship between inflation and total deposits

Inflation has an impact on people's behavior in using their funds, including the decision to
deposit funds in a bank financial institution. The total deposits have usually come from the
community as savings customer. Economic theory states that savings are the difference
between income and consumption. The greater the share of income used to meet consumption
needs, the smaller the availability of funds for savings. Under conditions of inflation, the
raising in prices leads to the increase in household's consumption spending which in turn
reduce the propensity to saving (Athukorala & Tsai, 2003). Thus, inflation not only affects the
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propensity to consume but also affects the volume of savings, including the number of third-
party funds in Islamic financial institutions. This thing is in line with the empirical findings of
Cetin (2014) which proved that the increase in price impacts on third-party funds of bank
finance institution.

The total deposits on the sharia financial institutions are also related to inflation. As the
research findings of Mobin & Masih (2014) pointing out that in the case of sharia bank, the
inflation also has a strong impact on the total deposits. Several studies on the interrelation
between the two variables also provide the empirical information that inflation has a negative
and significant effect on the total deposits (Athukorala & Tsai, 2003; Akhtar et al., 2011; and
Anthony, 2012). Haron & Azmi (2008) also concluded that inflation has a negative
relationship with total deposits. The research conducted by Larbi-Siaw & Lawer (2015) also
proves the negative impact of inflation on the total deposits in the long and short-run. In
contrast to the research findings, Ali et al. (2012) found that inflation has an insignificant
effect on mudharabah deposit as one of the main sources of third-party funds in sharia bank.

Several other studies also provide different conclusions. For example, Karim (2014)
concludes that inflation has a positive and significant effect on total deposits of Islamic banks
and has a significant negative effect on total deposits of conventional banks. Previously,
Alfred (2010) found that the inflation rate has a positive - weak while the real interest rate has
a negative - weak relationship with total deposits by a correlation coefficient of -0.05. An
empirical study conducted by Abduh et al. (2011) also discovered that inflation negatively
affects the total deposits of sharia bank..

2.2. The relationship between inflation and financing

The linkage between inflation and financing has been analyzed by previous researchers.
Nahar & Saker (2016) in their study using the unbalanced panel data of 172 Islamic banks
from 48 Islamic and Non-Islamic countries concluded that inflation rates have a significant
positive relationship with Islamic banking financing. These findings are in line with the
research finding of Adebola et al. (2011) found that there is a positive relationship between
inflation and bank financing in the short run. Karim et al. (2014) also found that inflation has
a positive and significant effect on Islamic bank financing. The positive effect of inflation on
financing was also found by Nazir et al (2013) in their study for the case of Pakistan economy
who found that the supply of loans positively related to the inflation.

Unlike with a number of those findings above, Sharma & Mani's (2012) studies in India
provides empirical evidence that inflation has a weak relationship with financing. Similarly,
the result of Husaeni (2016) which concludes that inflation has an insignificant positive effect
on Islamic bank financing. Similar findings are also evidenced by Moussa & Chedia (2016) in
their research in Tunisia which revealed that there is a positive relationship between inflation
and bank credit (if inflation is rising by 1%, bank credit increase by 4%).

2.3. The relationship between inflation and financing

Bank financial institutions are basically just performing an intermediary function between
people who excess funds on the one side with people suffering the lack of funds on another
side. Third party funds in bank financial institutions are the accumulation of public savings.
The funds are offered by banks to the public in the form of financing. Thus, the greater the
third-party funds of the bank financial institution the greater the availability of funds offered
to the financing customer. The results of empirical studies by previous researchers provide
evidence that there is a very strong positive relationship between third-party funds saved by
the community in Islamic banks with total financing (Karim et al., 2014). The increase in total
deposits significantly increases the financing offered to customers (Husaeni, 2016). In line
with the findings of Husaeni, research conducted by Amelia & Fauziah (2017) also proves
that total deposits have a positive and significant effect on financing. The empirical findings
of Nazir et al. (2013) for the case of Pakistan were also found out that the number of deposits
positively related to the offered loan of financial institutions.

The empirical studies conducted by Mukoya et al. (2015) for the case of the commercial
bank in Kenya point out that the volume of deposits has a positive and significant effect on
total loans. From the findings, for every unit increase in the volume of deposits, a 10.9%, unit
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increase in total loans advanced is predicted. A study conducted by Nguyen et al. (2018) for
the case of Vietnamese banking is also conclude that bank deposits have a positive and
significant impact on bank loans.

Contrast to the empirical findings explained above, Moussa & Chedia’s (2016) studies in
Tunisia provide strong evidence that total deposits have no significant effect on distributed
loans. Other research conducted by Alfred (2010) for the case of Nigerian union bank uncover
that there is a positive and moderately significant relationship between bank deposits and
loans by a correlation coefficient of 0.53. Hence, loans are in-elastic to bank deposits..

3. Data and research methods

The data used is time series data in the form of monthly data for the period of 2012.1 to
2017.6, sourced from Statistics Report of sharia banks of Indonesia. The initial stage of data
processing begins with unit root test or stationarity test of the data. There are two common
ways to do unit root test, namely Augmented Dickey-Fuller test (ADF) and Phillips-Peron test
(PP). Econometrically, using ADF-test to test the unit root of the data is formulated as follows
(Albiman & Suleiman, 2016).

n
ﬁ}"t =mp +°:: Yt_]_ + Z o EYI_J{ +£r

(1)
T
AY, =, 4 Z o AY, 40, 45,
k=1 (2)
Then, the PP-test formulated as follows:
Ax, = fg + faxe_y +6 + Eqer 3)
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Where: A is the first difference for all variables, Y and X are time series data, t is linear
time trend, n is the optimum lag for dependent variables important to make the serial of error
terms not correlated between the first and second equations, and € is random error terms. The
same method applies to *:-1 in equations 3 and 4. By applicating of E-views software, the
standard of the data stationarity using both ADF and PP refer to the probability values. A data
justified reaching a stationary when the probability value of it less than 0.05. Conversely, if
the probability value is greater than 0.05, means the data is not stationary or has a unit root.

After the unit root test, the analysis then continued with lag length criteria test. In
analyzing the tardiness of the model, the most important question is how to determine the
length of slowness, and this is a problem in the model specification (Amri, 2018). So, in order
to determine the model of causality test (the relationship between variables) required
determination of optimal lag length as an initial stage.

The next stage is to perform co-integration test for the equations. The co-integration test
used in this research is Johansen's co-integration technique. The determination of whether the
equations are co-integrated refers to the comparison of both the trace statistic value and
critical value, and the max-Eige statistic value and the critical value with the provision that if
the trace statistic value > critical value, and max-Eige statistic value > critical value can be
concluded that the equations are co-integrated.

The result of the unit root test indicates that the variable achieves stationer at the first
differencing and the co-integration test points out that the variables co-integrated. Therefore,
the data were analyzed utilizing a vector error correction model (VECM). The equation
formulating the causal relationship between variables in the dynamic model as follows:
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Where BLSF ig the first difference of the natural logarithm of sharia financing, ALTDs
is the first difference of the natural logrithm of total deposits, and ALITLf  denotes the first

difference of the natural logarithm of the inflation, & and B are constants to be estimated, as

well as € denotes a stochastic error term. t is the period of t, and i is lag length optimal.

The model above can avoid the loss of short-term information. The short-run deviation
toward to long-term equilibrium, directly adjusted to long-run equilibrium. Therefore, the
term of error helps to correct the proportion of imbalances on the next period. The term error
correction model (ECM) is represented by the coefficient y if the variables are cointegrated.
Finally, Granger causality employed to test the causality relationship between the variables
studied..

4. THE RESULT AND DISCUSSION

4.1. The descriptive statistics of the variables

During the period of 2012.1-2017.6, the total deposits on Islamic commercial banking in
Indonesia tend to increase over monthly. In January 2012 the total deposits of IDR116.518
billions and then increases to IDR148.731 billions in January 2013. Until January 2017 the
total deposits reached IDR177,930 billions. At the same period, the total of sharia financing
of Islamic commercial banking also significantly increase. In January 2012 the total financing
of IDR101.689 billions, and then growing to IDR149.672 billions in January 2013. The
number has continued to IDR181.398 billions in January 2017.

Furthermore, the rates of monthly inflation for the same period are relatively fluctuated
and tend to increases. At the period of January 2012, the monthly inflation rate of 3.75%,
increased to 4.6% in January 2013 and 8.2% on January 2017. The Descriptive statistics of
the three variables, as shown in Table 1.

Table 1. Descriptive statistics of the research variable

Sharia Total Inflation
financing Deposits rates
(IDRBillions) (IDRBillions) (%)

Mean 150,952.0 150,076.6 5.909
Median 157,576.5 153,879.5 5.390
Maximum 187,885.0 185,508.0 8.790
Minimum 101,689.0 114,018.0 3.560
Std. Dev. 29,226.13 25,016.6 0.018
Skewness -0.349 -0.163 0.412
Kurtosis 1.629 1.514 1.553
Jarque-Bera 2.758 2.699 3.236
Probability 0.252 0.259 0.198

Source: Author’s Computation using E-views 9.0

Table 1 above also shows the Jarque-Bera test and the probability value of the respective
variable. Econometrically, these two values are utilized to measure the normality of the data.
The result of the econometric test shows that the statistical value of the Jarque-Bera test is
respectively of 2.758 for the financing, 2.699 for the total deposits, and 3.236 for the inflation.
The p-values of the respective variables are greater than 0.05. This thing indicates that the
data of the respective variables have a normal distribution.

4.2. The result of unit root test

The initial stage of using the time series data in the research is checking the unit root
of the data tested. As explained before, the unit root test in this research using ADF-test and
PP-test. Prior to doing the test, the research variables transformed into logarithmic form. The
unit root test at the level indicates that only the total financing reach stationary with p-value
<0.05. Conversely, total deposits and inflation are not stationary with p-value> 0.05. The test
then performed the first difference data. The result of unit root test as shown in Table 2.



108 Ikhsan, Fitri C.D., Maulana H., Amri K., Regional Science Inquiry, Vol. XII, (1), 2020, pp. 103-114
Table 2. The summary of unit root test
Augmented Dicky Fuller (ADF) Phillips-Perron (PP)
Variable Constant Constant and Trend Constant Constant and Trend
First First First First
Level difference Level difference Level difference Level difference
Shariah
) 0.032* 0.787 0.997 0.100 0.024* 0.006** 0.998 0.000%*
financing
Total Deposits 0.875 0.000%* 0.782 0.000%* 0.878 0.000%* 0.743 0.000%*
Inflation 0.677 0.005** 0.518 0.021* 0.654 0.006** 0.795 0.026**

Source: Author’s Computation using E-views 9.0.
*) significant at the 95 percent level; **) significant at the 99 percent level.

Refer to the unit root test as shown on Table 2 above the data achieves stationary at the
first difference. Previously, the results of co-integration test pointed out that there are two co-
integration equations of the three variables. Taking into for reason, the econometric data
analysis of our study utilizes vector error correction model (VECM).

4.3. The result of lag length criteria test

In analyzing the slowness model, the most important question is how to determine the lag
length time of slackness, and this is a problem in the model specification. So, to determine the
model of causality test (the relationship between the three variables) required determination of
optimal lag length as the main stage.The optimal lag length is the duration of time that gives a
significant effect or response of a certain variable to other variables (Amri, 2017). The tests
were determined based on informational criteria - the Akaike information criterion (AIC),
Hannan-Quinn (HQ), and Schwarz information criterion (SC) (Amri et al., 2019). Among the
four criteria, the Akaike information criterion is believed to be more accurate than the others
(Liew, 2004).The result of lag length criteria tests as shown in Table 3.

Table 3. The resulf of lag length criteria test

Lag LogL LR FPE AIC SC HQ
0 153.8557 NA 1.15e-09 -12.06846 -11.92219 | -12.02789
1 249.9740 | 161.4786* 1.09e-12 -19.03792 | -18.45286* | -18.87565
2 260.6255 15.33823 9.93e-13* -19.17004* | -18.14619 | -18.88607*

Source: Author’s Computation using E-views 9.0
Note: * indicates lag order selected by the criterion; LR: sequential modified LR test statistic (each test
at 5% level); FPE: Final prediction error; AIC: Akaike information criterion; SC: Schwarz information
criterion; and HQ: Hannan-Quinn information criterion.

Referring to the E-views output above, the optimal lag length of the VECM model
achieved in the second period. This thing means that the optimal effect of an exogenous
variable on the endogenous variable occurs within the two-period horizon. Hence, the
application of the econometric models operationalized at the lag of 2.

4.4. The result of Johanson’s Co-integration test

The cointegration test in this study uses the Johansen cointegration test. The equation is
indicated to be cointegrated refer to the comparison of the trace statistic value and critical
value, and the max-Eige statistic value and critical value with the provision if the value of
trace statistic > critical value and max-Eige statistic> critical value indicates that there is co-
integration equation. On the contrary, if the trace statistic value < critical value, and max-Eige
statistic value <critical value interpreted that the equation is not cointegrated. Johansen
cointegration test results as shown in Table 4.
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Table 4. The Result of Johansen’s Co-integration Test

Variabel in Unrestricted Cointegration Rank Test (Trace)
Equation . : Trace 0.05Critical .
NullHypothesis | Eigenvalue Statistic value Prob.
LSF None * 0.661 48.548 29.797 0.000
LTDs At most 1 * 0.399 20.404 15.495 0.008
LInf At most 2 * 0.239 7.133 3.841 0.008

Trace test indicates 3 co-integrating eqn(s) at the 0.05 level; * denotes rejection of the hypothesis at the 0.05 level;
**MacKinnon-Haug-Michelis (1999) p-values

Unrestricted Cointegration Rank Test (Maximum Eigenvalue)
Variabel in . . Max-Eigen | 0.05Critical sk
Equation Null ypothesis Eigenvalue Statistic Value Prob.
LSF None * 0.661 28.144 21.132 0.004
LTDs At most 1 0.399 13.270 14.265 0.071
Linf At most 2 * 0.239 7.133 3.841 0.007

Max-eigenvalue test indicates 2 cointegrating eqn(s) at the 0.05 level; * denotes rejection of the hypothesis at the 0.05 level;
**MacKinnon-Haug-Michelis (1999) p-values

Source: Author’s Computation using E-views 9.0.

Table 4 above shows the value of trace statistic > critical value, as well as max-Eige
statistic > critical value. This means that in the long run there is co-integration within the
model of the equation. In econometrics when the variables mutually co-integrated indicate a
long-term equilibrium. That is, in the long-run, there are two co-integration equation
describing the long run relationship between the inflation, total deposits and financing of
sharia commercial banks in Indonesia.

4.5. The Result of Vector Error Correction Model

Since the data reaches the stationer at the first difference and has cointegration, the data
analysis model then using VECM. As the previous analysis results, the optimal lag obtained at
the lag of 2, therefore in the VECM analysis using the lag of 2. The first part is related to the
co-integration equation and error correction pointing out the long-run and short-run relations
between the three variables. The second part represents the short run equation between the
variables. The result of VECM describing co-integration equation and error correction pointed
in Table 5.

Table 5. The summary of co-integration equations and error correction

Cointegrating Eq:  CointEql CointEq2

ALSF (1) 1.0000 0.0000
ALTDs (1) 0.0000 1.0000
ALinf (.1) 23.4728 21.0226
[5.0448] [5.3867]
C -13.3218 -13.1664
Error Correction: A (ALSF) A (ALTDs ) A (ALinf )
CointEq]l 0.4762 0.9352 0.0117
[5.9594] [5.5648] [0.1581]
CointEq2 -0.5795 -1.0596 -0.0149
[-6.2667] [-5.4489] [-0.1748]

Source: Author’s Computation using E-views 9.0.
Note: the number in [ ] is t-statistics

Refer to the result of VECM above, the co-integration equation describing the long-run
relationship among the inflation and total deposit and total financing as shown in the
following equation:

ALSF = 13.323 — 23.472ALinf (8)

ALTDs = 13.166 — 21.023ALinf )
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The eight equation represents the long-run relationship between inflation and sharia
financing. In the long-run there is a negative relationship between the two variables. This
means that the increase in inflation significantly affects the decrease in financing. The
existence of a negative relationship between the two variables is due to inflation leads Islamic
banks to increase financing margins. The financing margin is a capital cost that will be paid
by the financing customer. Therefore, when the margin increases, the demand for Islamic
financing decreases. This finding supports the results of the study of Calza et al. (2004) for
the case of European countries discovering that inflation is as determinants of bank lending.
The empirical findings of Ibrahim & Shah (2012) from the Malaysian economy also provide a
similar result, that the macroeconomic conditions as inflation have a positive and significant
effect on bank lending. Likewise, research conducted by Katusiime (2018) for the case of
Uganda economy also proves the existence of an inverse relationship between inflation and
bank loan. The higher the inflation, the lower the bank loan. However, this finding contradicts
the findings of Shingjergji & Hyseni's (2015) study in Albania for the case of conventional
banks found that credit growth is positively related to the inflation rate. Even, an empirical
study of Yuksel & Ozsari (2016) in Turkey which concluded that there is no causal
relationship between inflation and bank credit.

The ninth equation represents the long-run relationship between inflation and total deposits
of Islamic finance institution. In the long-run, the inflation also has a significant negative
relationship with total deposits. The increase in prices, in general, reduce the propensity to
save for deposits customers. The higher the inflation, the higher the need for funds for
consumption purposes which in turn impact on the decrease in savings. This is what causes a
negative relationship between inflation with total deposits.

The existence of a negative relationship between inflation and total deposits consistent
with the findings of Epaphra (2014) studies on the determinants of national saving in
Tanzania have concluded that inflation has negative effects on total deposits of bank financial
institutions. When inflation is high, the purchasing power of the people decreases and the
portion of the income they use to meet consumption needs will increase. In turn, the tendency
to save will decrease. This finding also in line with the results of Tinoco-Zermeno (2014) for
the case of Mexico economy that found out that high inflation rates contributed negatively to
bank lending growth. So, the negative relationship between the two variables is related to the
ability of income to meet the daily necessities of the people. The results of an empirical study
conducted by Otiwu et al. (2018) in the case of the Nigerian economy explicitly explains that
income is an important determinant of the ability to save, which in turn, it has an impact on
the total of third party funds in banking institutions. Increased inflation reduces the incentive
to save and people respond rationally by giving priority to ownership of goods compared to
saving money at banking institutions (Abdelaty&Esmail, 2014).

Error correction term represents the short-run relationship of the variables. CointEq1l deals
with the relationship between total financing and inflation. In the short-run, when the total
financing is lying above the long-run equilibrium, then the inflation will increase at the next
period. Increased financing by sharia banks directly increases the money supply in the
community. At the same time, the growth of the real sectors is relatively slow. This finding is
consistent with the empirical result of Gatawa et al. (2017) for the case of Nigerian economy
pointing out inflation occurs when financial sector growth is faster than the real sector
growth.

Furthermore, cointEq2 deals with the short-run relationship between total deposits and
inflation. In the short-run, when the total deposit lies above the long-term equilibrium, then
inflation will fall in the next period. This thing is due to an increase in deposits in bank
financial institutions such as sharia banks means reduces in the money supply in the
community so, that the general price tends to decrease. This finding supports the results of the
study conducted by Shirvani & Bayram (2013) that discovers a negative impact of raising
deposits on inflation. The increase in deposits is parallel to the increase in savings interest
rate. The interest rate is the main instrument for financial policymakers to control the increase
in prices of goods and services in the economy.

The short-run effect between variables pointed out by the short-run equations generated by
VECM. The total financing of a certain month is negatively affected by its self at the one and
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two-months before. This thing indicates that the distribution of financing in a certain period
has a negative and significant impact on the total financing of the next one and two-period.

Table 6. The results of VECM estimates

Endogenous Exogenous Variables Determination
Variables ALSF ALTDs ALInf coefficient and F
Lagl Lag2 Lagl Lag2 Lagl Lag2 statistics
ALSF (-742) (-.593) (216) (.169) (022) | (339) R? . 869
[-2.392]%* | [2.175]%* | [2.329]** | [2.201]** | [.065] | [1.217] | Adj. R : 799
F stat 112,473
ALTDs (-.224) (071) (-.042) (-.146) | (-.579) | (.0453) R : 719
[-.344] [.124] [-.124] [-494] | [-802] | [.077] | Adj.R? :.569
F stat : 4.800
ALinf (181) (-201) (-.083) (.139) (309) | (-154) RZ s 241
[.630] [-.798] [-.549] [1.065] | [.971] | [-598] | Adj.R> s - 164
F stat 2 594
Source: Author’s Computation using E-views 9.0.
Note:  Number in ( ) is regression coefficient, Number in ( ) is t statistics, ** significant at 95%

level.

Total deposits have a positive and significant effect on total financing either in the period
of 1 or 2 months. These findings support the research findings of Sholikhah et al.
(2017)which also point out a positive effects of the total deposits on the financing volume of
Islamic banking. The greater the total deposit, the greater the financing. Previously, the study
conducted by Husaeni (2016) also showed the same result that the total deposits increase the
financing of Islamic banking. The positive influence of total deposits towards financing due to
banks performing financial intermediation functions in the community. When propensity to
saving increases, the total third party funds flowing to banks also increase, so that the supply
of financing for lending customers also increases.

The existence of a positive effect of total deposits on the financing of islamic commercial
banks in Indonesia indicates that the availability of third-party funds is an important condition
for banks to be able to distribute the sharia financing. This finding is consistent with the
findings of Alfred (2010), Nazir et al. (2013),Mukoya et al. (2015) and Nguyen et al. (2018)
which concludes that there is a positive relationship between the financing and total deposits.
An increase in total deposits can directly increase the financing. On the contrary, this finding
is in contrast to the research finding of Moussa & Chedia (2016) for the case of Tunisian
banking uncovering there is not a significant effect of deposits on financing.

Total financing positively affects inflation at the 1-month period, but the effect is not
significant. The positive effect of total financing on inflation is due to the increase in the
money supply in the community, while at the same time the financing has not had an impact
on developments in the real sector. The positive impact of total financing on the
developments in the real sector requires at least a duration of more than 1 month. So, at the 2-
month time horizon, the financing effects on inflation becomes positive, but still not
significant. The absence of any significant effect of total financings on inflation is in line with
the result of empirical findings of Korkmaz (2015) for the case of 10 European countries
revealed that the lendings that distributed by the banking sector to financing customers did not
affect inflation. Conversely, these findings contrast to the result of an empirical research study
conducted by Igan & Pinheiro (2011) who concludes that bank lending growth impacts the
price stability. This finding also contradicts Dhungana & Pradhan (2017) research in Nepal
which concluded that bank lending has a positive and significant effect on inflation.

4.6. The result of Granger causality test

Granger causality test is not only used to determine the causal relationship between
variables. But it is also capable of analyzing which of the two variables (examined) first
appear. Given the variables used in this study theoretically and logically have relationships
with each other, then the need for a test of causality. Such as the relationship between the
variable of inflation and the distribution of financing. The increase in financing increases the
money supply and in turn, promotes the existence of inflation. On the other hand, the general
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rise in prices is usually an important consideration for the businessmen to utilize bank
financing to improve its business capability, so inflation can also affect total financing.

The causality between total financing and total deposits logically can be explained that the
financing distribution by financial institutions depends on the availability of third-party funds
sourced from the savings account. In relation to inflation as one of the macroeconomic
indicators, the variable can also affect the prospensity to save, The test of causality between
inflation, total deposit and total financing of sharia financial institutions as shown in Table 7.

Table 7. The result of Granger causality tests

Endogenous Exogenous Variables
Variables ALSF ALTDs ALInf
i (5.454) (4.024)
ALSF [.O13]** [.034]**
(6.253) (:274)
ALTDs [L008]*** i [.763]
(1.773) (2.362)
ALInf [.196] [.089]* -
Source: Author’s Computation using E-views 9.0.
Note: A is the first difference operator, the values in parentheses ( ) are F-Statistic, the values in bracket [ ] are

p-values. *, ** & *** indicates the significant at 90%, 95% and 99% level respectively.

Based on the result of the Granger causality test explained above, so the direction of
causality relation among the three variables as in Figure 1.

Figure 1. The direction of causality relations between the variables

Total
Deposits

> Sharia
)1 \ Financing

The Figure 1 above shows the existence of two-way causality between total financing and
total deposits. That is, the financing distribution by sharia commercial banks in Indonesia was
supported by the availability of third-party funds coming from savings customers. In other
words, the increased financing of the commercial banks is a response to the increase in total
deposit increases. Furthermore, the increase in total deposits is also due to an increase in the
distribution of financing to the public. The financing distributed to the community will
promote the productive economic activities which in turn leads to the increase of income. The
increases in income, will lead to the ability to saving. This causes the bidirectional causality
between financing and total deposits.

One-way causality exists from total deposit to inflation and from inflation to total
financing. The existence of one-way causality from total deposit to inflation indicates that
price increases are generally related to the money supply in the community. When the total
deposit increases the money supply decreases and then the inflation decreases. This is what
causes the causality of total deposits to inflation. This finding is not in line with the empirical
result of Daood Al-Oshaibat & Banikhalid (2019) for the case of Jordan that discovers the
existence of the mutual effect between the two variables.

The existence of one-way causality from inflation to total financing indicates that general
price increases are still an important consideration for people to utilize the financing of
Islamic financial institutions. Especially for those engaged in productive enterprises, the
decision to take up financing at sharia financial institutions is based on the benefit-cost
analysis. The financing decision is considered profitable when the financing is able to provide
greater benefits than the cost that must be incurred.This finding is not in line with the results
of Yuksel & Ozsari (2016) study in Turkey which found empirical evidence that there is no
causal relationship between customer loans and inflation. This finding also refutes the results
of Arsene & Guy-Paulin's (2013) research for the case of Cameroon economy concluding that
there is only unidirectional causality from financing to inflation.
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5. Conclusions and Suggestion

The main reason for this research is to investigate the effect of inflation on total deposits
and total financing of sharia commercial banks in Indonesia. Using monthly time series data
over the period of 2012.1-2017.6, Johansen cointegration tests, error correction model
vectors, and Granger causality tests were employed to analyse the relationship between these
variables. The results of the study prove that there is a long-term relationship between
inflation and total deposits and total financing.

In the long run, inflation is negatively and significantly related to sharia financing and total
deposits. In the short term, the financing is positively and significantly related to inflation.
When financing lies above the long-term equilibrium, inflation will increase in the next
period. Conversely, total deposits are negatively related to inflation. when the total deposit
lies above the long-term equilibrium, inflation will decrease in the next period. The result of
Granger causality test indicates that there is unidirectional causality running from total
deposits to inflation and from inflation to the financing of sharia commercial banks. and then,
bi-directional causality exists between the total deposits and the financing.

Referring to the conclusions above, the recommendations of this study are that
policymakers in Indonesia should control inflation at the beneficial rate for the economy.
Furthermore, the allocation of shariah financing on sharia commercial banks must be oriented
towards developments in the real sector so that the increase in the financing will lead to the
increases in goods and services production which in turn can reduce inflation.
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Abstract

The paper analyses locations of headquarters of companies and their interactions by
inhomogeneous point process, especially local scaling principles, because companies choose
their locations according to the number of the local population. Relationships of the
companies within economic sectors are studied using the analysis of locally scaled L function.
The inhomogeneity was modelled using the local population, then the company’s size was
included. Lastly the level of clustering in each sector was computed. The companies are
located in three regions in the Czech Republic. It was found out that the companies tend to
cluster when the population or the companies’ size is taken into account.

Keywords: Inhomogeneous point process, L-function, Global envelope test, Spatial
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1. Introduction

The localization of corporate activities is the most important decision for a company and is
the result of many factors and decision-making of actors such as companies, households and
the public sector. Due to this fact the location of companies has been a part of economics for
many years. For decision making about the companies’ location, it is necessary to take into
account the external and internal factors that influence activities of the companies and the
optimal combination of these factors leads to optimal localization. One of these factors is the
location where the company operates. This fact has led to the development of location theory
that is one of the oldest theories dealing with regional economics (Alonso, 1972).
Localization theory is focused on the geographic location of economic activities and it tries to
answer the question why and where economic activities are placed and try to define location
factors which can explain the decisions of firms (North, 1955). Each author of location theory
introduces different location determinants. For example, Weber (1929) identifies
transportation costs, labour costs and consumer agglomerations as the main localization
factors. In addition, Weber differentiates factors according to the company sector on the
socio-political, natural-technical and socio-cultural factors and dispersion of economic
activities on regional and agglomerative factors. Jezek (2002) considers the natural resources,
labour, suppliers of goods and services, information and access to information as the main
location factors. According to Kusluvan (2013) the location is determined by technological,
economical and geographical, political and social factors. Christofakis (2014) considers, as
the most important determinant, transport and infrastructure costs and costs associated with
transport services. However, the division of location factors into soft and hard can be regarded
as crucial. In general, it can be said that hard localization factors are those that directly affect
business activities and can be directly calculated (acquisition of property, labour force, etc.).
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Soft localization factors, on the contrary, have an indirect or very small impact on an
enterprise and are not recorded in accounting documents (quality of life, population
education...) (Damborsky and Wokoun, 2010). Investors, however, attribute different weight
and motivation to these factors.

Localization theories have undertaken huge development due to various changes
concerning the world economy, the environment, and also globalisation (Fujita, 2010). The
origin of localization theories can be dated to the early 19th century to Germany, when there
was a great development of industry and agriculture. As the founders of the theories are
considered Johann-Heinrich von Thiinen (1826), William Alonso (1972) and Alfred Weber
(1929), whose models served as a basis for localization theories, and were broadened to suit
the needs of geographers, economists and regional scientists. The first localization theories
focused on agriculture activities (e.g. Stevens, 1968; Alonso, 1972; Berry and Harris, 1970)
which were then expanded to industry (e.g. Weber, 1929; Krugman and Lawrence, 1993).

The further development of localization theories has expanded since the second half of the
20th century with the use of multi-criteria approach and modelling (Rumpel et al., 2008) and
due to the large-scale globalization. There is much research dealing with cluster modelling of
economics activities. The localization theories have been expanded in particular by the
features of foreign activities such as the exchange rate, political risk, transnational policy and
politics, and cultural differences (Popovici, Célin, & others, 2014). K-function has become a
popular tool used for the recognition of spatial behaviour (Dixon, 2002). This field is the
interest of Espa et al. (2010), Marcon and Puech (2003), Duranton and Overman (2005), Quah
and Simpson (2003) and Arbia et al. (2008) who popularized the use of K-function when
analysing companies’ locations. Arbia et al. (2010) expanded the cluster analysis of
companies adding time perspective using space-time K-function.

All localization theories have been the subject of criticism over the years as it is based on
many assumptions that lead to generalization, unrealism, etc. However, removing these
assumptions is unrealistic due to the variation of environment and conditions and many
influential factors.

The spatial distribution of companies is not homogeneous, because the probability of
hosting companies is not geographically constant. Arbia et al. (2012) consider
inhomogeneous space and assume that a company’s location choice depends on physical or
administrative constraints. In our research, we presume that taking homogeneous economy
space into account is not realistic. We assume that the main source of inhomogeneity is
caused by the given population. Until this time, the inhomogeneity with respect to the
companies’ location has been solved using different methods. For example, Sweeney, Feser
(1998) and Marcon, Puech (2003) used D-function that considers density variations. They
tested whether small companies were more concentrated than large ones. Another approach to
solve non-stationarity used inhomogeneous K-function (e.g. Arbia et al., 2012) that is a
generalization of Ripley's function which assumes second-order intensity-reweighted
stationarity (Baddeley et al., 2000). In this paper, we propose to solve the inhomogeneity by
the method of local scaling (Hahn et al., 2003). We believe that modelling the inhomogeneity
using local scaling is, in the case of companies’ locations more realistic, because the local
scaling deforms the original Euclidian space into space where the distances are governed by
the assumed inhomogeneity. In our case it is governed by population and then by size of
firms. Particularly, it allows us to vary the range of interactions in uneven dense space of
companies. Although, the second order reweighting stationarity is frequently used to model
inhomogeneity, we prefer the use of the L-function, which is a variance stabilizing
transformation of K-function, as a tool for our modelling purposes since it is one of the most
commonly used summary characteristic of point patterns.

The main aim of this paper is to reveal whether the positions of companies’ headquarters
are spatially dependent or independent. We tackle the problem of spatial heterogeneity with
the population given in observed window, because homogeneity leads to unreality due to
existence of natural features and settlement. Thus as the first step of the analysis, we test if the
data can be modelled using locally scaled point process with inhomogeneity governed by
population. In the other step, we add to the inhomogeneity also the size of the companies and
perform the same test.
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This paper is organized as follows. First of all, in Section 2, we introduce methodological
statistical framework, especially methodology of Ripley's K-function (Ripley, 1976), in
empirical analysis preferred Besag's L-function (Besag, 1977), inhomogeneous spatial point
processes and Global Envelopes. Chapter 3 contains data description and empirical
application of the methodology in inhomogeneous case. At the end of paper in Section 4 there
are the conclusion and discussion of research and our next steps in future studies in this field.

2. The statistical methodological framework

Companies can be established at different location. To find out a spatial phenomena of the
companies, we have to introduce a statistical test that provides information about behaviour of
the companies in space. In this section, we introduce Ripley’s K-function and its derived
Besag’s L-function that is used for determination of the distribution of the companies in our
research. Then, we explain the inhomogeneous point process, especially the method of local
scaling.

2.1. K-function analysis

It was considered that companies’ positions form a point process. The most important
activity in point processes is to summarize data sets by numerical and functional
characteristics. The second-order characteristics offer a way to present statistical information
about interactions among the points in different distances. Probably the most commonly used
and the most popular functional second-order summary characteristics for the analysis of
point patterns are Ripley’s K function K(r), Besag’s L-function L(r) and the pair correlation
function g(r). Illian et al. (2008) believe that these distance-based functions are more powerful
than the other summary characteristics because of their way of statistical presentation of
distributional information of point patterns. Further L function provides the easiest
interpretation because of its linear form.

Ripley’s K-function was proposed by B. D. Ripley and describes the spatial dependence
between events in point patterns (Ripley, 1976). This function calculates the expected number
of additional events located in a ball surrounding a randomly chosen event and quantifies
spatial dependence and clustering (e.g. Diggle (1983) and Ripley (1976)).

In homogeneous case the density, denoted A, is considered to be constant The K-function
(Ripley, 1976) is defined as:

K(r) = A E(number of points falling at a distance < r from an arbitrary point)

, where E(.) indicates the expectation operator and A (intensity) represents the mean
number of events per area. AK(r) can be interpreted as the expected number of points within a
distance r of an arbitrary point of the process. The empirical homogeneous K-function is

n n

K :%ZZ 1{dU- < r}

i=1 j=1
defined as J# ,

where W
observed points.

For complete spatial randomness (points are distributed completely randomly and
K(r) =mr?

: di; : o
is total study area, ' Euclidean spatial distance between the i” and ;"

independently in the area, abbreviated by CSR), K-function is equal to , for

r= 'D. Significant deviations from this hypothesis represent alternative hypothesis e.g.

K@) = mr? r=0 K@) <mr? r=0

or inhibition for , for

clustering for , for (Ripley,
1976).

To determine whether the distribution of companies is significantly different from CSR,
L-function is commonly used. The L-function is a transformation of K-function proposed by
Besag (1977) and presents the same information as K-function and has graphical advantages.

The L-function in two-dimensional case is:

K(r)
L(r) = |—
d for " = O.
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The practical interpretation of L(7) is L(r) = r leads to CSR, L(r) > r indicates clustering of
point pattern while L(r) < r indicates dispersion of point (Illian et al., 2008) in the interpoint
distance 7.

2.2. Inhomogeneous spatial point patterns

We cannot consider that the density of companies is the same in the whole observation
window so we suppose that the location of the companies depends on the population (Figure
1) and the size of the companies (Figure 2) in the given area. This approach is more realistic
in large observation areas and areas with geographical features like mountains where
concentration of companies is not as common. From this reason, it was necessary to use tools
for inhomogeneous analysis.

Figure 1. Population density

Source: Own processing

The Population density in the given area is depicted in Figure 1. The observation area is
highlighted with the red curve. The values with low population density are blue and with high
population density are displayed in red. The size of the companies belonging to the sector of
agriculture, forestry and fishing and their positions are depicted in Figure 2 below.

For inhomogeneous point processes, various models differing in the specification of how
the interactions between points depend on the local intensity of points have been suggested.
We will use local scaling for modeling the inhomogeneity (Hahn et al., 2003). This approach
yields models for patterns that are homogeneous up to the local scale factor. The
inhomogeneity is obtained by local scaling of the template process with a location-dependent
scaling factor (in our study it is the population). If the scaling factor is constant, then the point
process behaves like a template.

The main aim of local scaling is to find global summary characteristics which are adapted
to variable point density by a mechanism of rescaling distances relative to local point density.
This is achieved by replacing distance measures used in the density with locally scaled
analogs defined by a location dependent scaling function (Hahn et al., 2003). Due to local
scaling pattern, distances become shorter in the regions with low population density and
longer in the regions with high population density.

Locally scaled version of K-function modifies distances for each pair of points x;, x; by

rescaling factor S(x“ Y ) The rescaled distance for each pair of data points xi, xj is defined

1

—
xp)

1
d = lloc; = I S(xi'xj') -3 J?
1 s(xpx) . . (
as , where the rescaling factor is computed as

(Baddeley et al., 2015).
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The most common way to find out differences of the empirical distribution of companies
from a given null model is by using an exploratory tool called envelope tests that are often
used in spatial statistic and were introduced by Besag (1977) and Ripley (1976). However, in
our study, Global envelope tests are used as they are more exact and also offer a graphical
interpretation (Myllyméki et al., 2017). These tests generate an acceptance band by
computing L-function for n simulated patterns of the null model, i.e. inhomogeneous Poisson
processes with the same intensity and the same number of points as the observed pattern. The
Global envelope tests reject the null hypothesis if the observed L function is not completely
inside the envelope. Their undeniable advantages are that they allow the selection of o and
they yield p-values and provide graphical representation. The significance level a = 0.05 was
used in the analysis.

Global envelope tests have two approaches primary depending on a selected number of
simulations (Myllymaéki et al., 2017). The first approach Global rank envelope test as having a
better performance because its bounds are constructed directly from the functions. On the
other hand, it is necessary to use it with an appropriate number of simulations. The second
approach Global scaled maximum absolute difference (SMAD) envelope test is not as
accurate as the first approach because bounds are parameterized by the r-wise variance or
quantiles. The advantage of this approach is that it does not need a large number of
simulations. In this paper, we used Global SMAD envelope test, concretely Direction quantile
MAD envelope test with 99 simulations because of a time limitation.

In case of Global SMAD envelope test (Myllyméki et al., 2017), the critical bounds were

L1 — T _ X T o T
calculated as follows tow (1) o(r) —u |_(Jr ) — Tolr )|
TII — T . % T o T —

e i o(r) —u | ) o) ‘, where r and I denote the r-wise 2.5% lower and
upper quantiles of the distribution of T(r) under null hypotheses. T(r) denotes functional

statistics in our case L (r), i.e. the locally scaled version of L-function. The critical bounds
are parametrized with respect to u, where u is found to correspond to required global level of
significance a.

Lastly, we wanted to compare the tendencies towards clustering between the sectors so the
level of clustering was determined in both analyses. The level of clustering was defined as
L’&{r}_l‘*centra![r]
L’&upp'[r]'_l'*centm![r]

and

, where L centrar (1) is the value of the estimated L-function in a given
argument r obtained for the null model, i.e. inhomogeneous Poisson process of given sector

L*
and “PP (r) is the value of the simulated upper band of envelope for the null model in a

given argument R. The argument of interest was chosen to be equal to the rescaled distance
equal to 0.25.

3. Results

3.1. Data description

In our empirical analysis, we used a set of companies in three regions located in the Czech
Republic, i.e. Jihocesky, Plzensky and Vysocina regions. These regions were chosen not to
effect the results because of the similar characteristics in these regions. The main source of
economic wealth is primary sector, further economic-social level in these regions is almost
the same, especially the dynamic of development and the quality of life (Martincik, 2008).
The data set was collected in 2015 by database Albertina Gold and contains information from
the financial reports of the companies from the year 2013.

The classification of the companies into the given sectors was selected using the CZ-
NACE methodology according to the core business that is the main product of the companies.
Based on their economic activities, the companies were divided into 13 sectors. The data set
contains 10 201 companies and their full addresses. Some descriptive analysis to understand
the localization pattern is displayed in the table 1 below.
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Table 1. Descriptive analysis of the observed window

Region Number. of Mean of employees
companies
) Total 747 35,1
Agriculture, | o csky 312 295
forestry and
fishing Plzensky 163 34,6
Vysocina 272 41,3
Total 20 72,8
Mining and | Jihocesky 10 32,3
quarrying | plzensky 7 123,4
Vysocina 3 62,7
Total 2193 83,3
Manufacturing | Jihocesky 862 66,5
industry Plzensky 622 92,6
Vysocina 709 90,8
Production and | Total 245 34,5
distribution of |Jihocesky 114 40,0
electricity, gas Plzensky 70 32,8
d wat .
and water Vysocina 61 30,6
Total 1234 18,0
Construction Jihocesky 570 18,2
Plzensky 325 17,2
Vysocina 339 18,7
Wholesale and Total 2127 15,8
retail trade, |Jihocesky 919 16,1
repair of motor | pizensky 586 19,3
vehicles |/ cocina 622 11,9
Total 439 8,6
Transport, [ cesky 227 7.6
storage and
communication | P1zensky 130 10,8
Vysocina 82 7.3
) Total 653 32,3
Accommodation [y oo 277 31,4
and food service
activities Plzensky 213 35,0
Vysocina 163 30,4
Total 75 7,6
Financial Jihocesky 26 4.7
intermediation Plzensky 28 11,8
Vysocina 21 6,2
Rea! estate Total 1737 12,8
activiies, | ) cesky 914 8,6
renting and
e Plzensky 447 20,9
activities Vysocina 376 9,0
Education Total 102 9,4
Jihocesky 50 7,4




Berkova L., Mrkvicka T., Klufova R., Remes R., Regional Science Inquiry, Vol. XII, (1), 2020, pp. 115-127 121

Region Number. i Mean of employees
companies
Plzensky 19 8,3
Vysocina 33 12,4
Health and Total 458 28,4
social care, Jihocesky 181 53,8
veterinary | pzensky 172 18,8
activities Vysocina 105 12,6
Other Total 171 17,3
community, |y cesky 77 16,7
social and

personal Plzensky 63 24,9
services Vysocina 31 10,3

Source: Own processing

We analysed all the sectors in the observed area but in this paper, we introduce results only
for the sector of agriculture, forestry and fishing which has 746 companies. In this sector,
there is 286 micro companies (less than 10 employees), 291 small companies (less than 50
employees), 167 medium companies (less than 250 employees) and 3 big companies (more
than 251 employees). The size of the companies is displayed in Figure 2. This sector was
chosen as it is the most important sector in the observed area.

Figure 2. Size and positions of companies belonging to sector agriculture, forestry and fishing

GO0 &

400 o

200 -

Source: Own processing

The spatial distribution of the companies together with their sizes in this sector is
displayed in Figure 2. In the first visual inspection, it is clear that the companies tend to make
clusters by concentration on some specific positions in the observed window.

To take inhomogeneity into account, we generated a matrix population for each 2x2 km in
the observed window in Geographic Information System. The population values were given
for the year 2011 and interpolated by Inverse Distance Weighing Method with the power 0.3.
The population density is displayed in Figure 1.

4. Analysis

In the analysis we considered these three regions as one observation window due to similar
conditions in these regions mentioned above. The observed area is characterized by variant
natural features like mountains, rivers, forests etc. At the first glance we can see that
companies are more concentrated in areas of towns. From that reason, we tested spatial
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behaviour of the companies in inhomogeneous case where inhomogeneity was firstly given by
population density. Secondly, we assumed that bigger companies drain away more workers
from population and it leads to less available workers for establishment of a new company.
Further according to Jezek (2002) factors affecting the foundation of enterprises rank the
sectoral structure of the local or regional economy, the prevailing size of enterprises, the
educational level of the workforce and regional business traditions. Therefore, we spatially
smoothed the size of companies and tested inhomogeneity which was given by dividing of
population density with the smoothed size.

We used L-function was as a tool for testing geographical interaction of the companies
(Besag, 1977) and this function was tested in inhomogeneous case. Inhomogeneity was tested
by local scaling where the locally scaled factor was given by population density in the first
case and by the spatially smoothed size of the companies in the second case. The models’
significances were identified by Directional quantile MAD envelope test (Myllymaki, et al.,
2017), which were computed using 99 simulations. The null hypothesis of the test was CSR
under the given inhomogeneous function. The analysis was carried out for all sectors but in
this paper there are shown only results of agriculture, forestry and fishing sector because other
sectors tends to same tendency of clustering.

Generally, values of locally scaled L-function outside the envelopes represent the distance
where the spatial concentration or dispersion is significant. The result of Directional quantile
MAD envelope test is shown in Figure 3. At first glance, we can reveal a strong phenomenon
of spatial clustering in each distance r.

Figure 3. Directional quantile MAD envelope test computed using 99 simulated realizations of
inhomogeneous Poisson process with intensity equal to the intensity of population in Figure 1

Directional quantile envelope test: p=0.01
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It is necessary to reject (p-value = 0.01) the hypothesis that companies are completely
spatially random when the population is taken into account (Figure 3). Spatial concentration
cannot be explained by the population given in the observed area.

In the second step, we tried to find out if the size of the companies can drive clustering or
not thus the inhomogeneity was modelled with the size of the companies. The scaling factor
was, for inhomogeneous process, calculated at every grid point as a ratio of the population
and the size of the closest company. This formulation of inhomogeneity corresponds to the
hypothesis that greater companies repel more employees than small companies. In Figure 4,
there is depicted Directional quantile MAD envelope test where the scaled factor is calculated
as a ration of the population and the companies’ size. As before, the locally scaled L-function
is outside the envelopes so it is necessary to reject the hypothesis of CSR (p-value = 0.01).
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Figure 4 Directional quantile MAD envelope test computed from 99 simulated realizations of
inhomogeneous Poisson process with intensity derived from the size of companies in Figure 2
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The both analysis show positive external agglomeration effects in which spatial interaction
of businesses arise. Positive agglomeration effects could be caused by many factors such as
concentration in the place of natural resources, creation of special supply sector, creation of a
specialized labour market, existence of special research and development facilities, special
infrastructure, etc. We found out that the agglomeration effect can be explained by population

only partly and there must be effect of another factors.

The last level of clustering was detected. In our case, the level of clustering was found out

for distance 7 = 0.25 in each sector.

Table 2. Level of clustering in the distance ¥ = 0.25 for all sectors with inhomogeneity given by

population and size of companies

Level for . Number of
Sector . Level for size .
population companies
Agriculture, forestry and fishing 7.518 37.198 748
Mining and quarrying 1.437 3.160 21
Manufacturing industry 4.805 15.084 2192
Production and distribution of electricity, 245
gas and water 10.215 20.263
Construction 131.172 247.633 1234
Wholesale and retail trade, repair of 2125
motor vehicles 376.509 696.577
Transport, storage and communication 68.339 90.661 439
Accommodation and food service 652
activities 48.175 68.454
Financial intermediation 12.988 13.430 73
Real estate activities, renting and 1735
business activities 534.979 708.294
Education 12.759 14.143 100
Health and social care, veterinary 456
activities 33.467 48.015
Other community, social and personal 169
services 18.293 21.783

Source: Own processing
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Considering the first case, the level of clustering was 7.518. When considering the second
case, the value was 37.198 regarding the sector of agriculture, forestry and fishing. The level
of clustering is lower in all sectors for the inhomogeneity given only by population (see Table
2). There is higher tendency to make clusters when the size of companies is taken into
account so the companies’ size does not clarify the clustering.

The highest concentration of companies is located in the town even when the population
and size of companies is taken into an account. Geographic concentration is stronger than
population because it helps to amplify production and innovation benefits, specifically to
reduce transaction costs, increase information flow, improve specialized needs and be
stronger in competitive environment. Many companies probably realise the advantages lie in
clustering where the whole is more than the sum of its parts.

5. Discussion and Conclusion

The choice of a suitable location for a company and its economic activities is one of the
most important decisions in the company. For this reason, the location approach had been
solved in deep history when a settlement was dependent on accessible livelihoods and suitable
climatic conditions and was focused on the choice of location for economic activities with
optimal resources. These theories are considered as the starting point for regional science that
is based on discovering specific characteristics that affect the location of activities. The first
location theories were focused on agriculture and originated from the time when this sector
was the most widespread. The development of industry gave rise to industrial location
theories. These theories were followed by modern location theories that are based on multi-
criteria approaches and modelling as in our case.

In the research we tried to find out if companies are spatially independent or if there is
some spatial dependence between them. Our aim was to compare the level of clustering
between sectors, not the causes of clustering. There are a lot of papers trying to explain the
economic mechanism of firms’ clustering by applying different methods. For example, to
identify clustering of firms D-function was firstly used by Sweeney and Feser (1998) on
companies in the southeast of USA. They were followed for example by Marcon and Puech
(2003) with companies in Paris, France or Albert, Casanova, and Orts (2012) who analysed
firms in Madrid, Spain. The bivariate K function to study location of companies in Italy was
used by Arbia, Espa and Quah (2008). Sweeney and Gomez-Antonio (2016) used Gibbs
models as a framework for studying industry localization. For example, Espa et al. (2010),
Marcon and Puech (2003), Duranton and Overman (2005), Quah and Simpson (2003) and
Arbia et al. (2008) popularized the use of K-function on location of companies.

There are existing few studies focused on inhomogeneous space of companies. The
inhomogeneous K function to analyse spatial concentration of companies was solved by Arbia
et al. (2012) who was concentrated on spatial concentration on five sectors of high-tech
manufacturing in Milan, Italy. Further Mori, Nishikimi and Smith (2005) studied companies’
localization by D-index. In the analysis they removed the effect of regional population size.
Sweeney, Feser (1998) and Marcon, Puech (2003) used D-function that considers density
variations to analyse if small companies are more concentrated than big ones. There is the
main difference between our paper and the existing literature. Although we were concentrated
on the study of location of companies as others, we used local scaling, the method nobody
used on companies before.

We assumed that the location of companies could be caused by the clustering of firms in
towns where a higher population exists. To remove this circumstance, we put population as a
variable into our analysis. Due to the application of population we tried to explain the
clustering of firms. We have shown that the clustering of firms is not completely driven by
population and there has to be an influence of other factors. Therefore, the influence of the
size of companies was taken into account. We found out that even after implementing
population density and size of companies in the model, the companies of the studied sector
still tend to make clusters in the space. We confirm the hypothesis of Porter (2000), who
claims that new companies are mostly established in areas where there are other companies.
The main reasons for this behaviour can be cluster advantages such as better information
about opportunities. Porter and Porter (1998) found out that clustering of firms is source of
economic growth and prosperity in the area because clusters increase the current (static)
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productivity of constituent firms or industries, the capacity of cluster participants for
innovation and productivity growth, stimulate new business formation that supports
innovation and expands the cluster. There were another authors who found the advantages of
clusters. Krugman (1997) said that the idea of clustering of producers in given locations
generates benefits. The main reason for concentration of firms for Marshall (2009) were
location savings, creation of specialized workforce stock and transfer of knowledge and
technical progress among firms. According to Kovarnik and Stejskal (2009) the main reason
for the formation of clusters is the solution of the implementation of innovation and
knowledge in sectors.

Variables for inhomogeneity (population and size of companies) were determined based
on another studies, for example Mori, Nishikimi and Smith (2005) who take population in
their analyses into the account too. Then Porter and Porter (1998) claimed that strong clusters
are often concentrated in particular geographic areas, especially in a single city or
metropolitan region. In the study of Klier’s (2006) was found out that headquarters of
companies disproportionately locate in large metropolitan areas where the size of company
plays the important role. Further Jezek (2002) found out that the role of location effects
depends on the size of the enterprise.

At first sight, the mining and quarrying sector has the lowest level of clustering. Similar
results are shown by the agriculture, forestry and fishing sector too. Generally, the Raw
Materials Sector (Primary Sector), which covers all sectors of human activities that transform
natural resources into basic products, has lower values of clustering than the Industry Sector
(Secondary Sector) and the Service Sector (Tertiary Sector). The highest level of clustering is
for the wholesale and retail sector and the sectors for the trade and repair of motor vehicles
and real estate activities, renting and business activities. In both cases, these are companies
from the Tertiary Sector. It confirms the ideas of Sweeney and Goémez - Antonio (2016) who
claims that the clustering will be very strong among companies from the high-tech industry
and knowledge sectors.

Investors’ decisions are not only dependent on geographical factors. The location of
business activities is primarily dependent rather on macro and microeconomic factors. Cohen
(2000) revealed major influences on location decision-making of companies about a city for
the company. He revealed there are three main factor that can explain the decision about
location, e.g. technology, business organisation and government policies (education,
speeding-up the permitting process and simplifying bureaucracy and the (un)importance of
tax incentives. From that reason we would like to add marks to the point process describing
microeconomic factors especially health of companies that is indirectly united with business
organization.
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Abstract

Various authors argue that, in today’s highly competitive global business environment, the
effective management of international human resources, is imperative for the MNCs'” ability
to appropriately identify and fulfill markets’ demands, to continuously innovate and
consequently to differentiate from their competitors. Within the context of international
human resources management (IHRM), global staffing, has been receiving particular attention
among researchers, for almost three decades, firstly focusing on expatriates’ management and
more recently on new forms of international assignments.

Nevertheless, discussions on the field of IHRM as well as the issue of global staffing are
quite new and rare in the Albanian management literature, despite the growing number of
foreign companies investing and operating in Albania. Due to this literature gap, especially
regarding the new forms of international transfers, the purpose of this paper is to make the
first step in understanding the actual forms of international assignments used by foreign
companies in Albania. Accordingly, the paper is built as an exploratory study, based on three
main pillars. At first, it aims to present the various forms of international transfers MNC’s
use. Second, it tries to explore, through the use of case studies, if any of these forms is
applicable by foreign companies in Albania. And third, it aims to set a base for raising
questions for future research in this specific topic.

The primary research instrument used for the purposes of this paper is the semi-structured
interview, conducted with the HRM officials at the headquarters of the companies selected as
case studies, or the manager of the HR department of these companies’ subsidiaries in
Albania. Given the exploratory nature of the study and the fact that it belongs to a quite new
topic in the Albanian literature, several foreign companies operating in our country, belonging
to different sectors, such as banking, production, insurance, education and
telecommunication, have been subject of interviews with HRM staff. However, only the
interview results of two of these case studies are presented in details in the paper.

Keywords: expatriates, international assignments, foreign companies, Albania

JEL classification: M 160

1. Introduction

Various authors argue that, in today’s highly competitive global business environment, the
effective management of international human resources, is imperative for the MNCs’ ability
to appropriately identify and fulfill markets’ demands, to continuously innovate and
consequently to differentiate from their competitors (Zheng, 2011 referring to Schuler &
Tarique, 2007 and Dowling et al., 2008; Petkovi¢ & Pordevi¢, 2013; McDonnell & Scullion,
2013; Borigi et al., 2013; Borici & Celepija, 2014; Vasquez & McGaughey, 2016; Borigi,
2017). Within the context of international human resources management (IHRM), global
staffing, has been receiving particular attention among researchers, for almost three decades,
firstly focusing on expatriates’ management and more recently on new forms of international

" MNC-multinational company
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assignments (Mayerhofer et al., 2004; Collings et al., 2007; Collings et al., 2009; Mayrhofer
et al., 2012; Vasquez & McGaughey, 2016).

Expatriates, also called parent country nationals or PCNs (Harzing, 2001), represent
employees relocated together with their families for a limited period of time varying between
12 to 36 months, or 3 to 5 years (Vasquez & McGaughey, 2016 referring to Mayerhofer et al.,
2004b; Tahvanainen et al., 2005 & Collings et al., 2007, pg. 199). This relocation assumes
that they are sent by the headquarters to work for the above mentioned period in one of the
company’s subsidiaries abroad (Harzing 2001a, pg. 366; Mayrhofer et al., 2012), to perform
mainly managerial tasks. Based on the work of Edstrom & Galbraith (1977), researchers in
the field of IHRM have identified three major reasons for MNCs to send out expatriates
(Harzing, 2001; Gong, 2003b; Mayerhofer et al., 2004; Bonache & Pla-Barber, 2005; Tarique
et al., 2006; Reiche, 2006; Collings et al., 2007; Reiche & Harzing, 2008; McNulty &
Brewster, 2017): a) position filling, b) management development, and c¢) organization
development. At first, MNCs decide to send managers from the home office to run their
subsidiaries abroad, in cases when, in markets where subsidiaries operate, there is shortage of
qualified individuals to accomplish this task. In addition, the transfer of PCNs to foreign
markets helps the later to enhance their global conscience and experience, and therefore to
evaluate the company they work for from a global perspective (Bori¢i & Celepija, 2014).
Moreover, expatriates are judged well suited to perform the control, communication and
coordination task among the headquarters and the subsidiaries (Harzing, 2001, Tharenou,
2013). This function has received particular attention during the crisis of 2008-2009 and the
years following, since throughout this period the level of insecurity and instability in the
world economies increased, hence expanding the MNCs’ need to exert more control over
their subsidiaries, and consequently their need to employ more expatriates to accomplish this
task (Borigi, 2017 referring to Bhatti, 2014).

Nevertheless, the use of expatriates is associated with some disadvantages, which have
been repetitively emphasized by the IHRM literature and MNCs’ managers. In various cases,
such disadvantages have influenced MNCs’ decisions on staffing policies, pushing them to
replace expatriates with host country nationals (HCNs) (Harzing, 2001, employees from the
host country) and/or apply new alternative forms of international transfers (Collings et al.,
2007; Meyskens et al., 2009; Mayrhofer et al., 2012, Vasquez & McGaughey, 2016). The first
disadvantage is related to the fact that expatriates, as compared to HCNs, are much less
familiar with the host country’s business environment (Bori¢i & Celepija, 2014 referring to
Harvey et al., 1999, 2000b; Czinkota et al., 2005; Tharenou & Harvey, 2006, Wild & Wild,
2016). The lack of clarity and deep knowledge on the political, economic, socio-cultural and
technological characteristics of this environment can influence negatively on their ability to
make the right decisions in the subsidiaries they are assigned to manage. Additionally, the
presence of expatriates at the subsidiaries’ top-level management may create communication
barriers among them and lower-level employees. The later may feel they are not well
understood by their upper — level managers since they belong to a foreign culture and are not
able to integrate to the local one (Wild & Wild, 2016). As a consequence, a cold and non-
cooperative climate is created within the subsidiary, so affecting its future performance.

Expatriation is as well a very expensive staffing policy. MNCs pay expatriates several
allowances, first of all to induce them accept the transfer (Czinkota et al., 2011), and second,
to provide compensation for all the expenses associated with their relocation together with
their families (Wild & Wild, 2016). According to Mitrev et al., (2012) the annual salary of a
PCN can be three to five times higher than that of an HCN. Besides, in many cases expatriates
have big difficulties to adjust to the environment, culture and business practices in the host
country. In other cases, their families fail to integrate to the culture and lifestyle there, so
exerting pressure on expatriated managers and their ability to perform well on their
managerial tasks (Czinkota et al., 2011; McDonnell & Scullion, 2013; Bori¢i & Celepija,
2014; Wild & Wild, 2016, Erogul & Rahman, 2017). This can often bring to a phenomenon
called expatriate failure, which has been defined as: a) premature return of expatriates from
their international assignments, b) expatriates’ weak performance, 3) and/or resignation of
them from the company right immediately after repatriation (Bori¢ci & Celepija, 2014
referring to Christensen & Harzing 2004).
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Cases of expatriate failure are also associated with high costs, direct and indirect, for both,
the MNC and the manager (Bori¢i & Celepija, 2014). A failed international assignment can
cost a company from 250.000$ up to 1 million $ (Erogul & Rahman, 2017). The MNCs’
investment on the salary, training and relocation expenses of PCNs reveals worthless if they
fail on their international assignments. Moreover, companies may lose opportunities and
market share as a result of a weak expatriate performance. On the other hand, the expatriated
manager him/herself may lose self-esteem and motivation to accept difficult tasks in the
future, or even worse, his family relationships can suffer from a possible expatriate failure
(Borici & Celepija, 2014).

Based on the above mentioned expatriation disadvantages, as well as on the need of MNCs
to have international managers’/employees’ transfers across subsidiaries, for the purpose of
coordination, control and knowledge flow among them, researchers and business practitioners
have proposed and applied new alternative of international assignments. The next section
provides a complete overview on them, emphasizing on the description of each, the
advantages and disadvantages as well as on the specific cases when each is mostly used.

2. Alternative forms of international assigcnments

Short-term assignments — in this case the assignments might last from 1 month to a year
and are usually driven by the necessity to solve specific problems, which on most of the cases
are of technical or engineering-related nature (Meyskens et al., 2009). Families do not need
to relocate in these types of assignments. Furthermore, in these cases, salary, pension, social
security and other career related issues are yet handled by the headquarters (Mayrhofer et al.,
2012). According to a study on Australian MNCs this kind of assignment is mainly used to
reduce the failure rate of classical expatriation (Mayrhofer et al., 2012 referring to Jie &
Lang, 2009).

A key positive effect of short-term assignees for the organization is cost reduction
compared to classical expatriation (Mayrhofer et al., 2012 referring to Tahvanainen et al.,
2005; Collings et al., 2007b). Cost reduction in such cases is possible too because the
procedures for their selection and preparation for the host country are more informal and ad-
hoc (Reiche & Harzing, 2008). Nevertheless, they still replace well PCNs in accomplishing
some tasks. They train the local workforce, handle specific projects’ needs and exert
managerial control by the home country over the subsidiaries’ activities (Mayrhofer et al.,
2012). Short-term assignees have the opportunity to gain international experience early in
their careers, but they still might have some problems regarding their social networks, in
particular their families (Mayrhofer et al., 2012 referring to Starr, 2009). According to Reiche
& Harzing (2008), who refer to Tahvanainen et al., 2005, several studies mention their
inability to create good relationships with local colleagues and customers, as well as the risk
they occur to have conjugal problems.

Frequent flyer assignments (or international business travelers, IBT) — As the name
suggests itself these employees travel frequently among the home and the host countries, but
do not relocate abroad and their families don’t do it too (Meyskens et al., 2009; Mayhofer et
al., 2012, Vasquez & McGaughey, 2016). Communication with the headquarters is regular
and the work is done both in the home office and the subsidiaries abroad. Meyskens et al.
(2009), referring to Mayrhofer et al. (2004), mention the case of German textile industry to
better illustrate the role of frequent flyers. According to them, such employees travel often to
the various production locations of the multinationals operating in this industry, in order to
assure quality and time coordination across these facilities.

Collings et al. (2007) referring to Welch and Worm (2006) argue that IBTs are more
suitable to be transferred to developing countries because they might hesitate to relocate
there for a long-time period, also they are suitable in the European context, because of short
distances between European capitals (1 to 3 hours of flight). Their main task is developing
new networks in foreign markets, but other important tasks are annual budgeting meetings or
production scheduling in MNCs, too. Also, the IBT’s role for the organization is crucial
during the establishment or closing of an operation abroad.

The use of this type of assignment abroad has its positive and negative effects on both the
organization and the individuals. The positive side is related to cost reduction for the MNCs,
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because of their presence during the business transactions without the requirement for their
relocation, which on the other hand minimizes the impact of international work on dual career
couples. Other advantages include personal development because of expanded knowledge and
horizons, the creation of new connections and the enlargement of social networks (Collins et
al., 2007 referring to DeFrank et al., 2000; Westman, Etzion, & Gattenio, 2008; Welch et al.,
2007).

However, there exist some negative effects too. Sometimes it is difficult for the
organization to stay in contact with IBTs due to their frequent trips, which may bring
problems related to their performance appraisal, career development, and leadership (Collings
et al.,, 2007). Moreover, due to the huge amount of work they are involved in, cases of
burnout and health problems, both physical and mental, among IBTs are of concern, (Collings
et al., 2007; Meyskens et al., 2009), such as family issues too. Despite the fact that IBTs are
not relocated to other countries, there are still chances for them to be faced with family
problems due to short and frequent trips. In addition, according to Meyskens et al., 2009, the
management of taxes and immigration laws they are exposed to, as well as their cost, are
critical issues the company should carefully pay attention to.

Commuter assignments — the employees move back and forth on a weekly or bi-weekly
basis to the same host country, generally without the need for the commuters’ families to
relocate (Meyskens et al., 2009; Vasquez & McGaughey, 2016 referring to Mayerhofer et al.,
2004a & Collings et al., 2007).

While IBTs are suitable in a European context, commuter assignments are seen more
useful in a Chinese context and are more common on oilrigs cases (Collings et al., 2007). But,
there are some concerns related to these assignments too, such as compensation, taxation and
security (Collings et al., 2007 referring to Dowling and Welch, 2004: 68), as well as burnout
and family issues, due to the difficulty to achieve the right work-life balance (Meyskens et al.,
2009).

Flexpatriates — These assignees travel also for short-time periods, do not relocate and do
not take their spouses or other family members with them during their trips. Instead, what
distinguishes them from other forms is the flexible nature of their business trips, in terms of
locations, schedule, and their social relations (Vasquez & McGaughey, 2016).

Virtual assignments — in the era of globalization, virtual assignments might be helpful to
use the best talents wherever they are located (Maznevski et al., 2006). These assignments are
particular international assignments in the sense that they do not actually involve relocation of
the assignees. In fact virtual teams are created with members situated in different locations
communicating with each other among the latest communication technologies (Collings et al,
2007; Mayhofer et al., 2012, Vasquez & McGaughey, 2016).

Virtual teams represent an interesting solution to many organizations; particularly they are
appropriate in routine activities. At first they save money to the companies which do not need
to spend for international transfers of their employees. Second, they help coordinate local
operations to the global perspective of the multinationals and speed decision making across
borders through instant virtual team meetings (Collings et al, 2007). Also, virtual assignees
can gain international experience working in cross-border virtual teams (Mayrhofer et al.,
2012 referring to Mockaitis, Rose, & Zettinig, 2009).

Nevertheless, some disadvantages are associated to these type of assignments too. First of
all, they exclude face to face communication among team members, which is critical in
certain situations (Reiche & Harzing, 2008). Besides, they find it difficult to cooperate with
each other since they are continuously influenced by their subsidiary, superiors and/or local
customers (Mayrhoher et al., 2012 referring to Zimmermann & Sparrow, 2007). Third,
cultural differences and the virtual dimension itself can impact the interpersonal relationships
within the teams (Mayrhofer et al, 2012 referring to Hardin et al., 2007) and raise the
possibility of misunderstanding (Mayrhofer et al., 2012) among members.

Inpatriates — Inpatriates on the other hand represent host or third country employees
transferred to the head office of a multinational (Sarabi et al.,, 2017) with the intent to
facilitate knowledge flow among the headquarters and the subsidiaries. Their contribution is
particularly important during the transfer of knowledge from the subsidiaries to the
headquarters, since their ability to understand, interpret and report information on host
countries’ business environments is greater than that of other international assignees, because
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of their familiarity with such environments (Bori¢i et al., 2013). This is also confirmed by
Harzing et al., 2016, who, on their study of 800 subsidiaries operating in 13 countries,
revealed that knowledge transfer from the subsidiaries to the headquarters is significantly
higher in the cases of subsidiaries with former inpatriates. Likewise, the employment of
former inpatriates resulted to be more strongly related to knowledge transfer than that of
expatriates, for both sides of knowledge transfer.

According to Mayrhofer et al., 2012, who refer to a study of Collings et al. (2010), there is
a model that shows four categories of factors for organizational use of inpatriates. These
categories are: a) headquarters factors (nationality, sector, size of the MNC); b) subsidiary
factors (age and size, relationship with the headquarters, foundation through merger and
acquisition or not); c¢) structural factors (integration of the MNC, organizational structure);
and d) HR systems’ factors (the level of sophistication of the respective HR systems for
spotting and developing international talent). It is also interesting to mention that European
companies consider appropriate the use of inpatriate managers when enlarging their activity
into formerly communist countries in Eastern Europe (Mayrhofer et al., 2008).

Self-initiated expatriates (SIEs) —These employees represent individuals who move
abroad with the intent to find better job opportunities in foreign countries. Differently from
the traditional expatriates, who are transferred by their respective organizations to fulfill
specific tasks abroad, they decide by themselves to move outside their own country in order
to progress in their career, according to their personal aspirations (Mayhofer et al., 2012;
Halim et al., 2018). Reasons for moving abroad are exploration, seeing other cultures, social
attraction etc. Reiche & Harzing, (2008), referring to Suutari & Brewster (2006), identify
some characteristics which distinguish SIEs from the traditional expatriates. SIEs are usually
younger, female or single and may be stipulated to expatriate due to their interest on
internationalism or lack of appropriate jobs at their home country. They also used to work for
organizations with a lower focus on international business or performed low-hierarchical
tasks before undertaking expatriation (Reiche & Harzing, 2008).

SIEs represent a particular opportunity to organizations from a cost effectiveness and
career planning prospective, and represent a flattering option due to their international
experience, very highly appreciated nowadays (Reiche & Harzing, 2008). Companies do not
need to go through a long and costly process to recruit and select them. Also, they do not pay
them the expensive allowances they are obligated to pay to traditional expatriates. On the
other hand, SIEs have lower expectations regarding long-term career planning by the
organizations, since their transfer abroad was their initiative and not the organizations’
necessity (Mayhofer et al., 2012). For individuals this type of assignment offers
independence, openness for new experiences, application of knowledge in a variety of
situations etc.

There are also some negative sides related to self-initiated expatriation, both for the
organizations and the individuals involved. These drawbacks are related to the SIEs’ lack of
experience with the headquarter and/or home country organization, the traditional risks
characterizing the recruiting process in an external labor market, the problems of integration
into the organizational structure, the overestimation of the ability to transfer knowledge and
skills, and the lack of career support from the home organization (Mayrhofer et al., 2012
referring to Suutari & Brewster, 2000; Banai & Harry, 2004).

Interesting findings about SIEs are also those of Richardson (2006), who designed and
conducted a qualitative study of 30 British lecturers teaching in universities in 4 foreign
countries. She discovered that family, in particular the SIEs’ spouses and children, have a
particular influence on the decision to expatriate. Even more, previous social experiences and
relationships, including those of the childhood, may be significant when individuals decide to
undertake this career path.

Permanent international transferees — Employees pertaining to this category move
continuously from country to country, performing various international assignments on behalf
of the company they work for, and, may return or not briefly to the home country. Because of
that, in this case, the classical differentiation amongst the home, host and third country
nationals’ concepts is not anymore important. Permanent international transferees lose over
time their attachment to any specific country (Mayhofer et al., 2012). These assignees are
very appropriate in the diplomatic service. The creation of members with international
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orientation is essential for organizations (Mayrhofer et al., 2012 referring to Harvey, Price,
Speier, & Novicevic, 1999b). They can use these international assignees (for example
technical specialists with international orientation) wherever staffing needs arise worldwide.

3. Cases of international assignments in foreign companies in Albania

As mentioned previously in the abstract of this paper, the issue of global staffing is rarely
discussed in the Albanian literature, even if the number of foreign companies investing and
operating in Albania is growing. Therefore, the major purpose of this work is to explore if
cases of international transfers exist and if they do, which forms do they take, in the case of
foreign companies in Albania. Because of the exploratory nature of the study, the instrument
used to collect this information was the semi-structured interview conducted with HRM
officials working to the headquarters or the subsidiaries of foreign companies in Albania.
Companies operating in several sectors, such as banking, production, insurance,
telecommunication and education, were involved in the interviewing process, nevertheless,
only a part of them provided valuable information for the purposes of this paper. Following
are presented the interviewing process results, focusing on more details on the results from
two case studies, Intesa San Paolo Bank Albania and Andritz Group.

3.1. General interview results

The interviewing process revealed that all companies involved had had cases of
international transfers. Expatriation resulted to be the main used form, mostly for the purpose
of increasing control and coordination among the headquarters and the subsidiaries. In all
cases of expatriation, the biggest difficulty encountered by the transferred employees was
reported to be the adjustment to a new way of solving and managing business problems in
Albania. Also, the high cost of expatriates was mentioned as well as an important drawback
associated with this practice. In fact, in the case of Albtelecom?2, this was emphasized as the
primary reason for the reduction of Turkish employees working in the Albanian subsidiary
and their replacement over time with Albanian ones. As a consequence, in the case of this
company, only top-level managerial positions in the Albanian subsidiary are currently held by
Turkish nationals.

Sporadic examples of short-term assignments or inpatriation were found respectively in
the cases of Shqipéria Trikot3 and Intersig Vienna Insurance Group4. Production supervision,
job rotation and exchange of experience on new developed products were the major reasons
for such transfers. Meanwhile, in the case of Albtelecom, there have been rare cases of virtual
teams mainly built for particular projects and usually for the intent of reducing transfer costs.
Also in some occasions, Albanian employees in this company have been transferred for short-
time periods, such as 1-2 months at the headquarters in Turkey, to fill empty positions in
different departments. These movements have been considered beneficial from the employees
involved and Albanian subsidiary’s viewpoint due to their possibility to gain experience and
knowledge directly at the headquarters. However, the most interesting cases, resulting from
the interviews were that of Intesa San Paolo Bank Albania and Andritz Group. In these cases,
companies were applying several forms of international transfers, which reflect the

? Albtelecom represents a leader telecommunication company currently offering four major
services: fixed and mobile telephony, internet and IPTV. It was previously owned by the state and the
only company operating in this sector. It was officially privatized in 2007 and is actually owned by
CETEL a.s Company (Ankara), member of CALIK Holding, with headquarters in Istanbul, Turkey in
consortium with Turk Telekom. (Information about the company is obtained from the interview and the
official website of the company: https://www.albtelecom.al/en/about-albtelecom/about-us/history/).

? Shgiperia Trikot (SHTR), located in Shkodra, is a subsidiary of Cotonella B.V. Netherlands,
which produces intimate outfit with raw materials, provided by the ordering company, Cotonella SPA
Italy. (Information about the company is obtained from the interview).

* Intersig Vienna Insurance Group, is part of Vienna Insurance Group (VIG) which owns
75%.INTERSIG shares since 2011 and provides insurance services to the Albanian market.
(Information about the company is obtained from the interview).
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characteristics and the motives for using them mentioned in the first and second part of the
paper.

3.2. The Case of Intesa San Paolo Bank Albania

Intesa San Paolo Group®

Intesa San Paolo represents a banking group established by the merger of two prestigious
Italian financial institutions, respectively Banca Intesa and San Paolo IMI, with the intent to
better serve to both familiar and business clients. Today the group ranks through the firsts in
the Eurozone market, with a market capitalization of 34 billion Euros’. It is also a leader in
the Italian market in all product offerings, such as, retail, corporate and wealth management
services. The Group serves to a number of 11,9 million clients throughout a network of 4.400
branches spread all over the Italian territory, each of which covers at least 12% of the market
in the majority of the regions7. As far as its international expansion is concerned, Intesa San
Paolo is present in 12 countries of Central and Eastern Europe, Middle East and North Africa,
offering services to a total number of 7,5 million clients, both individuals and businesses,
among a network of 1.100 branches. It also provides support to corporate businesses amid a
network of specialists present in 25 countries, including those in North Africa and Middle
East, as well as those where Italian companies operate the most, such as USA, Brasil, Russia,
India and China®.

Intesa San Paolo Bank Albania’

Intesa San Paolo Bank Albania started its activity in the year 2008 and today represents
one of the leading retail banks in Albania. Its offerings encompass a range of financial
services provided to individuals, SMEs and corporate businesses by its Head Office in Tirana
and a network of 34 branches covering the entire Albanian territorylo. Innovations and
product improvements at Intesa San Paolo Bank are inspired by its clients. The bank applies
the “We hear you 100%” program as well as an annual survey in order to track on the
continuous customer satisfaction and build its business strategy and respective action plans1 L

3.2.1. Interview results

In order to learn about staffing policies and international transfers’ cases at Intesa San
Paolo Bank Albania, several interviews were conducted with managers and employees at the
Head Office of Intesa San Paolo Group in Milan. The interviews revealed that the policy
applied in Albania was generally aligned with the Group’s policies used in other European
markets. There was not a specific policy for the Albanian market. Nevertheless, the staffing
policy at Intesa San Paolo Bank Albania was in compliance with the Albanian Civil Code
requirements.

As far as the nationality of managers at the Albanian subsidiary is concerned, it resulted
that only the CEO and the Vice CEO were foreigners, sent by the Head Office to supervise
the activity in Albania, as shown below in the latest organizational structure of Intesa San
Paolo Bank Albania. The rest of the top and medium level managers were Albanians.
However, as the interviewed managers reported, this was not always the case. In other
countries where the Group was operating, the CEO could also be a local staff, while other top
and medium level managers could be international.

Various forms of international transfers were used at Intesa San Paolo Bank Albania, but,
as in the case of other interviewed companies, expatriation resulted to be the main one. The
need to increase control and coordination among the Head Office in Milan and the subsidiary
in Albania, as well as the need to enhance international experience of managers, were

> https://www.group.intesasanpaolo.com/scriptIsir0/si09/

® https://www.group.intesasanpaolo.com/scriptIsir0/si09/

7 https://www.group.intesasanpaolo.com/scriptIsir0/si09/

¥ https://www.group.intesasanpaolo.com/scriptlsir0/si09/

? https://www.intesasanpaolobank.al/retail/footer/rreth-nesh.html

' https://www.intesasanpaolobank.al/retail/footer/rreth-nesh.html and interview with the HRM

official at the headquarters
' https://www.intesasanpaolobank.al/retail/footer/rreth-nesh.html
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reported to be the major reasons for having a foreign CEO and a foreign Vice CEO. On the
other hand, the lack of familiarity and difficulty of adjustment of foreign managers with the
Albanian environment, as well as their high cost, were evaluated to be equally important in
deciding to staff the rest of the managerial positions with Albanians.

Usually expatriated managers were contracted for a period of 3-5 years. During the history
of Intesa San Paolo Bank activity in Albania, all expatriated managers were repatriated after
finishing the contract. There were no cases of premature returns. However, interviews
revealed that all these expatriates had had difficulty to adjust to the Albanian way of solving
and managing business problems, as was mentioned too by other interviewed companies.
There were also cases of replacement of foreign managers with Albanian ones, but always
after the later had finished their managerial task in Albania. Several reasons for these
replacement cases were mentioned, which are all in line with the literature on staffing policies
for multinational companies.

Intesa San Paolo Bank Albania organizational structure'

Board of Directors

(Foreign)
Internal
Audit (Albanian)
CEO
(Foreign)
Compliance H_R & Legal Marll)( l:tlf: Genel:al
& AML Orgamzfmon (Albanian) c ! ﬁ Secreta'rlat
(Albanian) (Albanian) ommunication (Albanian)
‘ (Alhanian)
AML ! | | l
(Albanian) Organization Internal Com. HR Admin. & People Mng.,
& PMO CSR (Albanian) Payroll Recrut., Train., &
(Albanian) (Albanian) Dev. (Albanian)
| | | | | |
Retail ICCT Risk Operations CFO Corporate
(Albanian) (Alan) management (Albanian) (Albanian) & SME
(Albanian) (Albanian)

At one case the replacement took place because the contract of the foreign manager had
finished and the company was able to find a qualified and experienced Albanian manager to
take over the task. Also in this case, due to the previous work of the foreign manager, the
company’s expectations had been achieved and it was judged that the strategic business
instructions could be implemented without the need for the presence of a foreign manager.
The familiarity and a better knowledge of the Albanian business environment was
emphasized as another reason, especially in cases when foreign managers were unable to
build up the required contacts within this market. As mentioned above, actually, only the
CEO and Vice CEO positions are held by foreigners, while the other managerial structures are
covered by Albanians, for the purpose of being closer to the market and its particular
challenges.

Besides expatriation, other forms of international transfers, among Albania and Italy
(where the Head Office is located), are mentioned to be used as well in the case of San Paolo
Group Albania. Short-term assignments, commuter and frequent flyer assignments, were

12 Retrieved at http://www.intesasanpaolobank.al/web/About Intesa Sanpaolo Bank Albania.php
on October 2018
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reported to be applied for two main purposes. At first, these forms seemed to be very helpful
in transferring the specific know-how for the specific projects where the company was
engaged to. Second, the implementation of new business strategies formulated by the Head
Office, resulted to be very effective through managers’ transfers form the headquarters to the
subsidiary in Albania for short time periods.

Furthermore, the establishment of virtual teams for developing and implementing specific
projects led by the headquarters, is another example of using alternative forms to expatriation
to transfer knowledge and coordinate work among the San Paolo Group’s Head Office and its
subsidiaries, including the one located in Albania. The Project Manager, working usually at
the headquarters, cooperates with managers in the Albanian subsidiary and those in other
subsidiaries around the world, who are responsible for different stages of the project, through
the use of virtual networks. Many of the Group’s systematic and operative systems, as well as
some of the services provided by the Group, have been developed this way. In some cases, to
support the virtual team work, short-term trips of managers involved, have been applied too,
mainly for meeting purposes.

Inpatriation has also been part of the international staffing policy used by Intesa San Paolo
Group, and Intesa San Paolo Bank Albania has not been exclusion to this. Nevertheless, the
frequency of such staff movements has been lower as compared to that of HQ staff
movements towards the subsidiaries. Albanian employees, with good performance and
experience in certain positions, have been sent to the HQ, with the intent to enhance
cooperation and coordination of work among the Head Office and the local subsidiary. Their
local knowledge has been particularly helpful for the HQ to evaluate the Albanian market
needs and for building of the right strategies to achieve them. On the other hand, the
transferred employees have had the opportunity to see things from the HQ viewpoint and
share experiences with employees from other countries (also transferred to the Head Office),
therefore developing professionally.

A lot of cases of permanent transferees have been reported as well at Intesa San Paolo
Group. These employees are distinguished for their particular skills, qualifications and
experiences, which render them appropriate for various managerial positions and the
implementation of certain headquarters strategies in different subsidiaries. Their contribution
has also helped to strengthen the bond among the HQ and the subsidiaries, including the
Albanian one.

3.3. The Case of Andritz Group

Andritz Group" and Andritz activity in Albania

Andritz Group represents an Austrian based multinational providing a variety of products
and services to several industries, such as, the hydropower, the pulp and paper as well as the
metal and steel working industry. It is also considered the world’s leading separation
specialistl4, providing to customers worldwide the latest knowledge, equipment and services
that help them solve environmental, energy based, nutrition and health challenges.

Andritz Group’s headquarters is located in Graz, Austria, with the rest of operations
expanded in more than 280 locations or in over 40 countries of the world. It has an experience
of 170 years in the market and the number of its employees worldwide amounts to 29,60015.

Andritz Group is present in Albania since the year 2010, providing among Andritz Hydro
Branch Albania its supporting services for the building and reconstruction of hydro power
plants in our country. During this period it has been the main subcontractor for the building of
Ashta hydropower plant, by providing the necessary mechanical and electrical equipment for
this project, while from the year 2013 up to now it is assisting in the reconstruction of
Komani hydro power plantl6. This project is also known as Andritz Hydro Branch Albania
(Komani Site).

1 https://www.andritz.com/group-en/about-us
' https://www.andritz.com/separation-en

'3 https://www.andritz.com/group-en/about-us
' Information retrieved from the interview
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3.3.1. Interview results

The identification of staffing policies at Andritz Hydro Branch Albania (Komani Site) was
made possible through the assistance provided by the Andritz Hydro Branch Albania
(Komani Site)’s Commercial Administrator, who helped in answering the interview
questions. He revealed an interesting fact about this project, all managers of almost all levels
were foreigners, mainly from the headquarters and they were as well recruited at the
headquarters. In fact, only three operational managerial positions were actually held by
Albanians.

The main reason for having managers from the headquarters or other foreign managers in
the various levels of management is related to the need to transfer technical and managerial
knowledge to Albania and the need to maintain a certain level of control and coordination
among the headquarters in Graz and the project in Albania. In the meantime, the three
Albanians holding the operational level positions, where chosen for their familiarity with the
Albanian market and business environment.

There are no cases of replacing foreign managers with Albanian ones, except for the
period of summer and winter holidays. Nevertheless, even in these situations, the Albanians
chosen to make the replacement were those who had been working closely with the foreign
managers during the rest of the year.

As far as the duration of foreign managers staying in Albania is concerned, it is quite
variable, from a few days to 5 years (i.e. till the end of the project). For those staying for a
period longer than one year, the main difficulty encountered resulted to be their distance from
the family, since they normally do not take their families with them on these transfers.

There has been only one case in which the manager decided to interrupt its task in Albania.
This happened because the manager wanted to pursue another project in another country,
since his knowledge about that country was greater than that about Albania. This decision was
supported by the headquarters and judged as beneficial for both, the company and the
manager itself.

Short-term transfers are also applied in the case of Andritz Hydro Branch Albania
(Komani Site). These transfers are typically two months long and are used primarily when the
volume of work is large. In such cases the presence of a second person is necessary to assist
the actual manager effectively perform its function. Such transfers have resulted to be quite
effective for the company and the assignees are not accompanied by their families.

Particular cases of building virtual teams are not mentioned in the case of Andritz Hydro
Branch Albania (Komani Site), but online communication among it and the headquarters is
continuous, helping to solve several problems in a shorter time and at a lower cost.
Nevertheless, in some instances managers from Andritz Hydro Branch Albania have travelled
to the headquarters to participate in important meetings, discussions and/or in training
sessions, which have contributed positively to their future performance and the performance
of the Albanian branch.

Being a globally expanded company, Andritz Group has continuously based its success,
among other things, in attracting a globally diverse staff. For that purpose, it has been open to
accept and evaluate applications from, as well as to employ individuals of different
nationalities, who, in the attempt to find better job opportunities have travelled abroad, the so-
called self-initiated expatriates. By attracting and employing such individuals, the company
has built a great pool of international managers who are able to first, break cultural barriers
among the company’s different affiliates and second, to transfer knowledge and good
practices among them. A part of this group of managers is in continuous movement from a
project to a project, from a country to another, representing therefore another category of
international assignments mentioned above, i.e., that of the permanent international
transferees. Some of the foreign managers of Andritz Group working at Andritz Hydro
Branch Albania (Komani Site) belong to both categories, the self-initiated expatriates and the
permanent international transferees.

Another particular international transfer used by Andritz Group is that of groups of
engineers who are sent from the headquarters to other countries to do the pretests of finished
projects, before the later are put to efficiency. Such transfers last some weeks, depending on
the type and the complexity of the project pretested.
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4. Conclusions

The effective management of international human resources (IHRM) has been identified
by many authors as one of the key factors influencing the ability of an MNC to compete
successfully in today’s global market. In particular, their work has emphasized on the issue of
global staffing. During the last three decades the main focus of research has been the study of
expatriates’ management, but in the recent years new forms of international transfers have
been discussed and suggested by the researchers, such as, short-term assignments, frequent
flyer assignments, commuter assignments, flexpatriates, inpatriates, virtual teams, permanent
international transferees and/or self-initiated expatriates.

However, the Albanian literature on IHRM and specifically on the issue of global staffing
continues to be quite scarce, even though the foreign direct investments in the country are
increasing over time. Based on this, the aim of this paper was to make a first contribution, by
exploring the various forms of international assignments actually applied by foreign
companies operating in Albania. For this purpose semi-structured interviews were conducted
with HRM officials at the headquarters of some companies or, in other cases, with the HR
department manager of the companies’ subsidiaries in Albania. Companies included in the
interviewing process were selected from different sectors of economy, such as banking,
production, insurance, telecommunication, education, etc. Nevertheless, only a part of the
realized interviews provided valuable information for further analysis. In particular,
interesting and valuable information was provided in the case of Intesa San Paolo Bank and
Andritz Group.

International transfers resulted to be a practice followed by all companies included in the
interviewing process, with expatriation prevailing as the most used form. All companies
revealed that the main reason for using expatriates was their headquarters’ necessity to
increase control and coordination with their respective Albanian subsidiaries. They also
emphasized that their expatriates faced big difficulties to adjust to the Albanian way of
solving business problems.

But, in the cases of San Paolo Bank Albania and Andritz Group, companies were applying
additional forms of international transfers, besides expatriation. For that reason they have
been discussed in more details during the paper. Short-term assignments, commuter and
frequent flyer assignments, as well as virtual teams were mentioned to be used occasionally in
the case of San Paolo Bank Albania, mainly for the purpose of developing and implementing
specific projects or that of implementing new business strategies. Also some movements of
Albanian staff to the headquarters of the company in Italy for a period of time have been
reported to be beneficial for both parts, by improving cooperation and coordination among the
head office and the Albanian subsidiary as well as by enhancing global awareness and
viewpoint about the company of the Albanian staff members. In this regard particularly
helpful has been too the contribution of permanent transferees, as another category of
international assignments applied by Intesa San Paolo Group.

Andritz Group and its Andritz Hydro Branch Albania (Komani Site) project represent
another interesting case as far as international staff transfers are concerned. As mentioned
above almost all managerial positions are covered by expatriates, no matter which level they
belong. This reflects the high necessity of the headquarters to maintain strong control and
supervision over the Albanian project. But, some situations of short-term transfers are found
in this case too. They take place primarily when the work volume is large and actual foreign
managers need assistance from other transferees from the headquarters to successfully face
the workload. An additional interesting fact in the case of Andritz Group is the propensity of
the company to attract staff from different nationalities, willing to get job opportunities
abroad and to move from one country and/or culture to the other, also equipped with large
international experiences. These individuals actually refer to the categories of self-initiated
expatriates and permanent transferees. In fact many of the foreign managers working at the
Albanian project belong to these two categories.

Besides the value of the aforementioned conclusions, they still represent a first attempt to
explore the issue of international transfers applied by foreign companies in Albania. They are
also based on a limited number of cases and on the elaboration of information provided by
semi-structured interviews. Therefore a deeper exploration on the issue is necessary in the
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future. At first a larger number of companies should be included in the study. And second, in
relation to this, a deeper analysis of the specific factors influencing companies’ choices of
particular forms of international assignments. A survey procedure and a quantitative
methodology of data analysis might be necessary in order to identify and confirm the
relationship among a set of factors determining the choice of a particular form.
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Abstract

The low level of rural to urban migration needs to boost up for a higher rate of
urbanization and economic development in India. In this paper, we use cross-section data
models to investigate the relevant determinants of rural to urban migration at the city level in
India in 2001. City-level analyses show that employment opportunities and availability of
infrastructure facilities pull people from rural areas to urban areas; however, a higher level of
living cost, poverty, and inequality discourage migration. India’s abundant rural resources
such as land and labor need to reallocate to the urban areas to increase productivity and
economic growth. In this context, we suggest that management of poverty, inequality, job
creation, provision of better infrastructural facilities are essential at the city level to promoting
rural to urban migration in India.
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1. Introduction

A developing country such as India is going a huge transformation from rural-based
economy to industry and service-based urban economy. However, India’s urbanization rate
though increasing but it is slower than other developed countries such as United States,
United Kingdom, the Netherlands, etc. The urbanization rate in India is slower than in other
developing countries such as China, Brazil, and the Russian Federation. After independence,
the rate of urbanization began to rise continuously; the urban population in India was 17.97
percent in 1961, which increased to 31.16 percent in 2011. Growing urbanization has helped
the country to achieve higher economic growth (Tripathi, 2013; Tripathi and Mahey, 2017),
which means urbanization is the engine of economic growth in India. In India, the urban
population increases due to mainly the natural growth of population which has contributed
about 43.8 percent from 2001 to 2011. The rural to urban migration has contributed about 21
percent during the same period. Among the cities, the migrant population in Mumbai was
17.32 percent, 13.82 percent in Delhi, 8.84 percent Kolkata, 4.88 percent in Chennai, and 4.85
percent in Hyderabad, which is quite higher than other million-plus cities in 2001, on a
timescale of 10 years and more. This shows that the contribution of rural to urban migration
to urbanization in India is very low.

In this backdrop, we try to understand the factors that contribute to rural to urban
migration at the city levels in India. We consider large cities, as per the 2001 Census. There
are several reasons for the selection of such large cities (750,000 or more inhabitants) as the
units of analysis. First, because of the unavailability of city-specific data for a large number of
variables used in this study (e.g., city income data), the city district (where the sample city is
located) is used as a proxy for the city.1 Larger cities are a good proxy for a city district as
they cover a larger part of a district than the smaller cities. Second, as India’s urbanization
(i.e., the share of urban population) is mainly centered around Class I cities (population more
than 1 lakh). We source data from the Census of India and National Sample Surveys (NSS)
conducted by the Government of India. We find that city-level job opportunities,

' However, NSS data does not provide information about what proportion of city districts are made
up of the cities themselves.
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infrastructure facilities, and economic conditions matter for pulling rural people to a large
city.

The structure of the paper as follows. The second section highlights the brief review of
literature. The third section highlights the empirical framework and estimated results. The
fourth section, the conclusions, provides a summary and it suggests the policy implications
drawn from the results in section three.

2. Brief review of literature

Various economic theories institute that structural change is an unavoidable component of
economic growth. In the Lewis (1954) model, both internal and external agglomeration
economies are generated due to structural changes that occur through shifting of the labor
force from primitive agriculture sector to manufacturing which triggers growth by generating
an investible surplus. Harris and Todaro (1970) described rural-urban migration as a function
of income differential adjusted for the probability of finding a job. Harris and Todaro (1970)
explained the phenomenon of accelerating rural-urban labor migration despite the existence of
positive marginal products in agriculture and significant levels of urban unemployment.
Empirical literature such as McCatty (2004) argued that rural to urban migration in
developing countries depends on job opportunities, education, medical facilities, high per
capita income, transport facilities, and high living standard. Haurin’s (1980) model explained
that climatic differences with improved area matter for migration. Issah et al. (2005) found
that infrastructure matters for migration decisions.

In the context of India, Mitra and Murayama (2009) found that the intrastate migration rate
is much higher in magnitude than the interstate migration rate in India. The social and cultural
differences in India stand as a major limitation to population mobility. Banerjee (1986) argued
that the underlying objective of migration is to maximize the family rather than individual
welfares. Bird and Deshingkar (2009) found that circular migration rates are high in remote
rural areas, particularly among the chronically poor in India. Chauvin et al. (2017) argued that
India’s rural-urban migration is limited by strong place-based preferences such as those
related to cast-based social networks in India. Moscona (2017) and Jacob (2012) confirmed
that the green revolution has adversely affected India’s rural to urban migration. Ahuja et al.
(2011) found that the National Rural Employment Guarantee Act, 2005 which was launched
to create more rural employment could not able to check the rural migration.

Sridhar et al. (2013) argued that an increasing level of education of the migrants acts as the
main pull factor for migration in Bengaluru. Banerjee (1984) found that one-half of the
surveyed migrants had moved to Delhi after lining up specific jobs. Mitra’s (2017) study
confirmed that with an increase in the city size, the migration rate rises mainly because
employment prospects are better in large cities due to agglomeration effects. Agasty and Patra
(2013) stated that migration is mainly based on the lower-income opportunities of the rural
worker. It also depends on the debt, poor access to credit, declining access to common
property resources, or commodity price crashes [Deshingkar, 2003]. Banerjee and Kanbur
(1981) found that migration tends to rise first and then falls as rural income rises. Akram
(2015) argued that an increase in per capita Net State Domestic Product tends to decrease the
number of out-migrants from the rural areas of that state. Bhagat’s (2014) study stated that
migrants are more vulnerable and subject to various kinds of exclusions in urban areas.

The above review of literature suggests that though we have a good number of migration
studies, however what factors attract city level rural to urban migration are not known. In this
paper, we try to fill this gap.

3. Empirical Framework and Results of the Estimation of Determinants: city level

To empirically investigate the determinants of rural to urban migration in large cities in
India, the following Ordinary Least Square (OLS) regression model is used for estimation:
1la
Z ;X e
Migrant =& o +i=1 ... )
Here, the dependent variable “Migrant” in equation (1) has two different forms: first, it is
measured by percentage of rural to urban migration in large cities in India and second, it is
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measured in terms of the total number of rural to urban migrants. City-specific percentage
migration is defined by the total number of migrants from India’s rural areas to a particular
city with duration of residency from less than one year to more than 10 years divided by the
total population of that city. On the other hand, the total number of migrants from India’s
rural areas to a particular city with duration of residency from less than one year to more than
10 years is measured as the total number of rural to urban migrants. X:s are independent
variables. Based on the review of literature in Section 2, we mainly consider four types of
independent variables: employment opportunities, infrastructure availability, economic
conditions, and favorable climate. Most of the variables are considered according to
availability of data. Based on Palei (2015) and Tripathi (2018), school, colleges, universities,
and hospitals are considered as low-level capital-intensive institutional infrastructure. All
these factors pull people from rural areas to urban areas. It considers the arguments in support
of the proposition that rural to urban migration is a necessary part of the development process
and does not necessarily have to result in an adverse impact on rural areas. It is relevant to
investigate the pull factors in India rather than the push factors as several policies such as
NREGA have tried to hold people in the rural areas rather than inducing them to go to the
urban areas.

Cities with 750,000 or more inhabitants are defined as large cities. The report “World
Urbanization Prospects: The 2018 Revision” indicates that there are about 61 cities in India in
2010 having this population. However, due to limitation in data availability, we only consider
51 cities for the regression analysis. To measure city-level employment, we consider self-
employment, casual workers, and regular wage/salaried employed persons separately for male
and female.” We use unit- and individual-level NSS data of the 61st Round survey on
employment and unemployment situation in India in 2004-05. We expect that better
employment opportunities pull excess laborers from rural areas to urban areas. The economic
level is measured by per capita income, monthly per capita expenditure, tax and revenue
receipt from municipal properties, poverty, and inequality. We consider that better economic
conditions attract more rural people to urban areas. The NSS 61st Round survey on
consumption expenditure in 2004—05 data is used to measure city-level monthly per capita
expenditure, poverty, and inequality. However, as city-specific poverty lines are not available,
we use the state-level poverty line to calculate city-level poverty. Chaudhuri and Gupta
(2009) also used the state-level poverty line to measure the district-level poverty in India. To
measure the effect of infrastructure on rural to urban migration, we consider education
facilities measured by colleges and universities, health facilities, electricity connections, and
nearest distance to railway stations from the census of India. Finally, average city rainfall and
city-wise temperature differences are used to measure the impact of climate on rural to urban
migration. We expect a positive effect of climate on rural-urban migration.

Table 1 Description of data used in the regression equation

Standard Mini- Maxi- Coefficient
Variables Mean deviation mum mum of variation
Dependent variables
Percentage of rural to urban migration in 2001 18.6 122 27 474 65.59
(prum) .
Total number of rural to urban migrants (trum) 383.1 7949 257 46515 20749
(in thousands)
Independent variables
City-wise total self-employed male in 2004—05 328 4 946 188.8 615.8 2881
(selfm)
City-wise self-employed female in 2004-05 (selff) 91.0 71.8 7.4 3482 78.90

2All the definitions of the different class of laborers are followed from NSS.

*Though, 55th round for 19992000 is available but only this particular round uses different

methodology (recall periods) and creates the problem of comparison with other rounds of survey. Also
district-level estimations are more reliable only after the 61st Round of NSS survey, which has a
different sample survey design. Therefore, we consider NSS 61st Round survey on consumer
expenditure in 2004-05.
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Standard Mini- Maxi- Coefficient

Variables Mean deviation mum mum of variation
City-wise total regular wage/salaried employed

. 314.05 85.71 132.70 483.90 27.29
male in 200405 (regularm)
City-wise total regular wage/ salaried employed
female in 2004-05 (regularf) 82.79 47.26 2.00 196 57.08
City-wise total casual worker male in 200405 1043 604 93 3009 5791
(casualm)
City-wise total casual worker female in 2004—05 3701 36.10 0.00 138.70 97 54
(casualf)
Level of inequality in 2004-05 (Gini) 0.3 0.1 0.1 0.6 33.33
fdeé;)ap“a city output in 2001, in Indian rupees 165978 76146 7972 384126 45.88
City-wise monthly per capita consumption 147146 44264  801.82 261036 30.08
expenditure in Indian Rupees (mpce)
City-wise percentage of poverty headcount ratio in
2004-05 (fat0) 12.2 12.5 0.2 57.8 102.46
City-wise percentage of squared poverty headcount
ration in 2004-05 (fat1) 2.3 3.1 0.0 16.1 134.78
Road distance to railway station from the city in
2001, in kilometers (rail dist) 04 1.4 0.0 8.0 350.00
C1ty—w1se total number of universities in 2001 11 12 0.0 50 109.09
(univ)
C1ty-yvlse total number of medical facilities in 2001 187 4 2138 20 781.0 114.09
(medi)
City-wise total number of colleges (ctc) in 2001 415 49.0 1.0 195.0 118.07
City-wise total number of electricity connections in
2001 (elect) (in thousands) 461.4 1222.2 0.0 8560.3 264.89
City-wise total receipt through taxes and revenue
derived from municipal properties, in lakhs of 14.9 532 0.0 380 357.05
Indian rupees (trmp) in 2001
City-wise average rain fall in 2001 (rain) 1075.3 570.2 266.0 3053.0 53.03
City-wise temperature differences in millimeter 20.78 11.00 700 43.00 5294

(temp)

Source: Author’s calculation based on 51 observations/cities.

Appendix Table Al lists all the cities that are considered for the study. Summarized in

Appendix Table A2 are the descriptions, measurements, and data sources of all the variables
used in estimation of OLS regression of equation (1). Table 1 explains the means, standard
deviations, minimum, maximum, and coefficient of variation (CV) values for the variables
used for regression analysis. Most importantly, the CV aims to describe the dispersion of the
variables in a way that does not depend on the variable’s measurement unit. The higher values
of CV for the railway station distance from the city and the total number of electricity
connections indicate a greater dispersion in these variables. On the other hand, city-level
inequality, city-wise monthly per capita expenditure, and city-wise total number of self-
employed males show a lower dispersion in these variables. Table 2 presents the row
correlation coefficients. The estimated values of correlation coefficients quantify the direction
and strength of the linear association between the variables. The results show that the
percentage of rural to urban migration has a higher positive correlation with self-employed
females, casual employed females, and total rural to urban migration. On the other hand, it
has a negative association with self-employed males, level of inequality, and poverty
headcount ratio. It also shows that collinearities among the independent variables are not very
high, which is required for proper regression estimation.

Table 3 presents the estimated regression results from equation (1). Regression 1 reports
the full model where all the independent variables for OLS estimation are considered. On the
other hand, regression models 2—5 represent the parsimonious model by excluding the
explanatory variables that did not show statistically significant results due to collinearity of
independent variables. Regression models 1-5 consider the robust standard errors (to control
for heteroskedasticity).

The significant values of F statistics for regressions 1-5 indicate that the overall model is
statistically significant. The higher values of R* indicate that regressions 1—4 explain a good
percentage of total variation in the dependent variable. The study has also calculated the
adjusted R as it adjusts for the number of explanatory terms in a model, i.e., it incorporates
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the model’s degrees of freedom. The multicollinearity problem does not seem to be
troublesome, as the mean variance inflation factors (VIF) values do not exceed 10 for
regressions 1-5. Regression results are also free from omitted-variables bias as Ramsey
RESET test show the satisfactory results. The p-values of Ramsey RESET test are higher than
the usual threshold of 0.05 (95 percent level of significance); therefore, we fail to reject the
null hypothesis and conclude that we do not need more variables to explain the determinants
of rural to urban migration at the city level.

Table 2 Correlation coefficient of determinants of rural to urban migration in large cities in

India
rail
prum  trum  selfm self  Gini  dist elect univ__ casualm ddp fgt0  fatl medi rain  trmp  ctc regular _regularf casualf temp mpce
prum 1.00
trum 039  1.00
selfm -0.16 -0.09 1.00
selff 033  0.16 054 1.00
Gini -0.23 008 -020 -0.09 1.00
rail dist  0.03  -0.03 -0.04 -0.22 -0.04 1.00
elect 0.15  -0.05 -0.16 -021 -0.16 -0.07 1.00
univ -0.14  -0.15 -0.05 -0.04 -0.06 -023 0.11 1.00
casualm 0.09 020 -026 0.03 -0.14 -0.19 022 024 1.00
ddp 0.04 -003 -028 -022 0.01 -001 -0.07 -0.12 -0.03 1.00
fgt0 -0.11  0.08 -0.10 -0.08 0.17 -0.06 -0.07 -0.13 028 -0.18  1.00
fgtl -0.05 0.08 -0.18 -0.09 0.5 006 -0.05 -0.15 0.30 -0.12 093  1.00
medi 0.06 -0.03 -0.17 -023 -0.11 029 0.0 0.02 004 022 -0.08 001 1.00
rain 0.03  -0.19 -0.09 -0.19 0.0 006 -0.03 -0.03 -0.21 -0.03 -0.15 -0.14 0.3 1.00
trmp 0.08 -0.03 0.08 -0.08 -0.16 -0.07 027 0.13 0.06 -0.01 -0.06 -0.08 032 026 1.00
cte -0.03 -0.08 -0.11 -0.19 -0.13 -0.11 061 0.17 0.19 0.11  0.02 0.04 048 004 050 1.00
regularm  0.10  -0.09 -0.51 -030 021 -0.11 -0.18 -0.05 -0.40 042 -023 -020 007 026 000 -0.09 1.00
regularf  0.17 028 -0.50 -022 0.08 -0.20 -0.03 -0.06 0.03 054 -028 -023 -0.05 0.10 0.05 -0.09 0.56 1.00
casualf 030 025 0.04 039 -006 -0.14 0.09 008 043 -021 029 031 -0.19 -0.06 0.01 -0.07 -033 0.02 1.00
temp -0.14  -0.07 0.07 0.00 -0.02 -0.01 -0.10 -0.06 0.04 -0.24 023 0.5 -028 -020 -0.17 -0.18 -0.15 -0.22 0.08 1.00

mpce -0.02 002 -0.13 0.03 043 -0.09 -0.07 -0.04 -0.15 029 -052 -049 0.02 008 -0.03 -0.11 040 0.37 -0.16 -0.21  1.00
Note: See Table 1 for variable definitions. The correlation coefficients are based on 51 observations.

Source: Author

Regressions 1-5 show that better employment opportunities in a city promote higher rural
to urban migrations. Regression 1 shows that city-wise total self-employed males have a
negative impact on the percentage of rural to urban migration. In particular, a 100 percent
increase in city-wise total of self-employed males decreases rural to urban migration by 6
percentage points. However, city-wise total of self-employed females has a positive impact on
the percentage of rural to urban migration. This indicates that cities having a higher number of
self-employed females attract higher rural to urban migration whereas cities having a higher
percentage of self-employed males discourage rural to urban migration. It may be the case
that if women have the chance to make them self-employed in the city, more women from
rural households may migrate to urban areas to earn more. The possible increases in income
of the households make rural to urban migration easier and attractive. But, in case the male
workers from rural areas want to be self-employed, they may not choose to migrate from rural
to urban areas. Regressions 2—5 show that city-wise regular wage/salaried employed males,
regular wage/salaried employed females, casual male workers, and casual female workers
have a positive and statistically significant effect on the volume of rural to urban migration.
For instance, in regression 4, a 100 percent increase in city-wise total of regular wage/salaried
employed males leads to a 5 percent increase in the percentage of rural to urban migration.
This clearly indicates that the job opportunity in the city acts as a magnet to pull rural people
into urban areas. Therefore, cities need to provide a higher number of regular jobs in the
formal sector and casual work to attract a higher level of rural to urban migration. The results
support the findings of Iversen (2006), McCatty (2004), and Banerjee (1984).

When economic conditions of the cities are taken into account, the results from regressions
1 to 5 indicate that they have an adverse effect on the percentage of rural to urban migration.
The city-wise per capita income does not have any statistically significant effect on the
volume of rural to urban migration. Regression 4 shows that city-wise monthly per capita
consumption expenditure has a statistically significant (at a 10 percent level) negative effect
on the percentage of rural to urban migration. This means that if a city has higher monthly per
capita expenditure (i.e., richer city), it discourages rural to urban migration. It therefore
indicates that a richer city may be more expensive for a person to migrate from a rural to an
urban area. It is very tough to manage daily essential expenditure, housing rent, and other
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expenditures by migrant people in the richer city. The estimated result does not support the
findings of Arzaghi and Rupasingha (2013).

Table 3: Determinants of rural to urban migration in large cities in India

Dependent variable

Percentage of Rural to Urban Migration Log of Total
Migrants from
Independent variables Rural to Urban
OLS v OLS
(€))] (2) (3) 4) (©)] © )
E t" Al t oppor
City-wise total no. of self-employed -0.064** -0.0651*** -0.00572%**
male (0.026) (0.0194) (0.00187)
City-wise self-employed female 0.122%* 0.084***  0.0739%* 0.113%%* 0.00534*
(0.0489) (0.027) (0.0332) (0.0388) (0.00314)
City-wise regular wage/ salaried 0.0182 0.0388 0.0529*
employed male (0.0337)  (0.0267) (0.0280)
City-wise regular wage/ salaried 0.086**
employed female (0.033)
City-wise casual male worker -0.0009 0.0503*
(0.0346) (0.0269)
City-wise casual female worker 0.122%%*
(0.0460)
Economic conditions
City-wise level of inequality -21.77 -31.68%* -0.803
(22.82) (12.26) (1.559)
City-wise per capita output 0.867 -0.0182 -0.209
(2322)  (1.817) (0.192)
City-wise per capita monthly -0.00399 -0.00485  -0.0068*
consumption expenditure (0.00517) (0.00454) (0.0039)
City-wise poverty headcount ratio 0.0570 -0.162 -0.172 -0.478* 0.000665
(0.341) (0.400) (0.154) (0.283) (0.0162)
City-wise squared poverty headcount -0.437 0.659 1.673
ration (1.482) (1.631) (1.406)
Road distance to nearest railway station  0.901 1.489%* 0.0538
from a city (1.061) (0.658) (0.0818)
Infrastructure availabilities
City-wise total number of universities -1.458 -1.535 -0.255%*
(1.325) (1.708) (0.115)
City-wise total number of medical 0.00732 0.0162*
facilities (0.0100) (0.00917)
City-wise total number of colleges -0.078%*%  -0.0417  -0.077** -0.061* -0.0504%**
(0.032) (0.0278)  (0.037) (0.035) (0.0236)
City-wise total number of electricity 0.357*%%*%  0.206%**  0.401**+* 0.255%** 0.233%* 0.0008
connections (0.110) (0.067) (0.0818) (0.062) (0.0967) (0.007)
City-wise total receipt through taxes 0.036%* 0.0484%**
and revenue derived from municipal (0.016) (0.00786)
properties
Favorable climate
City-wise average rain fall 0.0016 -0.0002 0.0014
(0.0028)  (0.002) (0.002)
City-wise temperature differences -0.0574 -0.157 -0.0888
(0.152) (0.147) (0.113)
Intercept 35.33 16.95 9.780 0.591 23.08%%* 31.32%%% 14.31%%%
(23.49) (15.15) (9.738) (14.30) (3.467) (6.325) (1.098)
No. of observations 51 51 51 51 51 51 51
R’ 0.481 0.249 0317 0.229 0.112 0.379 0.230
Adjusted R? 02142 0.1061 0.1869  0.1243 -0.009 0.2804 0.0835
F Statistics/ Wald i 7.3k RS9FEE g glEkk ) IR* 6.68%** 104.92%** 1.99*
Mean VIF 3.26 1.36 347 1.38 3.64 1.47 1.27
Ramsey RESET test 1.78 0.39 1.07 2.40 0.33 0.96
0.17) (0.76) (0.37) (0.08) (0.80) 0.42)

Robust standard errors in parentheses: *** p<0.01, ** p<0.05, * p<0.1. p-values for the null hypotheses
of the Ramsey RESET tests are reported in the parentheses after the values.

Finally, the distance by road to the nearest railway station, which indicates economic
potential, does not have any statistically significant effect on the percentage of rural to urban
migration. The results indicate that a richer city with a higher level of poverty and inequality
does not attract people from rural areas to urban areas. The estimated result does not support
the findings of Haurin (1980).

Now, we assess the effect of infrastructure on the percentage of rural to urban migration.
The city-wise availability of a higher number of electricity connections has a positive impact
on rural to urban migration. Regression 1 shows that a 10 percent increase of total number of
electricity connections in the host city increases rural to urban migration by about 3.6 percent.
Regression 3 indicates that the city-wise higher number of medical facilities also attracts
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people from rural to urban areas. An increase of 100 percent in the total number medical
facilities leads to 1.6 percent increase in rural to urban migration. The result indicates that
better infrastructure has a positive impact on rural to urban migration. However, the city-wise
total number of colleges has a negative impact on the percentage of rural to urban migration,
which is not expected. The city-wise number of universities also does not have any impact on
rural to urban migration. This indicates that the educational facilities do not much attract
people from rural areas to a large city. Or, it may be the case that we need to consider other
variables to measure the educational facilities of a city. However, the city-wise total receipt
through taxes and revenue derived from municipal properties has a positive effect on the
percentage of rural to urban migration. This indicates that a higher amount of taxes and
revenue derived from municipal properties, which is basically spent to increase the public
services delivered to the city dwellers, attracts more people from rural to urban areas. Overall,
the infrastructure has a positive effect on rural-urban migration. The estimated result does not
support the findings of Issah et al. (2005). Finally, city-wise climatic conditions, which are
measured by average rainfall and temperature differences, have no statistically significant
effect on the percentage of rural to urban migration. The result does not support the findings
of Haurin (1980). This could be because of the vast majority of movement to urban areas
comes from geographically close rural areas (i.e., within state migration is very high), and
there is very little variation in climate within a region.

Regression 7 considers the logarithm of the total number of rural to urban migrants as the
dependent variable. The regression model represents the log-linear model as the dependent
variable, which is assumed to be the logarithmic form. The results show that the city-wise
total number of self-employed females have a positive effect and the city-wise total number of
self-employed males have negative effects on the total number of rural to urban migrants. The
results are consistent with the results of regressions 1-5. The city-wise number of universities
has a negative and statistically significant effect on the log of total rural to urban migrants.
However, economic conditions do not have any effect on the total number of rural to urban
migrants. This result contradicts with the results obtained in regressions 1-5. It shows that job
opportunities are more important than economic conditions of city to increase rural to urban
total migration. For example, 41 percent of total rural to urban migration in Mumbai
happened due to work and employment reasons in 2001.

3.1.1. Robustness check

The causality between rural to urban migration and employment (or economic conditions)
is not very important as economic conditions do not have stronger effect on rural to urban
migration. On the other hand, urban India has failed to create enough jobs for its increasing
rural migrants. However, India’s limited urban policies (e.g., JINNURM and Smart city
mission) only focused on infrastructure development of the cities, so causality test is
important.

A serious concern about the relationship between infrastructure facilities and the volume
of rural to urban migration is the question of reverse causality. Does a higher level of
infrastructure increase rural to urban migration, or, does higher rural to urban migration
increase infrastructure facilities? The answer is possibly a mix of both. By considering this
phenomenon, we use instrumental variable (IV) regression model to check the robustness of
our regression results.

Although we have measured several variables to assess the impact of infrastructure on
rural to urban migration, we consider only city-wise number of electricity connections as
endogenous variables for the estimation of IV regression as it has a very consistent and strong
effect on rural to urban migration. The suitable instruments are considered in such a way that
they have a very strong relationship with the number of electricity connections, which is
measured by correlation coefficients (7) but are exogenous, i.e., not anyway associated with
rural to urban migrations. Keeping in mind all these issues, we find the following instruments
for the estimations: first, the size of city populations that have a strong relationship with the
number of electricity connections as a higher level of population demands a higher number of
electricity connections, but this may not have anything to do with rural to urban migration. It
is important to note here that from 1991 to 2001, the 79 percent increase in urban population
was due to natural increase, expansion of boundaries, and net reclassification. The correlation
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coefficients of the percentage of rural to urban migration with the size of city populations is
about —0.002.

Second, the number of banks city-wise, which have a strong relationship with the number
of electricity connections, indicates a higher level of population but it has a very low
relationship with the volume of rural to urban migration, as the migrants may have accounts
in the rural banks and partially use the urban banks. So rural to urban migration does not
necessarily increase the bank branches as they do not become customers of the urban bank
branches in the city. The correlation coefficient between the number of banks and the number
of electricity connections is 0.62, whereas the correlation coefficient between the number of
banks and the percentage of rural to urban migration is 0.04.

We estimated the model using a 2SLS estimator. The regression model 6 in Table 3
presents the estimated results of the parsimonious model as we find that the results are more
satisfactory than running the full model. Our instruments work well as first-stage F statistics
comfortably passes the rule of thumb threshold for strong instrument (Staiger and Stock,
1997) and exceeds the Hausman et al. (2005) threshold values.

The results of regression model 6 show that the city-wise number of self-employed males
has a negative effect on the percentage of rural to urban migration. The number of city-wise
self-employed females has a positive effect on the percentage of rural to urban migration.
These results are statistically significant (at the 1 percent level) and consistent with the
regression results of regressions 1-5. Also, a positive effect of the city-wise receipt through
taxes and revenues and a negative effect of the city-wise number of colleges on the
percentage of rural to urban migration are similar to the results obtained in regressions 1-5.
Most importantly, the number of electricity connections has a positive and statistically
significant effect on the percentage of rural to urban migration. These results substantiate our
earlier claim that electricity connections, which is used as a proxy for infrastructure, increases
the percentage of rural to urban migration in India. However, the positive effect of distance by
road to the nearest railway station on of rural to urban migration indicates that lower
economic potential increases rural to urban migration. This result supports our earlier claim
that cities with higher economic conditions do not attract rural people to urban areas.

4. Conclusions and policy implications

This paper attempts to investigate the relevant determinants of rural to urban migration in
large cities in India based on the 2001 Census and National Sample Survey data. OLS and IV
approach models are used for the analysis.

The city-level OLS and IV regression results show that the city-wise total number of self-
employed males has a negative effect on the percentage of the total number of rural to urban
migrants in India. But the city-wise self-employed females, regular wage/salaried males, and
females, the total number of male and female casual labor have a positive effect on the
percentage of rural to urban migration. City-level poverty, inequality, and per capita monthly
consumption expenditure have a negative effect on rural to urban migration. However, the
total receipt received through taxes and revenue derived from municipal properties has a
positive effect on it. The results also show that a favorable climate does not have any effect on
rural to urban migration. The results imply that employment and infrastructure remain very
important factors behind the city-level rural to urban migration in India.

Based on the analysis we suggest that Indian cities have to provide more job opportunities
to facilitate higher rural to urban migration. Indian cities are lacking urban infrastructure
facilities. Therefore, improvements in infrastructure availabilities are essential to increase
rural to urban migration. Urban poverty and inequality have to reduce so that it rises rural to
urban migration. Finally, control of living costs in the cities is important for this purpose.
However, how small cities or towns can attract more rural population and consideration of
other variables such as family income diversification, social networks, and caste affinities,
and employment growth to explain rural to urban migration in the large cities forms the topic
for research.
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Appendix
Table Al. Names of Cities Used in Regression Analysis

Agra (Agra), Aligarh (Aligarh), Allahabad (Allahabad), Amritsar (Amritsar), Asansol
(Barddhaman), Aurangabad (Aurangabad), Bangalore (Bangalore Urban), Bareilly (Bareilly),
Bhiwandi (Thane), Bhopal (Bhopal), Bhubaneswar (Khordha), Chennai (Chennai),
Coimbatore (Coimbatore), Delhi,' Dhanbad (Dhanbad), Durg-Bhilainagar (Durg), Guwahati
(Kamrup), Gwalior (Gwalior), Hubli-Dharwad (Dharward), Hyderabad (Hyderabad), Indore
(Indore), Jabalpur (Jabalpur), Jaipur (Jaipur), Jalandhar (Jalandhar), Jamshedpur (Purbi-
Singhbhum), Jodhpur (Jodhpur), Kanpur (Kanpur Nagar), Kochi (Eranakulam), Kolkata
(Kolkata), Kota (Kota), Kozhikode (Kozhikode), Lucknow (Lucknow), Ludhiana (Ludhiana),
Madurai (Madurai), Meerut (Meerut), Moradabad (Moradabad), Mumbai (Mumbai), Mysore
(Mysore), Nagpur (Nagpur), Nashik (Nashik), Patna (Patna), Pune (Pune), Raipur (Raipur),
Ranchi  (Ranchi), Salem (Salem), Solapur (Solapur), Thiruvananthapuram
(Thiruvananthapuram), Tiruchirappalli (Tiruchirappalli), Varanasi (Varanasi), Vijayawada
(Krishna), Visakhapatnam (Visakhapatnam).

Note: City district (where the sample city is located) is used as a proxy of a city to measure some of the
variables used in estimation of regressions by considering urban sample persons of that district. Name
in parentheses indicates the name of the district in which the city is located.

'Delhi as a whole is considered a proxy of a city district.

Appendix A2: Variable sources and definitions used in city-level regression model

Workforce participation rate (WPR) (as given in National Sample Survey(NSS): The
number of persons employed in wusual status (principal and subsidiary status) per 1,000
persons is referred to as the work force participation rate (WFPR) or worker population ratio
(WPR).

Self-employed, Regular wage/salaried employee, and casual worker: As defined by NSS.

City-wise per capita output: Per capita non-primary Net District Domestic Product
(NDDP) of 2001-02 at 1999-2000 constant prices is taken as a measure of city output.
Source: Directorate of Economics and Statistics (DES), various State Governments, Gol.

City-level poverty: We use the state-level urban poverty line as suggested by Tendulkar
Committee to estimate the city level poverty by considering the urban sample persons of that
district. Poverty head count ratios of the large city districts are calculated to measure the city
level poverty. Source: NSS unit level data on “consumption expenditure” of 61st Round in
2004-05.

City inequality level: Gini coefficient of the large city districts (i.e., the district in which
the sample city is located) by considering urban sample persons of that district. Source: NSS
unit level data on “consumption expenditure” of 61st Round in 2004-05.

City-level monthly per capita consumption expenditure (MPCE): MPCE is taken from
the large city districts (i.e., the district in which the sample city is located) by considering
urban sample persons of that district. Source: NSS unit level data on ‘“‘consumption
expenditure” of 61st Round in 2004-05.

Rainfall: City-wise average rainfall in 2001. Source: Census of India.

Temperature: City-wise temperature differences from maximum to minimum (in degrees
centigrade) in 2001. Source: Census of India.

Medical facilities (Numbers): City-wise Total Number of Hospitals + Number of
Dispensaries + Number of Health Centers + Number of Family Welfare Centers + Number of
TB Clinics + Number of Nursing Homes + Number of Other Medical Institutions in 2001.
Source: Census of India.

Total university and colleges (Numbers): City-wise total number of universities and
colleges in 2001. Source: Census of India.

Electrification (Number of Connections): City-wise Total number of connection by
Domestic + Industrial + Commercial + Road Lighting (Points) + Others in 2001. Source:
Census of India.
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Total receipt: Total money (in Rs.) receipts through taxes and revenue derived from
municipal properties and power apart from taxation in 2001. Source: Census of India.

Railway Station distance: Shortest road distance to nearest railway station (in
km) from a city. Source: Census of India.



Myzrova O., Serdyukova L., Labaznova E., Regional Science Inquiry, Vol. XII, (1), 2020, pp. 155-169 155

ASSESSMENT OF INNOVATIVE POTENTIAL AS A CRITERION FOR
EVOLUTION OF THE MESOECONOMIC SYSTEM

Olga MYZROVA
D.Sc. in Economics, Professor; Department of Economic Security and Innovation Development, Yuri
Gagarin State Technical University of Saratov, Saratov, Russia
myzrova.stus@bk.ru

Larisa SERDYUKOVA
D.Sc. in Economics, Professor; Department of Economic Security and Innovation Development, Yuri
Gagarin State Technical University of Saratov, Saratov, Russia
serdyukova.stus@ro.ru

Elena LABAZNOVA
Ph.D. in Economics, Associate Professor; Director of Institute of Social and Production Management,
Yuri Gagarin State Technical University of Saratov, Saratov, Russia
labaznova.stus@ro.ru

Abstract

Under current conditions of economic development a constant and timely research into the
ongoing internal and external changes, affecting the accumulation of innovative potential, as
well as degree of its utilization, will speed up the processes connected with upgrading
competitive advantages and economic growth rate.

The aim of the work is offer methodological tools employed to estimate the innovative
potential of the mesoeconomic system as a criterion which ensures development in a given
direction. The results of research proved that the ability and determination to develop
innovative activity is determined by the accumulated aggregate potential of the
mesoeconomic system as a whole, which can be estimated across the sections including
infrastructure and legal regulations, innovation and production, education and research, as
well as finance and investment. The results of research were tested based on the analysis of
innovation potential of Saratov region as a mesoeconomic system.

Keywords: Innovation potential, infrastructure and law, production and innovation,
scientific and educational, investment and finance

JEL classification: O10, O52

1. Introduction

At the present stage of the country's economic development (the Russian Federation did
not retain its position in the Global Innovation Index (GIL) ranking, and moved down from
No. 43 spot in the GIL 2016 to No. 46 in the GIL 2018, yielding its positions to innovation
achievers, including Thailand and Vietnam (Global Innovation Index 2018), it is vital not
only to react to the rapid changes in the business environment, but also be prepared for the
upcoming changes in order to maintain the competitive advantages and resources of the
system revealed through the analysis of the system potential. Recently, there have been
numerous scientific publications devoted to the research into commitment and ability to
business development. However, determination and ability of enterprises for further growth,
including innovation development, is largely determined by the policies pursued by the
government of the region.

This includes not only laws adopted by the local municipalities, regulations and programs
referred to support and creation of favorable conditions for the development of innovative
activities in the region, but, in the first place, the infrastructure, funds, disbursement of money
for grants, etc. Additionally, to stimulate development of the regions, it is important to
encourage development of the regional strategies related to “smart specialization”. However,
these strategies “must be individualized; they cannot be developed exceptionally on the
national level” (Carayannis and Campbell 2010), since we must take into account a special
character, advantages and potential of a region.
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As noted in (Carayannis and Grigoroudis 2016; Carayannis and Campbell 2010; EBRD
2013; Carayannis, Meissner, and Edelkina 2017; Drucker 2014; Carayannis and Grigoroudis
2014; Makarov et al. 2016; Carayannis et al. 2014), it is important to consider intrinsic
regional diversity of the business environment, since business conditions even in the
neighboring regions can vary considerably. The regions form the meso levels of a country’s
economic system (the macro level) (Kleyner 2015a; 2015b), whereas a system is “a relatively
discrete or stand-alone and stable part of economic time and space continuum, characterized
by external integrity and internal diversity” (Kleyner 2015a; 2015b). Thus, the regions
represent the mesoeconomic systems characterized by different development rates, and have a
direct impact on the performance of a system at the macro level.

Therefore, we assume it is critically important to determine the true state of business in the
region, and identify the factors and resources required to improve the region’s economic
situation and competitiveness, which cannot be achieved without the growth of innovative
activity. Hence, there is a need to estimate the level of a region’s readiness for development as
a mesoeconomic system. Assessment of innovative potential as a criterion for the region's
readiness for development was conducted in 2010-2017 in Saratov region. This is the territory
with more than 47,000 enterprises providing various types of business activity, about ten
universities involved in research and development activities. The given research was based on
the methodology developed by the authors, in order to estimate the ability and readiness for
development of any region.

2. Theoretical Research

The analysis of numerous scientific articles revealed that many scientists, while doing their
research into determination of various economic systems to develop innovation activity,
identify this activity with the innovation potential. At the same time, they have not provided
an unambiguous definition for the “innovative potential” as an economic category. As an
example, K. Freeman considers that the innovative potential ensures advancement of a system
due to innovations (Freeman 1995). P. Drucker assumes that the innovation potential is of
practical importance and must be analyzed to be used effectively (Golova and Sukhovey
2018). According to O.V. Vasyukhina and E.A. Pavlov, the innovation potential is one of the
system attributes of a large and sophisticated socio-economic system, which allows the latter
to adapt through commercialization of new knowledge to the changes in the environment
(Vasyukhin and Pavlova 2010). In our view, conclusions of the above mentioned scholars
totally comply with the principles behind the mesoeconomic system and development of its
innovative parameters.

However, in theory the innovation potential should not be limited to a set of financial and
economic resources, or objects of intellectual property and staff composition promoting
innovations (Nikolaiva 2014). In fact, to facilitate innovation activity we need not only human
resources, intellectual property, or financial and economic resources, but a whole set of these
resources, including business potential.

A comprehensive approach to the components constituting the innovation potential is
presented in the works by A. A. Rudichev, E.A. Nikitina, S.P. Gavrilavskaya, A.A.
Getmantsev (Abdrakhmanova et al. 2017), where the innovation potential incorporates the
resource, internal and performance components, each based on the framework of its own
constituents. Thus, such component as resources includes material and technical,
informational and financial constituents; the internal component incorporates the resources of
state support and infrastructure; whereas the performance component is based on the growth
of efficiency of the economic system. However, we assume that this approach does not take
into account other components (such as ability of the economic system to commercialize and
promote the results of innovation activity), and secondly, the latter component is the result of
innovation activity rather than accumulated capacity, means and terms required for its
implementation.

The conducted analysis of scientific papers revealed that the scholars distinguish between
three main approaches in assessment of the advancement potential of the mesoeconomic
system: the resource-based, performance-based, and target-based approaches. However, they
are mainly used to identify and estimate the potential of socio-economic development of a
region.
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Additionally, the authors highlight various elements within the estimated potential. Thus,
E.V. Andrianova and L.V. Konovalova place an emphasis on the component dealing with
economy (considering that it implies availability of only natural resources, which, in our view
is incorrect, since these are not identical concepts, and secondly, economic potential is a much
wider concept), financial and organizational components (Andrianova and Konovalova 2015).
M.A. Bochkov and O.P. Salegina assume that to assess the potential of a region, it is
necessary to estimate its reserves incorporating the natural, investment, and scientific-
technical reserves (Bochkov 2013).

A worth-while approach to assessment of a region’s potential is presented in the work by
K.O. Vinogradova and O.A. Lomtseva. The authors suggest to distinguish between three
sections consisting of specific potentials: material and technical (including manufacturing,
economic and geographical, and demographic potentials), financial and economic (including
labor, manufacturing, social infrastructure, budget, and export-import potentials), and
innovative -institutional (including scientific innovations, investment potential, and regulatory
and legal expertise) (Vinogradova and Lomovtseva 2013). However, the authors note that the
existing methods do not provide appropriate tools for assessment of highlighted potentials of
aregion’s advancement.

The proponents of the performance-based approach are A. A. Rudichev, E.A. Nikitina,
S.P. Gavrilavskaya, A.A. Getmantsev (Rudychev et al. 2015), who interpret the potential as a
capability of the economic system to ensure a certain outcome based on utilization of
available resources. Moreover, the authors do not investigate the issues related to assessment
methodology.

The third, target-based approach to defining the potential is followed by M. Yu. Nikolaeva
Nikolaeva, 2014. They consider the potential as ability to achieve the set goals in the face of
limited resources. However, the author do not present the ways for estimating the given
potential, or show how the given potential should correlate with the ways to achieve the set
goals, and accordingly, how to outline the directions needed to utilize and shape the potential.

In our view, determination and ability of a region to develop innovation activity is based
on the accumulated aggregate potential, which includes financial, investment, informational,
intellectual, logistic, production, marketing, human, research and development, organizational
and management potentials of both individual enterprises and the region’s economy as a
whole. Each potential is associated with its own specific risk types, which requires an
additional assessment procedure of the risk rate relating particular and general directions, and
ability to confront the risks and vulnerability factors.

Thus, determination of a region to advance innovation activity is a comprehensive
phenomenon associated with ability to implement effective innovation activity by the entities
of a region, including availability of accumulated resources, performance capacity, ways and
methods to encourage the innovation processes. Meanwhile, an effective demand for
innovative goods and services is of no small importance in the given process.

3. Research Methodology

It should be noted that the region’s determination and ability to develop innovative activity
is formed both on the regional level, and on the level of individual enterprises. The first level
allows for a comprehensive assessment of the whole set of potentials across the region
conducted by four interlinked sections. The second level relates individual enterprises and
organizations of a region which implement or have the capacity to introduce innovation
projects into various spheres of activity (manufacturing, organizational, managerial,
marketing, informational, etc.). This is associated with the fact that enterprises determine the
main share of the region's capacity to enhance innovation development.

Building a model for estimation the region’s capability to develop innovation activity is
based on the fact that present-day model of innovative development of the regions requires
interaction between the government, business and universities (Etzkowitz 2008) in order to
create an innovation development strategy taking account of the production and technological
potential of a region (Golova and Sukhovey 2018).
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From this perspective, in order to conduct a comprehensive assessment of the innovation
potential as a criterion of capacity of the mesoeconomic system for advancement, we place a
special emphasis on the following sections:

. infrastructure and law;

*  innovation and production;

*  science and education,

*  funds and investments.

The first section, dealing with infrastructure and law, is responsible for the readiness of the
mesoeconomic system in terms of creation and effective operation of the legal and regulatory
framework, innovation and investment policy, advisory centers, market and innovation
infrastructure (audit, consultancy, insurance, leasing, and logistics, technology transfer and
information agencies, etc.). The components of this section are local/regional governments, as
well as departments and agencies. A competent implementation of an innovation policy can
encourage innovation activity at the level of individual firms, which, in its turn, can trigger a
chain reaction at the macro level. A culmination of this process may become a considerable
degree of competitiveness (Carayannis and Rakhmatullin 2014).

The quality of the innovation and investment policy is characterized by such indicators as
availability and quality of the regulatory and legal framework for the innovation activity in
the region (a strategy for the advancement of innovation activity, particular legislative
provisions, development programs, prioritized development areas, clusters, a particular level
in the development of a specialized infrastructure).

The organizational and legal support implies availability of a coordination centre for the
innovation policy supervised by the regional government, specialized organizations targeting
to support the entities involved in innovation activities of a region (funds, agencies,
information and advisory centres, etc.).

Business development, including innovative businesses, is largely determined both by the
features and development degree of the institutional environment (Marcelin and Mathur 2015;
Volchek, Henttonen, and Edelmann 2013; Welter and Smallbone 2011; Yukhanaev et al.
2015), which in our view means that this section should be distinguished as a separate
component when assessing the rate of a region’s determination and readiness for
advancement.

The assessment procedure in this section is conducted using the expert method, where each
indicator is given the scores from 0 to 1 defining the outcome index.

The second section, dealing with innovation and manufacturing, ensures accumulation of
production, marketing, intellectual and research potentials. The elements of the section
include innovative technology parks, incubators, research institutes, R&D and design-and-
experimental departments of enterprises, universities, as well as enterprises and organizations
engaged in the manufacture and sales of innovation products and services.

The third section, related to the scientific and educational potential, ensures the manpower
training (workers, managers of all levels, experts, researchers, scientists, etc.), shaping the
intellectual, research and human capacity of the mesoeconomic system. The components of
this section are professional colleges, technical schools, and universities.

The fourth section, relating finance and investments, deals with accumulation and
availability of financial and investment resources, and includes the following elements:
government (within the framework of allocating funds from the regional budget, attracting
federal aid to finance innovation programs and projects), departments and agencies (allocating
funds for research and development, and supporting innovative entrepreneurship), credit
organizations, various investment funds, and private investors (providing funds for innovation
projects), enterprises and organizations (using the owned capital to develop innovative
activities).

Apart from that, each section forms the types of potentials aimed at increasing the
readiness of the mesoeconomic system to develop innovation activities:

e strategic;

e tactical;

*  operational.

The strategic potential testifies that the mesoeconomic system pursues an effective
innovation policy, the legal framework and infrastructure have been shaped, the results of
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scientific research, intellectual property objects and investments have been accumulated; the
tactical potential is based on production, human resources, logistics and financial elements,
whereas operational potential incorporates informational, organizational, managerial and
marketing elements.

A comprehensive assessment of the readiness of the mesoeconomic system to develop
innovation activity includes estimation of the accumulated potential within each section and is
based on a multi-level hierarchy of indicators revealed using the quantitative and qualitative
methods, as well as integrated indicators. This approach might be effective in finding the
strengths and weaknesses of the mesoeconomic system, and defining the trends for its further
development.

In providing the evidence relating the ability of the mesoeconomic system to develop
innovation activity, the integrated indicators which characterize each section receive their
weight criteria determined by the correlation and regression analysis method, and taking into
account the factors which facilitate the given trend in the development of the system's
economy. Additionally, these indicators provide a possibility to find out the closeness of the
ties and impact of these factors on the creation and introduction of technological innovations.
The estimates suggest that investments and financial support of innovation activity are
critically important. Similar results are presented in (Kleyner 2015a; 2015b), where the CGE-
models helped to identify that an increase in funding innovation activities, science and
education by 30%, compared to the present-day level, due to proportional decrease in the
spendings within other economy sectors, is most effective for economic development of a
region on a long-term horizon.

The partial assessment criteria can score from zero up to the value of the corresponding
weight coefficient, where the minimum value of the complex criterion equals 0, and the
maximum value is at 0.298. If the complex criterion is lower than 0.007, then the
mesoeconomic system has a low level of readiness; when the scores equal from 0.08 to 0.15,
the system has the medium readiness level, with the scores from 0.16 to 0.22 it has a moderate
level, and with the scores from 0.22 to 0.298, it has a high level of readiness for the
development of innovative activity.

4. Research Results

The proposed methodology employed to assess the innovation potential of the
mesoeconomic system as a criterion of readiness for advancement is presented in Table 1.

Table 1. Assessment criteria of the mesoeconomic system readiness level to develop innovation

activities
Entity
Potentials Evaluation formula Characteristic providing
realization
1. Infrastructure and law-based section
Organization and LB, Quality of innovation and Departments
management K= n investment policy in the and agencies of
Information B,— scores i- an expert; region aregion
n — number of experts
Organization and 2 B, Organizational and legal Departments
management K, = h support of a region and agencies of
Information B,— scores i- an expert; aregion
n — number of experts
Organization and LB, Logistical support of a Departments
management K; = n region and agencies of
Information B,— scores i- an expert; aregion
Logistics n — number of experts

37

K; = 0,1651K, K, ‘K,




160 Myzrova O., Serdyukova L., Labaznova E., Regional Science Inquiry, Vol. XII, (1), 2020, pp. 155-169
Entity
Potentials Evaluation formula Characteristic providing
realization
2. Innovation and production section
Production C, Renovation rate of Departments
K, = T industrial and production  and agencies of
C,— cost of adopted fixed assets a regionz and
industrial assets in the enterprises
region, RUB;
C — cost of fixed
industrial assets, RUB
Production i Share of employed at high- Industrial
Innovation K = 7 tech and medium-tech enterprises
Human resources 7. — number of persons enterprises
employed in high
technology industries;
Z — number of persons
employed in
the economy of a region,
pers.
Production is Share of employed at Knowledge-
Human resources K = v knowledge-intensive intensive
Innovations Z;,_number of persons service industries within  service-oriented
Information employed in knowledge- the total number of companies
Marketing intensive services, pers.; ~employed in the economy
Z — number of persons of a region
employed in the
economy of a region,
pers.
Research and A Share of employed in Universities,
development 7 = 7 R&D within the average ~ R&D institutes,
Knowledge- Z,4— number of persons annual number of enterprises and
based employed in R&D, pers. ~ employed in the economy  organizations,
Innovations Z, — average annual of aregion technology
Human resources  number of employed in parks,
the economy of a region, incubators,
pers. innovation
clusters
Knowledge- P, Share of industrial Industrial
based Kg = P enterprises involved in enterprises
Innovations P, — number of industrial ~ technological innovations
Research and enterprises involved in ~ Within the total number of
development technological industrial enterprises of a
Information innovations, units; region
P — number of industrial
enterprises, units
Knowledge- P, Share of enterprises Industrial
based K; = P involved in non- enterprises
Innovations P, — number of technological (marketing
R&D organizations involved in and/or organizational)
Information non-technological innovations within the
Marketing innovations (marketing total number of industrial
Organization and  and /or organizational), enterprises of a region
management units
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Entity
Potentials Evaluation formula Characteristic providing
realization
Knowledge- P Share of enterprises with Industrial
based Ky = P self-engineered finished enterprises
Innovatigns P;; — number of tephpological innovations
Information organizations having within the total number of
Production self-engineered finished ~ industrial enterprises of a
technological region
innovations, units
Knowledge- Py Share of enterprises Industrial
based K = P participating in the joint enterprises
Innovations P,, — number of R&D projects within the
R&D organizations total number of industrial
Information participating in joint enterprises of a region
Production R&D projects, units.
Knowledge- M,; Share of small business ~ Small industrial
based Ky, = ™ enterprises involved in enterprises
Innovations Miti — number of small technological innovations
Information business enterprises within the total number of
Production involved in technological ~small industrial enterprises
innovations, units;
M — number if small
business enterprises,
units
Innovations T; Share of innovative goods, Industrial
Production K3 = T works and services within enterprises
Funds Ti — volume of the total volume of shipped
innovative goods, goods, performed works
amount of work and and services provided by
services, RUB; industrial enterprises of a
T — volume of shipped region
goods, performed
operations and services
by industrial enterprises,
RUB
Innovations T.. Share of newly introduced Industrial
Production Ky = T or undergone significant enterprises
Funds technological changes

T,. — volume of newly
introduced or undergone
significant technological

changes goods, works,

services, new for the
market, RUB;

T — volume of shipped
goods, performed works
and services by industrial

enterprises, RUB

innovative goods, works
and services which are
new on the market, within
the total volume of shipped
goods, performed works
and services provided by
industrial enterprises of a
region

1y

Kgp = 0,399 Ky Ky~ Kg - Ky - Kg - Ko~ Hyp " Kyy - Hyp - Kyg - Kyy
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Entity
Potentials Evaluation formula Characteristic providing
realization
3. Science and education section
Human resources Ch,, Share of population under Ministry of
Kz = ch 25-64 years having higher Science and
Chy, — number of education within the total Education of
population of 25-64 years ~ number of population of the Russian
having higher education,  the relevant age group in