NovaMedSearch: A multimodal search engine for medical case-based retrieval
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ABSTRACT
Medical information retrieval systems help support healthcare experts in diagnostic and treatment decisions through the management of large amounts of clinical data. However, the heterogeneity and the ever-growing amount of data produced in medical environments poses several challenges.

In this paper, we propose a multimodal search interface for medical articles to provide better analysis tools for diagnosis and medical case retrieval. The underlying framework entered the Medical ImageCLEF 2013 challenge and is based on state of the art information retrieval, image retrieval and data fusion techniques.
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1. INTRODUCTION
Search engines are often the main aids for case-based retrieval for medical personnel activities including diagnostic. Textual search is the norm, but images can often provide additional information that is difficult to convey in textual queries. In medical information retrieval, additional information regarding the modality classification of the images can be conveyed from the query images (e.g., charts vs. X-rays) and information that is hard to writeup (e.g., the position of a mass on a MRI). In this demo, we present Nova MedSearch, a medical search engine that integrates the two search modalities: text and image. Our goal is to provide an intuitive and simplified way of supporting multimodal queries in medical search.

2. SEARCH ENGINE
Nova MedSearch is a multimodal (text and image) medical search engine that can retrieve either similar images or related medical cases. The user can upload his own images to build their query or use existing sample images in their queries. The results are displayed in a ranked list with basic information (e.g., title, keywords, images (if available)) and a link to the corresponding article details. The interface takes into account both the relevancy of the images and text similarity. Previous work exists on multimodal search engines such as MedGIFT [3] (text or image based search for medical articles) and img(Anaktisi) [6] (image based retrieval on multiple (i.e., medical) datasets) two previously existing systems.

Our interface aims at simplifying the use of images and text simultaneously, both in queries and in the presentation of the results. For instance, for custom queries we use native drag and drop support in modern browsers for image uploading. We have also implemented a guided query expansion sys-
system that interactively provides auto-complete suggestions and expansion feedback sourced from a SKOS version of the MeSH indexing terms. A mockup of the different components of the interface is in Figure 1. The query box (a) mockup contains a textbox to enter the text queries, emphasising the guided expansion interface. In the example, we see the terms that will also match when searching for the word osteoporosis. There is also an area to drop query images. The article search result mockup (b) contains a sample result for the query example above. Besides general article information (title with link to full article, date, venue and abstract), we display the images in the article and their modalities (e.g. x-ray, MIR). The image search result mockup (c) contains the best match for the query and information regarding the related article (including other images).

2.1 Framework

The framework (see Figure 2) behind the search engine is based on three major components: image processing, natural language processing and multimodal retrieval. The system is described in detail on our working notes of the medical ImageCLEF 2013 [4]. The image processing component is based on the analysis and retrieval of images using CEDD, FCTH, [2], Local Binary Pattern histograms [1] and color histograms of segmented image. We extract the features for the images and the dataset and store them on a FLANN index [5]. The retrieval is based on the $L_2$ distance between the features of the query images and the features present on the dataset. Modality classification is also performed using the same features and an SVM. The text is indexed using Lucene and Lucene-SKOS is used to add the query expansion feature. The combination of the image and text results is based on a late fusion approach. The text and images are analyzed separately and the results are combined in a rank-based CombSUM variant. We found that the late fusion of the results was useful for heterogeneous queries (e.g. only text, only 1 image, text and 3 images), as the combination of the image and text search can be ignored if the query does not contain images.

2.2 Technologies

The Nova MedSearch web application is developed in Java and C++ and modern HTML5 browser technologies. On the server side, the application is based on Apache Solr, Dropwizard REST framework to support the retrieval web services for images and text. The underlying operating system is Ubuntu 12.04 LTS.

2.3 Demo

In the demo, we display a fully functioning web based interface for our medical search engine. The users are able to make textual queries, image queries and combined queries (text or images). The users can upload custom images and we provide a set of sample combined queries. The results are either images or cases (medical articles). The type of queries follow the same structure of the Medical ImageCLEF.

3. CONCLUSIONS

Our system combines a powerful framework based on state of the art image and text processing algorithms with a simple yet powerful multimodal search interface to provide a valuable tool to the retrieval of medical data.
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