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Abstract

We describe the newly developed wavelet transform of a binary, rooted, labeled tree. The latter corresponds to a hierarchical clustering. We then explore the use of the tree wavelet transform for filtering, i.e. approximating, the tree. Two case studies are pursued in depth. Firstly, we use a multiway tree resulting from the wavelet-based approximation of the binary tree as a means for semi-automatically constructing a concept hierarchy or ontology. Secondly, we use a partition defined from various levels of the binary tree (made possible using the tree wavelet transform) to support automatic query term expansion in information retrieval.
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I. INTRODUCTION

Smoothing, i.e. approximation, of data is important for exploratory visualization, for data understanding and interpretation, and as an aid in model fitting (e.g., in time series analysis or more generally in regression modeling). The wavelet transform is often used for signal (and image) approximation in view of its “energy compaction” properties, i.e., large values tend to become larger, and small values smaller, when the wavelet transform is applied. Thus a very effective approach to signal approximation is to selectively modify wavelet coefficients (for example, put small wavelet coefficients to zero) before reconstructing an approximate version of the data. See [15], [37].

The wavelet transform, developed for signal and image processing, has been extended for use on relational data tables and multidimensional data sets [40], [18] for data summarization (micro-aggregation) with the goal of anonymization (or statistical disclosure limitation) and macrodata generation; and data summarization with the goal of computational efficiency, especially in query optimization. A survey of data mining applications (including applications to image and signal content-based information retrieval) can be found in [39].

In this article we present an innovative approach, based on wavelet approximation, for the goals of concept hierarchy or ontology construction; and the use of this output in query term expansion. In the signal processing area, the term (low pass or band pass) filtering is used for signal approximation; low pass filtering is a synonym for smoothing.

The wavelet transform used by us additionally represents a very novel development. A data table cannot be wavelet-analyzed like a 2D image, nor also like a 1D time series or spectrum signal. It rapidly becomes clear that, to wavelet-process a data table, some form of preprocessing of the data table in necessary. We propose to use a hierarchical clustering of the data table. This concentrates large values...
together, and it does so in such a way that, modulo an induced metric and an agglomerative criterion, the resultant hierarchical clustering is unique. (We ignore ties furnished by the metric used, since these are not relevant for the data we analyze here.)

A hierarchical representation is therefore used by us, as a first phase of the processing, (i) in order to cater for the lack of any inherent row/column order in the given data table and to get around this obstacle to freely using a wavelet transform; and (ii) to take into account structure and interrelationships in the data. For the latter, a hierarchical clustering furnishes an embedded set of clusters, and obviates any need for a priori fixing of number of clusters.

A hierarchy may be constructed through use of any constructive, hierarchical clustering algorithm [3], [19], [28]. In this work we will assume that some agglomerative criterion is satisfactory from the perspective of the type of data, and the nature of the data analysis or processing. In a wide range of practical scenarios, the minimum variance (or Ward) agglomerative criterion can be strongly recommended due to its data summarizing properties [28].

Once this is done, the hierarchy is wavelet transformed. The approach is a natural and integral one. The implementation of a wavelet transform of or on a hierarchical clustering tree, or dendrogram, has been recently developed by us [32]. The general perspective on this new wavelet transform (in the context of regular, infinite trees), and closely related multiresolution transforms, has been described in [11], [2], [24], [25]. Our contribution is not only to focus on the particular tree that is used in hierarchical clustering but also to link this new transform with particular applications.

Ontologies [13], or concept hierarchies, have become of great interest to facilitate information resource discovery, and to support querying and retrieval of information, in current areas of work such as the semantic web. Semi-automatic construction of ontologies is aided greatly by hierarchical relationships between terms. We will explore this further in this article.

The remainder of this article is organized as follows. Section II introduces and exemplifies the new wavelet transform on a tree. Section III describes tree approximation in the particular sense of progressively removing tree nodes (corresponding to clusters). Section IV applies wavelet-based tree approximation to semi-automated concept hierarchy creation. Section V applies wavelet-based tree approximation to automatic term expansion in support of information retrieval.

II. THE HIERARCHIC HAAR WAVELET TRANSFORM

A. Previous Work on Wavelet Transforms of Data Tables

In this section we will review recent work using wavelet transforms on data tables, and show how our work represents a radically new approach to tackling similar objectives.

Approximate query processing arises when data must be kept confidential so that only aggregate or macro-level data can be divulged. Approximate query processing also provides a solution to access
of information from massive data tables.

One approach to approximate database querying through aggregates is sampling. However a join operation applied to two uniform random samples results in a non-uniform result, which furthermore is sparse [5]. A second approach is to keep histograms on the coordinates. For a multidimensional feature space, one is faced with a “curse of dimensionality” as the dimensionality grows. A third approach is wavelet-based, and is of interest to us in this article.

A form of progressive access to the data is sought, such that aggregated data can be obtained first, followed by greater refinement of the data. The Haar wavelet transform is a favored transform for such purposes, given that reconstructed data at a given resolution level is simply a recursively defined mean of data values. Vitter and Wang [40] consider the combinatorial aspects of data access using a Haar wavelet transform, and based on a multi-way data hypercube. Such data, containing scores or frequencies, is often found in the commercial data mining context of OLAP, On-Line Analytical Processing.

As pointed out in Chakrabarti et al. [5], one can treat multidimensional feature hypercubes as a type of high dimensional image, taking the given order of feature dimensions as fixed. As an alternative a uniform “shift and distribute” randomization can be used [5].

There are problems, however, in directly applying a wavelet transform to a data table. Essentially, a relational table (to use database terminology; or matrix) is treated in the same way as a 2-dimensional pixelated image, although the former case is invariant under row and column permutation, whereas the latter case is not [30]. Therefore there are immediate problems related to non-uniqueness, and data order dependence.

What if, however, one organizes the data such that adjacency has a meaning? This implies that similarly-valued objects, and/or similarly-valued features, are close together. This is what we do, using any hierarchical clustering algorithm (e.g., the Ward or minimum variance one). An example, to be discussed below, of hierarchical clustering results can be seen in Figure 1.

We define a hierarchy as a binary, rooted, level/ranked, terminal-labeled tree; and equivalently the series of agglomerations involve precisely two clusters (possibly singleton clusters) at each of the $n - 1$ agglomerations where there are $n$ observations. These $n$ observations are usually represented by $n$ row vectors in our data table.

A significant advantage in regard to hierarchical clustering is that partitions of the data can be read off at a succession of levels, and this obviates the need for fixing the number of clusters in advance. All possible clustering outcomes are considered.

**B. Description of the Hierarchic Haar Wavelet Transform**

Linkages between the classical wavelet transform as used in signal processing (cf. [12], [38], [15]), and multivariate data analysis, were investigated in [29]. The wavelet transform to be described now is
fundamentally new, and works on a hierarchy. (To fix the reader’s idea of such a hierarchy, see Figure 1. For background on hierarchical clustering algorithms, see [19], [28], or many other texts in this area.)

The Haar wavelet transform can be simply described in terms of the following algorithm: recursively carry out averaging and differencing of adjacent pairs of data values (pixels, voxels, time steps, etc.) at a sequence of geometrically (factor 2) increasing resolution levels. Our innovation is to apply the Haar wavelet transform to a binary, rooted, ranked, labeled tree (viz., the clustering hierarchy) in terms of the following algorithm: recursively carry out pairwise averaging and differencing at the sequence of levels in the tree.

Consider any hierarchical clustering, \( H \), represented as a binary rooted tree. For each cluster \( q'' \) with offspring nodes \( q \) and \( q' \), we define \( s(q'') \) through application of the low-pass filter \( \begin{pmatrix} \frac{1}{2} \\ \frac{1}{2} \end{pmatrix} \):

\[
s(q'') = \frac{1}{2} (s(q) + s(q')) = \begin{pmatrix} 0.5 \\ 0.5 \end{pmatrix}^t \begin{pmatrix} s(q) \\ s(q') \end{pmatrix}
\]

(1)

The application of the low-pass filter is carried out in order of increasing node number (i.e., from the smallest non-terminal node, through to the root node). For a terminal node, \( s(i) \) is just the given vector, and this aspect is addressed further below, in this subsection.

Next for each cluster \( q'' \) with offspring nodes \( q \) and \( q' \), we define detail coefficients \( d(q'') \) through application of the band-pass filter \( \begin{pmatrix} \frac{1}{2} \\ -\frac{1}{2} \end{pmatrix} \):

\[
d(q'') = \frac{1}{2} (s(q) - s(q')) = \begin{pmatrix} 0.5 \\ -0.5 \end{pmatrix}^t \begin{pmatrix} s(q) \\ s(q') \end{pmatrix}
\]

(2)

Again, increasing order of node number is used for application of this operation.

The scheme followed is illustrated in Figure 1, which shows the hierarchy (constructed by the median agglomerative method, although this plays no role here), using for display convenience just the first 8 observation vectors in Fisher’s iris data [10].

We call our algorithm a Haar wavelet transform because, traditionally, this wavelet transform is defined by a similar set of averages and differences. More detailed studies of why it can with justice be called a wavelet transform can be found in [2], [24], [25], [32].

We now return to the issue of how we start this scheme, i.e. how we define \( s(i) \), or the “smooth” of a terminal node, representing a singleton cluster. We take \( s(i) \) as a vector in \( \mathbb{R}^m \) (\( m \)-dimensional real space; which does not prejudice integer values – as in the examples below – which are of course a subset of real space), and the \( i \)th row of a data table.

If our initial data matrix is denoted \( X \), with \( n \) rows and \( m \) columns (hence each row is a point in \( \mathbb{R}^m \)), then we can store the detail values, \( d \), in matrix \( D \), and the final smooth \( s \) at hierarchy level \( n-1 \) in such a way that:
\[ X = CD + S_{n-1} \]

where \( D \) is of dimensions \((n-1) \times m\). If \( S_{n-1} \) is the final data smooth, then we define \( S_{n-1} \) as the \( n \times m \) matrix with vector \( s_{n-1} \) repeated on each of the \( n \) rows. Matrix \( C \) is of dimensions \( n \times (n-1) \) and is a particular binary valued (or boolean) representation of the dendrogram. It is a characteristic matrix of the branching codes, where \(+1\) and \(-1\) are left and right branches, and \(0\) is a non-existent branch, with the rows being the indices of the set of observables (being clustered), and \( j \in \{1, 2, \ldots, n - 1\} \) being the indices of the dendrogram levels or nodes ordered increasingly. See [32] for further background details.

Constructing the hierarchical Haar wavelet transformed data is referred to as the forward transform. Reconstructing the input data is referred to as the inverse transform.

The inverse transform allows exact reconstruction of the input data. We begin with \( s_{n-1} \). If this root node has subnodes \( q \) and \( q' \), we use \( d(q) \) and \( d(q') \) to form \( s(q) \) and \( s(q') \).

We continue, step by step, until we have reconstructed all vectors associated with terminal nodes.

More detail on this Haar wavelet transform of a rooted, labeled, binary tree, or dendogram, can be found in [32]. A range of experimental assessments are covered in [32], together with underlying theory.

C. Worked Example

In Tables I and II we directly transform a small data set consisting of the first 8 observations in Fisher’s iris data.

Note that in Table II it is entirely appropriate that at more smooth levels (i.e., as we proceed through wavelet or detail vectors, corresponding to hierarchy levels, \( d_1, d_2, \ldots, d_6, d_7 \)) the values become more “fractionated” (i.e., there are more values after the decimal point). The input data array shown in Table I can be exactly reproduced from the transform data shown in Table II. For this we read off, and sum, values with a “road map” provided by the binary (hierarchical clustering) tree.

The minimum variance agglomeration criterion, with Euclidean distance, is used to induce the hierarchy on the given data. Each detail signal is of dimension \( m = 4 \) where \( m \) is the dimensionality of the given data. The smooth signal is of dimensionality \( m \) also. The number of detail or wavelet signal levels is given by the number of levels in the labeled, ranked hierarchy, i.e. \( n - 1 \).

III. Wavelet-Based Multiway Tree Building: Approximating a Hierarchy by Collapsing Clusters

A binary rooted tree, \( H \), on \( n \) observations has precisely \( n - 1 \) levels; or \( H \) contains precisely \( n - 1 \) subsets of the set of \( n \) observations. The interpretation of a hierarchical clustering often is carried
Fig. 1. Dendrogram on 8 terminal nodes constructed from first 8 values of Fisher iris data. Detail or wavelet coefficients are denoted by $d$, and data smooths are denoted by $s$.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.1</td>
<td>3.5</td>
<td>1.4</td>
</tr>
<tr>
<td>2</td>
<td>4.9</td>
<td>3.0</td>
<td>1.4</td>
</tr>
<tr>
<td>3</td>
<td>4.7</td>
<td>3.2</td>
<td>1.3</td>
</tr>
<tr>
<td>4</td>
<td>4.6</td>
<td>3.1</td>
<td>1.5</td>
</tr>
<tr>
<td>5</td>
<td>5.0</td>
<td>3.6</td>
<td>1.4</td>
</tr>
<tr>
<td>6</td>
<td>5.4</td>
<td>3.9</td>
<td>1.7</td>
</tr>
<tr>
<td>7</td>
<td>4.6</td>
<td>3.4</td>
<td>1.4</td>
</tr>
<tr>
<td>8</td>
<td>5.0</td>
<td>3.4</td>
<td>1.5</td>
</tr>
</tbody>
</table>

**TABLE I**

First 8 observations of Fisher’s iris data. L and W refer to length and width.
out by cutting the tree to yield any one of the $n - 1$ possible partitions. Our hierarchical Haar wavelet transform affords us a neat way to approximate $H$ using a smaller number of possible partitions.

Consider the detail vector at any given level: e.g., as exemplified in Table II. Any such detail vector is associated with (i) a node of the binary tree; (ii) the level or height index of that node; and (iii) a cluster, or subset of the observation set. With the goal of “collapsing” clusters, i.e. removing clusters that are not unduly valuable for interpretation, we will impose a hard threshold on each detail vector: *If the norm of the detail vector is less than a user-specified threshold, then set all values of the detail vector to zero.*

Other rules could be chosen, in particular rules related directly to the agglomerative clustering criterion used. We will return to this issue below to show why the norms of the detail vectors provide an excellent way to address this. Our norm-based rule is not directly related to the agglomerative criterion for the following reasons: (i) we seek a generic interpretative aid, rather than an optimal but criterion-specific rule; (ii) an optimal, criterion-specific rule would in any case be best addressed by studying the overall optimality measure rather than availing of the stepwise suboptimal hierarchical clustering; and (iii) from naturally occurring hierarchies, as occur in very high dimensional spaces (cf. [31]), the issue of an agglomerative criterion is not important.

Following use of the norm-based cluster collapsing rule, the representation of the reconstructed hierarchy is straightforward: the hierarchy’s level index is adjusted so that the previous level index additionally takes the place of the given level index. Examples discussed below will exemplify this.

Properties of the approach to be described include the following:

1) Rather than misleading increase in agglomerative clustering value or level, we examine instead clusters (or nodes in the hierarchy).

2) This implies that we explore a cluster at a time, rather than a partition at a time. So the resulting

**Table II**

The hierarchical Haar Wavelet Transform resulting from use of the first 8 observations of Fisher’s Iris data shown in Table I. Wavelet coefficient levels are denoted d1 through d7, and the continuum or smooth component is denoted s7.

<table>
<thead>
<tr>
<th></th>
<th>s7</th>
<th>d7</th>
<th>d6</th>
<th>d5</th>
<th>d4</th>
<th>d3</th>
<th>d2</th>
<th>d1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sepal.L</td>
<td>5.146875</td>
<td>0.253125</td>
<td>0.13125</td>
<td>0.1375</td>
<td>-0.025</td>
<td>0.05</td>
<td>-0.025</td>
<td>0.05</td>
</tr>
<tr>
<td>Sepal.W</td>
<td>3.603125</td>
<td>0.296875</td>
<td>0.16875</td>
<td>-0.1375</td>
<td>0.125</td>
<td>0.05</td>
<td>-0.075</td>
<td>-0.05</td>
</tr>
<tr>
<td>Petal.L</td>
<td>1.562500</td>
<td>0.137500</td>
<td>0.02500</td>
<td>0.0000</td>
<td>0.0000</td>
<td>-0.10</td>
<td>0.050</td>
<td>0.00</td>
</tr>
<tr>
<td>Petal.W</td>
<td>0.306250</td>
<td>0.093750</td>
<td>-0.01250</td>
<td>-0.0250</td>
<td>0.050</td>
<td>0.000</td>
<td>0.000</td>
<td>0.00</td>
</tr>
</tbody>
</table>
retained clusters may well come from different original partitions.

3) We take a strictly binary (2-way, agglomeratively constructed) tree as input and determine a simplified, multiway tree as output.

4) A single scalar value filtering threshold – a user-set parameter – is used to derive this output, simplified, multiway tree from the input binary tree.

5) The filtering is carried out on the wavelet-transformed tree; and then the output, simplified tree is reconstructed from the wavelet transform values.

6) The filtering is carried out on each node (in wavelet space) in sequence. Hence the computational complexity is linear.

7) Upstream of the wavelet transform, and hierarchical clustering, we use correspondence analysis to take frequency of occurrence data input, apply appropriate normalization, and map the data of interest into an (unweighted) Euclidean space. (See [33].)

8) Again upstream of the wavelet transform, for the binary tree we use minimal variance hierarchical clustering. This agglomerative criterion favors compact clusters.

9) Our hierarchical clustering accommodates weights on the input observables to be clustered. Based on the normalization used in the correspondence analysis, by design these weights here are constant.

A. Properties of Derived Partition

A partition by definition is a set of clusters (sets) such that none are overlapping, and their union is the global set considered. So in Figure 2 the upper left hierarchy is cut, and shown in the lower left, to yield the partition consisting of clusters (7, 8, 5, 6), (1, 2) and (3, 4). Traditionally, deriving such a partition for further exploitation is a common use of hierarchical clustering. Clearly the partition corresponds to a height or agglomeration threshold.

In a multiway hierarchy, such as the one shown in the top right panel in Figure 2, consider the same straight line drawn from left to right, at approximately the same height or agglomeration threshold. It is easily seen that such a partition is the same as that represented by the non-straight curve of the lower right panel.

From this illustrative example, we draw two conclusions: (i) in the case of a multiway tree a partition is furnished by a horizontal cut of the multiway tree – accomplished exactly as in the case of the strictly binary tree; and (ii) this horizontal cut of a multiway tree is identical to a nonlinear curve of the strictly binary tree. We can validly term the nonlinear curve a piecewise horizontal one.

Note that the nonlinear curve used in Figure 2, lower right panel, has nothing whatsoever to do with nonlinear cluster separation (in any ambient space in which the clusters are embedded), nor with nonlinear mapping.
Fig. 2. Upper left: original dendrogram. Upper right, multiway tree arising from one collapsed cluster or node. Lower left: a partition derived from the dendrogram (see text for discussion). Lower right: corresponding partition for the multiway tree.

B. Implementation and Evaluation

We took Aristotle’s Categories (see [1], [33]) in English containing 14,483 individual words. We broke up the text into 24 files, in order to study the sequential properties of the argument developed in this short philosophical work. In these 24 files, there were 1269 unique words. We selected 66 nouns of particular interest. With frequencies of occurrence in parentheses we had (sample only): man (104), contrary (72), same (71), subject (60), substance (58), species (54), knowledge (50), qualities (47), etc. Unlike in another study to be described below, no stemming or other preprocessing was applied on the grounds that singular and plurals could well indicate different semantic content; cf. generic “quantity”
versus the set of specific, particular “quantities”. (Implicit support for no stemming in the context of extensive text matching can be found in [17].)

The terms × subtexts data array was doubled [33] to produce a $66 \times 48$ array: for each subtext $j$ with term frequencies of occurrence $a_{ij}$, frequencies from a “virtual subtext” were defined as $a'_{ij} = \max_{ij}a_{ij} - a_{ij}$. In this way the mass of term $i$, defined as proportional to the associated row sum, is constant. Thus what we have achieved is to weight all terms identically. (We note in passing that term vectors therefore cannot be of zero mass.)

A correspondence analysis was carried out on the $66 \times 48$ table of frequencies with the aim of taking the set of 66 nouns endowed with the $\chi^2$ metric (i.e., a weighted Euclidean distance between profiles; the weighting is defined by the inverse subtext frequencies) into a factor space endowed with the (unweighted) Euclidean metric. (We note in passing that any subtexts of zero mass must be removed from the analysis beforehand; otherwise inverse subtext frequency cannot be calculated.) A hierarchical clustering (minimum variance method) was carried out on the factor coordinates of the 66 nouns. Such a hierarchical clustering is a strictly binary (i.e. 2-way), rooted tree.

The norms of detail vectors had minimum, median and maximum values as follows: 0.0758, 0.2440 and 0.6326, and these influenced the choice of threshold. Applying thresholds of 0, 0.2, 0.3 and 0.4 gave rise to the following numbers of “collapsed” clusters with, in brackets, the mean squared error between approximated data and original input data: 0 (0.0), 23 (0.0054), 44 (0.0147), and 55 (0.0164). Figure 3 shows the corresponding reconstructed and approximated hierarchies.

In the case of the threshold 0.3 (lower left in Figure 3) we have noted that 44 clusters were collapsed, leaving just 21 partitions. As stated the objective here is precisely to approximate the dendrogram output data structure in order to facilitate further study and interpretation of these partitions.

Figure 4 shows the sequence of agglomerative levels where each panel corresponds to the respective panel in Figure 3. It is clear here why these agglomerative levels are very problematic if used for choosing a good partition: they increase with agglomeration, simply because the cluster centers are getting more and more spread out as the sequence of agglomerations proceeds. Directly using these agglomerative levels has been a way to derive a partition for a very long time. An early reference is [26]. To see how the detail norms used by us here are different, see Figure 5.

C. Collapsing Clusters Based on Detail Norms: Evaluation Vis-à-vis Direct Partitioning

Our cluster collapsing algorithm is: wavelet-transform the hierarchical clustering; for clusters corresponding to detail norm less than a set threshold, set the detail norm to zero, and the corresponding increase in level in the hierarchy also; reconstruct the hierarchy. We look at a range of threshold values. To begin with, the hierarchical clustering is strictly binary. Reconstructed hierarchies are multiway.
For each unique level of such a multiway hierarchy (cf. Figure 3) how good are the partitions relative to a direct, optimization-based alternative? We use the algorithm of Hartigan and Wong [16] with a requested number of clusters in the partition given by the same number of clusters in the collapsed cluster multiway hierarchy. In regard to the latter, we look at all unique partitions. (In regard to initialization and convergence criteria, the Hartigan and Wong algorithm implementation in the R package, www.r-project.org, was used.)

We characterize partitions using the average cluster variance, \( \frac{1}{|Q|} \sum_{i \in Q} \frac{1}{|q|} \|i - q\|^2 \). Alternatively we assessed the sum of squares: \( \sum_{q \in Q} \|i - q\|^2 \). Here, \( Q \) is partition, \( q \) is a cluster, and
∥i − q∥² is Euclidean distance squared between a vector i and its cluster center q. (Note that q refers both to a set and to a cluster center – a vector – here.) Although this is a sum of squares criterion, as Späth ([36], p. 17) indicates, it is on occasion (confusingly) termed the variance criterion. In either case, we target compact clusters with this k-means clustering algorithm, which is also the target of our hierarchical agglomerative clustering algorithm. A k-means algorithm aims to optimize the criterion, in the Späth sense, directly.

In Table III-C we see that the partitions of our multiway hierarchy are about half as good as k-means in terms of overall compactness (cf. columns 3 and 5). Close inspection of properties of clusters in different partitions indicated why this was so: with a poor or low compactness for one cluster very
Fig. 5. Agglomerative levels (left; as upper left in Figure 4, and corresponding to the original – upper left – hierarchy shown in Figure 3), and detail norms (right), for the hierarchy used. Detail norms are used by us as the basis for “collapsing clusters”.

early on in the agglomerative sequence, the stepwise algorithm used by the multiway hierarchy had to live with this cluster through all later agglomerations; and the biggest sized cluster (i.e. largest cluster cardinality) in the stepwise agglomerative tended to be a little bigger than the biggest sized cluster in the k-means result.

This is an acceptable result: after all, k-means optimizes this criterion directly. Furthermore, the multiway hierarchy preserves embeddedness relationships which are not necessarily present in any sequence of results ensuing from a k-means algorithm. Finally, it is well-known that seeking to directly optimize a criterion such as k-means will lead to a better outcome than the stepwise refinement used in the stepwise agglomerative algorithm.

If we ask whether k-means can be applied once, and then k-means applied to individual clusters in a recursive way, the answer is of course affirmative – subject to prior knowledge of the number of levels and the value of k throughout. It is precisely in such areas that our hierarchical approach is to be preferred: we require less prior knowledge of our data, and we are satisfied with the downside of global approximate fidelity between output structure and our data.

In the study of automatic query term expansion, below, we will approach the comparative assessment vis-à-vis k-means differently: we will look for a 20-cluster partition in the original hierarchy (i.e., 20 levels from the root), and in k-means, but in the case of the multiway tree we will use the partition which is 20 levels from the top – associated with a greater number of clusters. When we do this, we have a better chance of outscoring k-means. This we will see below (in section V).
### TABLE III

**ANALYSIS OF THE UNIQUE PARTITIONS IN THE MULTIWAY TREE SHOWN ON THE LOWER LEFT OF FIGURE 3. PARTITIONS ARE BENCHMARKED USING K-MEANS TO CONSTRUCT PARTITIONS WHERE K IS THE SAME VALUE AS FOUND IN THE MULTIWAY TREE. SS = SUM OF SQUARES CRITERION VALUE.**

<table>
<thead>
<tr>
<th>Level</th>
<th>Multiway tree partition SS</th>
<th>Multiway tree cardinality</th>
<th>Partition SS</th>
<th>K-means SS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.095</td>
<td>65</td>
<td>0.062</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.229</td>
<td>61</td>
<td>0.091</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.340</td>
<td>60</td>
<td>0.146</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.397</td>
<td>59</td>
<td>0.205</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.485</td>
<td>58</td>
<td>0.156</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.739</td>
<td>55</td>
<td>0.239</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1.115</td>
<td>53</td>
<td>0.347</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1.447</td>
<td>51</td>
<td>0.484</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1.723</td>
<td>48</td>
<td>0.582</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>2.329</td>
<td>45</td>
<td>0.852</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>2.684</td>
<td>43</td>
<td>0.762</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>3.101</td>
<td>42</td>
<td>0.865</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>3.498</td>
<td>39</td>
<td>1.161</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>3.938</td>
<td>36</td>
<td>1.354</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>4.954</td>
<td>32</td>
<td>1.873</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>5.293</td>
<td>30</td>
<td>2.178</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>6.957</td>
<td>25</td>
<td>3.007</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>7.204</td>
<td>24</td>
<td>2.722</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>8.627</td>
<td>21</td>
<td>3.497</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>10.192</td>
<td>15</td>
<td>5.426</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>18.287</td>
<td>1</td>
<td>18.287</td>
<td></td>
</tr>
</tbody>
</table>

**IV. APPLICATION TO CONCEPT HIERARCHY CONSTRUCTION**

#### A. Motivation

Our wavelet-based multiway tree building approach provides a scalable (computational complexity of polynomial order 2), data-driven algorithm requiring more limited user parameter setting compared to previous work. Similarly to [8], [9] we require a “broad and shallow multiway tree representation” of our data, rather than a “narrow and deep binary tree”, and this we do with (i) an integrated algorithm, and (ii) with one thresholding parameter to be fixed by the user (instead of a number of user parameters to be set or fixed by the user in [9], section 3.2).
Other approaches include “weakly supervised hierarchical clustering” [4], or “guided” hierarchical agglomerative clustering [6]. Approaches based on Kohonen’s self-organizing feature map have been studied in [22], [23]. A lattice, rather than a tree, approach has also been pursued by some authors [14], [7].

B. Case Study

In order to have a flat multiway hierarchy we took our Categories data (see section III-B) and applied a (very restrictive) wavelet filtering threshold of 0.55, which led to just two levels in the resultant, reconstructed multiway hierarchy. In the latter there are 10 non-singleton clusters with cardinalities of: 2, 2, 14, 2, 3, 2, 2, 2, 2, 6.

These clusters associated the following terms, respectively:
1) name existence  
2) definition object  
3) substances boundary category habit alteration genera proposition cubits differentiae disease instances justice mark number  
4) quantity socrates  
5) sight nature blind  
6) fact disposition  
7) position motion  
8) variation blindness  
9) statement sort  
10) capacity correlatives master affections quantities class

Note how both terms quantity and quantities appear here because we did not using stemming. We take the view here that quite often there is semantic difference between singular and plural. We recall that Aristotelian technical terms, as used in the Categories, were taken from erstwhile regular, colloquial speech. This lends support to the bottom-up process that we are using to determine a meaningful concept hierarchy, as opposed to the top-down, a priori approach that starts with a restricted technical vocabulary.

We do not have a methodology for labeling such clusters. In some cases, the clusters seem very reasonable and we could well find an appropriate label (e.g. in the cases of clusters 1, 2, 5, 6, 7, 8). For the others (clusters 3, 4, 9, 10) we would need to look closer at our data, to understand them (in particular the tighter, smaller clusters 4 and 9). An alternative of course could be to redo the entire analysis without such terms as socrates justice master, etc. Because relative relationships will change (subtexts may be dropped, lots of terms will disappear) the clustering properties will necessarily change.
We did just this for the terms in clusters 1, 2, 6 and 7 above. Figure 6 shows the result. We can now more easily label the clusters. Let us do so: state = {motion, position}; thing = {object, state}; character = {disposition, thing}; characteristic = {existence, fact}; label = {name, definition}; characterization = {characteristic, thing}. labeled character = set of all terms = {label, characterization}.

Our aim here is to show clearly the mechanism which allows a concept hierarchy to be built in a bottom-up, data-driven way. From our initial, large hierarchical clustering, containing extraneous and irrelevant detail, we used wavelet filtering to produce a more cogent “guess” of the desired concept hierarchy. This wavelet filtering required use of a filtering threshold – one single scalar value. Then, through user interaction, a more appropriate set of terms was selected. Finally cluster labeling or characterization is carried out by the user or domain specialist.

V. APPLICATION TO AUTOMATIC TERM EXPANSION

A. Motivation

The cluster collapsing objective was motivated by the need for a practical approach to concept hierarchy construction, for use in term expansion [20] in a free-text query and answer system.

Our prototype was implemented as a servlet with parallel English and Spanish language versions.

B. Implementation

We take a set of 34 texts crossed by 392 terms. The former are Q&A texts from a web-based FAQ on effects on health of electromagnetic radiation (from cellphone masts etc.): see [27]. The latter are Porter-stemmed [34] terms that are in the middle region (determined by user-fixed thresholds) of the Zipf rank-frequency chart. Examples of the latter: field studi exposur power cancer frequenc report magnet electr

Normalization (by row or column or both) is of great importance. Firstly we used the correspondence analysis (row-wise) doubling of the data matrix, \( A \), to produce a new input matrix which, when transposed, was of dimensions 392 \( \times \) 68. For typical term \( j \) and text \( i \), the given frequency of occurrence was \( a_{ij} \), and in doubling (see subsection III-B) we created an additional new value, \( a'_{ij} \), defined as \( \max_{i,j} a_{ij} - a_{ji} \). Therefore the marginal distribution of the 392 terms, defining their masses for use in correspondence analysis – and in the hierarchical clustering to follow later – are identical.

Correspondence analysis results in an output factor space dimensionality of the minimum of 34 and 392. Without loss of generality we will retain 30 factors. Hierarchical clustering with the minimum variance (also known as Ward’s) method, with constant weighting, is applied to the 392 terms, each characterized by projections on the 30 factors. This gives a dendrogram or hierarchical clustering on the 392 terms.
Dendrogram Haar à trous wavelet filtering is applied as follows. We determine the norm of each detail vector, and (knowing the maximum, medium and minimum norm values) apply a hard threshold. If the norm is below the threshold then the dendrogram increase in level of that detail vector is set to zero; and we set the associated detail coefficients to zero.

We applied Haar dendrogram thresholds of 0.03, 0.05 and 0.07 to yield increasingly “collapsed” clustering hierarchies. (These corresponded to the collapsing of 62, 194 and 269 clusters; and to MSE discrepancy between input and outputs: \(8 \times 10^{-5}, 0.00025, 0.00057\) respectively.)

We then characterized the clusters in the reconstructed hierarchy. Since a level of the hierarchy implies a precise number of clusters, the best case for us is when the 392 terms are evenly divided.

---

Fig. 6. A hierarchy using just 8 terms crossed by 23 subtexts of Aristotle’s *Categories* for specification of a concept hierarchy.
between these clusters. An overall definition of diversity from this ideal case is by means of the mean square error of cluster cardinalities. Figure 7 shows the MSE curves for the original dendrogram, the 0.3-, the 0.5-, and the 0.7-thresholded dendrograms, respectively from upper right to lower left. There are 391 levels in the dendrogram (viz., $392 - 1$) and we show for clarity the top 100 levels (from left to right in Figure 7). Dendrogram level 1, where all terms are in the same cluster, has an MSE value of 0. Dendrogram level 2 is quite imbalanced in cluster cardinality, resulting in the high MSE value.

We see that the greater the wavelet filtering, the greater the balance in the hierarchy partitions.

Looking at the individual clusters, we ask if the partition derived from the filtered (“collapsed”) hierarchy can be shown to be better than (i) an analogous partition derived directly (with no wavelet filtering) in the traditional way from the hierarchy, or (ii) an alternative partition based on k-means clustering (i.e., based on direct iterative optimization of a sum of cluster compactness values). With reference to Figure 7 we choose the partition with 20 clusters in the original hierarchy; the partition with 20 clusters in k-means; and for the filtered or “collapsed” hierarchy, we take the 20th level from the root, i.e. the same 20th level from the root as used for the original hierarchy. The latter corresponds to a much greater number of clusters in the case of the multiway or “collapsed” tree.

In general terms we find the following. The original hierarchy gives a partition with very few, very
large clusters, and many singleton clusters. The filtered/"collapsed" hierarchy tends to break up – to some extent – the very large clusters and to leave untouched the singleton clusters. Finally k-means removes most if not all singletons, but the thought arises as to how compact the resulting clusters are.

For 392 terms, with the original hierarchy, we find a very big cluster of 346 terms, and just 5 other non-singleton clusters; and the largest cluster variance (for a cluster with 9 members, not the very big 346-member one) was 0.237. For the k-means clustering, all 20 cluster sizes were small – given the direct, iterative compactness optimization – but the largest cluster variance for a cluster with just 4 members was 0.134 (a high value, relative to cluster variances with far greater cardinalities). This confirms our belief that k-means will give a balanced spread of clusters sizes, but at the expense of perhaps unjustifiably large variance clusters. Finally, the filtered or “collapsed” partition had maximum cluster size 149, and (for a different small-sized cluster) maximum variance 0.228.

Figures 8 summarizes these results: a 20-cluster partition of the original hierarchy is used; a 20-cluster partition furnished by k-means; and a 69-cluster partition, at 20 levels form the root, in the multiway tree yielded by the 0.07 filtering threshold value. We see greater relative balance of cluster cardinalities in the last of these, viz., the partition derived from the multiway hierarchy.

We must note how we define variance: using the cluster labels, the data used in all cases are the
factor projections, i.e. the inputs to the hierarchical and k-means algorithms.

To characterize the overall partition, we looked at the sum of variances of all clusters, averaged by the number of non-singleton clusters. For the original hierarchy partition, this was 0.086. For k-means, it was 0.047. Finally, for the filtered hierarchy partition, it was 0.036. This last favorable result presents evidence for the filtered partition as being the best from a practical viewpoint. It also supports the visual evidence of Figure 8.

In sum, the arguments presented in this subsection in favor of our cluster “collapsing”, tree filtering algorithm are (i) superior effectiveness under appropriate circumstances; and (ii) these appropriate circumstances are additionally motivated by limited or weak user parameter inputs (respectively, the threshold in the wavelet filtering; and the choice of level to cut the multiway tree).

C. Relative Recall and Precision

Analysis of recall and precision of a partition derived from our cluster collapsing, or tree wavelet-based, algorithm requires ground truth data. However relative recall and precision can be addressed more easily.

Our baseline is to look at each term retained in our system, and the text which is most associated with each term. Exhaustive querying of the text collection is feasible whenever the total number of terms in our controlled vocabulary is not large: here it is 392.

Next we take the partition derived from the wavelet-processed hierarchy. We exclude overly large clusters from consideration. This capping is set at a cluster cardinality of 9 terms. Apart from singleton clusters we are also left then with clusters of cardinalities: 3, 6, 5, 3, 6, 5, 2, 5, 2, 3, 4, 4, 2, 7, 2, 3, and 2.

For singleton clusters, the performance under any circumstances is identical between benchmark case and the partition/term expansion case. For clusters of overly large cardinality, we use singletons and again performance is identical.

For retained, non-singleton clusters (cardinalities listed above), we look at (i) the nearest neighbor text of each cluster member, and (ii) the ranked lists of texts retrieved by the cluster. Closeness is defined as scalar product, i.e. sum of shared terms, weighted by frequency of terms in the cluster. This is a simple voting measure, using frequency of occurrence. Note that the similarity (or dissimilarity) used is not crucial because we just want an adequate measure here in order to study comparable query performance in a relative way.

We find that taking the list of top ranked 4-nearest neighbor texts of each cluster is sufficient to have included among these 4-nearest neighbors the 1-nearest neighbor text of each of the constituent terms in the cluster.

Through use of 4-nearest neighbors in the term expansion case, there is no difference in performance
over 1-nearest neighbors in the benchmark case (with no term expansion). This result holds for the
particular data used, the wavelet-based partition used, and querying using each term individually.

Relative to the benchmark (i.e., nearest neighbor or best match) case, we see that there is no
difference in system performance. What clustering offers is (i) implicit collaborative filtering in that
terms are used in addition to the user-provided terms, and (ii) potential computation improvement in
that an inverted clusters-to-texts mapping replaces the inverted terms-to-texts mapping.

VI. CONCLUSIONS

An innovative methodology has been described, for wavelet transforming a tree. The transform and
its inverse have been developed for a binary, rooted, labeled tree which represents an agglomerative,
hierarchical clustering.

Tree filtering, or tree approximation, can be facilitated greatly by processing the wavelet-transformed
data, and then applying the inverse transform. We have discussed the advantages of (and lack of feasible
alternatives for) approximating a tree in this way.

We then showed how tree approximation can be used to derive in a semi-automatic way a better
hierarchy for use as an ontology or concept hierarchy.

In a further case study we showed how tree approximation permits a better partition to be derived
– better in the sense of taking clusters into account at various levels of the initially given binary
tree. The application used in this case study, which has been implemented as a web-accessible servlet
demonstrator, is that of query expansion in best match based information retrieval.
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