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ABSTRACT
The Multi-Criteria Recommender systems continue to be interesting and challenging problem. In this paper we will propose an approach for selection of relevant items in a RS based on multi-criteria ratings and a method of computing weights of criteria taken from Multi-criteria Decision Making (MCDM). This method proposes a correlation coefficient and standard deviation integrated approach for determining weight of criteria in multi-criteria recommender systems. We evaluated the proposed method on an example of movies recommendation. Our approach was compared to some other metrics used in Information Theoretic approach to illustrate its potential applications.
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1. INTRODUCTION
Recommender systems (RSs) [3][15] capture interest more and more and became an important area of research, thanks to their help for users to discover potential interesting items easily and quickly. Despite of the overload of information in the internet, RS allows users to accede to a limited amount of items well filtered according to user’s preferences, instead of crawling thousands or hundreds of items until finding the most adequate. RSs are important tools to mine content items and/or collective users’ opinions in order to suggest the users the items they might prefer and to provide the users with the information to help them to make a decision. They are more and more commonly used in community based online places such as shopping sites, subscription service sites and online meeting places for various interest groups to recommend items to the community members that they are likely to appreciate. Despite much of the work that has been done on this topic, several interesting research directions remain unexplored. Readers are referred to the review work [1] for an overview of the recommender system literature and several interesting research ideas.

RSs match a user’s attributes to the attributes of the items in the system and identify items that might be of interest to the user. The user for which recommendation is being generated is known as the active user. RSs work through two phases: prediction and recommendation [28]. In the prediction phase, the rating of an item for a specific user is estimated through a utility function based on this user’s past historical ratings, or the content of a particular item, or the user profile, etc. The recommendation phase takes place after predicting the ratings of all the candidate items for the user, where different strategies are used to choose the most suitable items to support the user’s decision. However, a broad recommendation process includes both phases. The most popular classification of recommender systems in the literature is based on how the recommendations are made, i.e., the recommendation approaches. Therefore, recommender systems are usually classified into three categories:
a) Collaborative filtering approaches – recommendation is based on the items liked before by the other people with similar tastes and preferences [5][19][20][30][31];
b) content-based approaches – recommendation is based on the items that have similar content and characteristics to those the user liked before [16] [17] [24];

c) Hybrid approaches – the different combinations of CF and content-based approaches [8][11][29].

These techniques are considered as classical techniques since they reset only on single-criterion evaluation of items where the user is invited to evaluate items by giving one rating for the item in gross, but in the other side the evaluation process is subject of several separated criteria, as is the case of restaurants, a rating can be shared between for example: food, service, decoration, etc. Hence, the usefulness of Multi-Criteria RSs.

The RSs use several data analysis techniques to deliver good recommendations for users. In our paper we will take an interest in another extension of RSs –MultiCriteria ones- that permit us studying our data and extract the most significant items while taking inspiration of a Multi-Attribute Decision Making discipline.

This paper is organized as follows: in section 2, we present related works done in the context of recommendation techniques which include the first three parts devoted for the different techniques used on RSs. Section 3 concerns the different Multi-criteria aspects starting by the role of Multi-Criteria in the decision making process, followed by the Multi-criteria RSs. We end this section by establishing analogies between the two fields of decision making and RSs in the context of Multi-Criteria. In the section 4, we focused on our approach. We propose an objective weight determination method called CCSD method for determining the weights of attributes, to provide decision supports to MCRS problems. In section 5, we will present some methods used for selection of relevant items from a large dataset, our application and a discussion of the results. Finally we conclude by the section 6.

2. RELATED WORKS

There are many types of Recommender systems, each one has its different approaches and can be used in different context according to needs. This section will introduce briefly the different approaches used in recommendation.

2.1 Content-Based Recommenders

The recommendation’s process using the content-based approach is carried out in the following steps [16] [17] [24]:

1) Item representation: is performed by the module of content analyzer, which use information source coming from items’ description, treat them to extract features and finally produce represented items’ representations. These last are stored on “Represented items”.

2) Learning a user profile : is handled by Profile learner, this module requires two types of inputs:

- Feedback: this repository serves to construct as update the profile of an active user, his reactions against items are called annotations / feedback and can be used later to improve and up-to-date user’s preferences. The feedback can be implicit or explicit, the former can be inferred automatically by monitoring user’s behaviors and analyze it later, the latter consists in asking the user to express his appreciation towards an item, on various ways:

  - Like / dislike: binary feedback, the user evaluates the items as being relevant or not for him.
  - Ratings: the user assigns a score to an item, based on rating scale offered by the system.
  - Comments: the user expresses his appreciation with a text without imposing on him, the way to do it. This method seems to be the most complicated, as it requires an intelligent system, which can interpret the text and decide if the comment seems to be a positive / negative feedback.

- Training set $TR_k$: it’s a set of pairs $\langle I_k, R_k \rangle$ which are extracted from the “represented items repository”, where $R_k$ is rating of the item $I_k$ provided by the active user $u_k$.

Feedback and the set of pairs are gathered to be processed by the Profile learner to generate a user profile, which is stored in “Profile repository”.

3) Recommendations’ generation: when a new item comes, the filtering component module compare item’s features with representation of user’s profile, to suggest the most likely interesting items $I_q$ (List of recommended items to the active user).

The filtering component module can include also the top-ranked items, to $I_q$, taking into account that user’s preferences can change in the time. In this way, the user’s profile will be updated automatically, once the $I_q$ is shown to the user, letting him express his satisfaction against items of $I_q$. Therefore, the feedback is returned to the profile learner module, in order to execute the learning process again and update the profile for user $u_k$.  

2.2 Collaborative Filtering Approaches

The collaborative recommendation (abbreviated CF) are considered ([19], [5]) as a successful recommendation and widely used for their ease of implementation. The main idea of these approaches is that if certain users shared the same tastes and preferences in the past, they can have the same tendencies to choose similar items in the future. The rationale is to filter items that are likely appreciated by the user from a large set of items, relying to preferences of similar users.

CF approaches [20] [21], don’t exploit or require any knowledge about the items themselves as content-based approaches do (e.g. genre, author of the book), but rather rely only on ratings of the actual user as well as those of others that are present in the system to infer similarity between either users or items. The advantage of this strategy is that these data do not have to be entered into the system or maintained, also recommended items are various, novel and not with same content as recommendations offered by content-based recommender.

As shown in Figure 1, the sum of ratings gathered from users can be represented as a user $\times$ Item matrix, with an entry $r_{ui}$ representing either the rating user $u$ gave to item $i$, if he rated it, or null otherwise.
**2.3 Hybrid Recommender Systems**

Each approach of the existing recommenders differs from another in terms of inputs required, and has its pros and cons especially in terms of data Sparsity, cold-start problem and ramp-up problem. So, Hybrid systems [22] was appeared to cope with these flaws, by mixing different types of inputs as the aforementioned and combining two or more algorithm’s implementations or recommendation components within a hybrid recommender system. In order to benefit from strengths of the various approaches and alleviate their shortcomings, which improves the recommendation’s accuracy.

When it consists to hybridize two algorithms or more within a single recommender system, we must take into account two dimensions. The first dimension is the basic recommendation paradigms that define on which the hybrid recommender will be based, and what inputs are required. Concerning the second is Systems’ hybridization design [23] [24]: that describes the strategy used to combine several recommendation’s algorithms or components within the hybrid recommender. Burk’s taxonomy [22] distinguishes between seven strategies to combine several recommendation algorithms.

These techniques are considered as classical ones since they reset only on mono-criteria evaluation of items where the user is invited to evaluate items by giving one rating for the item in gross, but in the other side the evaluation process is subject of several separated criteria. Hence, the usefulness of Multi-Criteria RSs. A recent overview on research in multi-criteria RS can be found in [28]. A systematic classification of such multi-criteria recommender systems and, more generally, systems for multi-criteria decision making and optimization is provided by [27]. In the context of more traditional recommender systems, [28] identify the following categories of existing systems which have some form of a multi-criteria nature:

1. Systems such as classical content-based recommenders, which try to learn content based preferences based, for example, on the given overall ratings for the items. In classical information retrieval (IR) scenarios, the learned user profile for instance consists of a vector containing a relevance-weighted list of the terms appearing in the documents.

2. Systems for content or item retrieval that allow users to state their general preferences using a set of (predefined) categories.

3. Multi-criteria rating recommenders, in which users are allowed to specify their preferences (ratings) for individual products along different dimensions.

Recently, Liu et al. presented a multi-criteria recommendation approach which is based on the clustering of users [26]. Their idea is that for each user one of the criteria is “dominant” and users are grouped according to their criteria preferences [10]. A prediction for a user is then based on the ratings of other users belonging to the same cluster. To determine the importance of the different criteria, they apply linear least squares regression, assign each user to one cluster, and evaluate different schemes for the generation of predictions.

Our aim is to propose a method in which we tried to identify the reasons behind which an item may be deemed relevant to the rest of the items based on the notion of criteria. Since the problem is selecting from a large dataset of items, just those the more significant based on their attributes, it returns to resolving a Multi-Attributes Decision making problem [9] which consists on itself to deal with decision problems under the presence of a number of decision criteria.

By applying our method we assume that we can get what is most significant item and why i.e. of course the results displayed for the user will be easily explained, since their selection is controlled by criteria.

The next section is devoted at first to introduce briefly the Multi-Attributes Decision Making (MADM) on which we rested to formalize our approach; secondly we introduce the Multi-Attributes Recommender Systems as a new type of RSs that begin to attract attention these last times thanks to their utility, compared to the classical RSs, then we end by presenting analogies between the two fields previously introduced.

### 3. Multi-Criteria Aspects

#### 3.1. Multi-Attributes Decision Making

Called also Multi-Criteria Decision Analysis (MCDA) [9] [13] is a discipline, which consists on making choice of the best alternative among a finite set of decision alternatives in terms of multiple usually conflicting criteria (called also attributes). The
objective of MCDM is to assist a decision maker in choosing the best alternatives when multiple criteria conflict and compete with each other. The most commonly used decision aiding methods, such as outranking methods and the analytical hierarchy process, are based on multi-criteria aggregation procedures. Outranking methods determine which alternatives are preferred to others by systematically comparing possible alternatives on each criterion. In fact, we have taken inspiration from that to rank the different items based on their attributes and then select the best ones to display for the new user, as they represent the most relevant items.

In the process of decision making the weights of criteria (attributes) play a very significant role [6]. So, answering the question “How to determine the weights of attributes?” is very crucial in this field of research.

There are different methods have been suggested in the MCDA literature for determination of attributes’ weights. The method, on which we rested on, is an objective weight determination method, which is referred to as Correlation Coefficient (CC) and Standard Deviation (SD) integrated approach for determining the weights of attributes, to provide decision supports to MADM problems (see [6]). The detailed approach will be explained in the section dedicated to our approach.

The multi-criteria problems are not intended for personalization and recommendation settings. But these problems find the solutions or items that are optimal in general (i.e. optimal with respect to all users), and differences in individual user preferences are not explicitly considered. For these reasons we opted for the choice of working with multi-criteria recommender systems. The next sub-section is dedicated for introducing generally the operating principle of such systems.

### 3.2 Multi-Criteria Recommender Systems

The vast majority of current recommender systems typically use a single criteria rating to represent the utility of an item to a user in the two-dimensional Users×Items space. The recommendation process starts with the specification of the initial set of ratings that is either explicitly provided by the users or is implicitly inferred by the system. Once these initial ratings are specified, a recommender system tries to estimate the rating function \( R \):

\[ R: \text{Users} \times \text{Items} \rightarrow R_0 \text{ where } R_0 \text{ is overall rating} \]

The goal of multi-criteria recommender systems is to find items that maximize each user’s utility, just as in the single-rating recommender systems. The difference between single-rating and multi-criteria rating systems is that the latter have more information about the users and items, which can be effectively used in the recommendation process. More formally, the general form of a rating function in a multi-criteria recommender system [4] [5] is:

\[ R: \text{Users} \times \text{Items} \rightarrow R_0 \times R_1 \times \ldots \times R_k \text{ where } R_0 \text{ is the set of possible overall rating values and } R_i \text{ represents the possible rating values for each individual criterion } i (i = 1, \ldots, k). \]

For example in the Movies’ recommendation, instead of voting a movie by giving a single global rating, in Yahoo! Movies the user is invited to indicate four additional ratings corresponding respectively to Story, Acting, Visual and Direction as they are the four criteria of evaluation. In the single-rating case the rating function \( R \) is estimated based on a sparse user-item rating matrix. In the multi-criteria case, the rating database contains a sparse matrix of the overall ratings, and the detailed criteria ratings of the user community.

| Table 2. Example of multi-criteria ratings (four criteria) |
|-----------------|-------|-------|-------|-------|
| User1           | 5.22  | 7.59  | 5.22  | 7.59  |
| User2           | 5.88  | 7.05  | 5.88  | 7.05  |
| User3           | 5.88  | 7.05  | 5.88  | 7.05  |
| User4           | 6.33  | 6.48  | 6.33  | 6.48  |
| User5           | 6.33  | 6.48  | 6.33  | 6.48  |

The Table 2 above shows the same example presented on Table 1, but at this time items are evaluated according four criteria, these multi-criteria rating are aggregated as an average to get the overall rating [5]. However, in single-criteria RSs, this information would be “hidden” within the aggregate overall rating, which may lead to inaccurate insights about the true similarity between user preferences. In the contrary of multi-criteria RSs, these information is better identified which permits to detect connections between either users or items.

In [5] two basic schemes called similarity based and aggregation function based are proposed. In the similarity based approach, the similarity between users is determined based on their past rating behavior and a measure such as the Pearson correlation coefficient. Different potential ways were proposed to measure the ways were proposed to measure the similarity between users based on their detailed ratings. The user’s ratings for an item can for example be viewed as \( k \)-dimensional vectors so that standard multidimensional distance metrics such as the Euclidian or the Chebychev distance can be calculated. Alternatively, one could calculate the Pearson correlation coefficient for each rating dimension individually and take the average or smallest value as an overall similarity metric. For computing the final rating prediction, a standard nearest-neighbor approach can be used. The only difference between a single-rating approach and a multi-criteria recommendation approaches therefore lies in the usage of a different similarity metric. In the aggregation function based approach the general and intuitive assumption is that there exists a relationship between the overall item ratings and the individual criteria ratings.

Technically, the overall rating \( r_0 \) can therefore be seen as being determined by a function \( f \) of individual criteria ratings: \( r_0 = f(r_1, \ldots, r_k) \). The prediction of \( r_0 \) for a given user \( u \) and a target item \( I \) can be accomplished in a multi-step process. First, in an offline phase, the function \( f \) has to be determined. One option could be to define \( f \) based on domain expertise or by averaging the criteria ratings. A more promising approach, however, is to apply statistical or machine learning techniques to automatically detect the hidden relationship between the overall rating and the criteria ratings. For example, in [5] it is proposed to approximate a function \( f \) for each item in the catalog using multiple linear regression techniques. In the online phase, first the criteria ratings \( r_1 \) to \( r_k \) for \( I \) have to be estimated. Afterwards, the overall rating

---

can be calculated using $f$. For estimating $r_1$ to $r_k$, any standard CF algorithm can be used separately for each criterion.

### 3.3 MADM vs. MCRS

In the previous sub-sections devoted for Multi-criteria aspects, a Multi-criteria Recommender Systems (MCRS) was presented as based mainly on multi-criteria ratings assigned to items according to their attributes. So each item receive a rating’s value per attribute. As our problem is summarized in the fact of finding the most interesting items, thus the problem is none other than a simple Multi-Criteria Decision Making (MCDM) problem, on which decision alternatives are simply items that are selected based on criteria (attributes on MCDM).

In this case the multi-criteria ratings matrix will be considered as a Decision matrix X cited on the previous sub-section, which will help us to compute weights of both attributes and items.

**Table 3. Analogies between MCDM and MCRS**

<table>
<thead>
<tr>
<th>MCDM</th>
<th>MCRS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finding best decision alternatives</td>
<td>Finding the relevant items</td>
</tr>
<tr>
<td>Decision alternatives</td>
<td>Items</td>
</tr>
<tr>
<td>Criteria</td>
<td>items attributes</td>
</tr>
<tr>
<td>Decision matrix X</td>
<td>multi-criteria rating matrix</td>
</tr>
<tr>
<td>$X_{ij}$ the performance value</td>
<td>the rating value according a criteria</td>
</tr>
</tbody>
</table>

The Table 3 above shows analogies between MCDM and MCRS that we had establish, in order to facilitate the passage between the two fields.

In the next section our approach will be detailed setting on what was explained on the current sub-section and its previous.

### 4. OUR APPROACH

The motivation of this paper is twofold. First, the proposed method as an objective weight determination method provides a methodological choice for the RSs and second it allows us to take into account the dependencies between attributes.

The two basic schemes proposed in [14] called similarity based and aggregation function based don’t take into account intrinsic properties of items based on the attributes correlations. In this section we propose an objective weight determination method called CCSD method, which is referred to as correlation coefficient (CC) and standard deviation (SD) integrated approach for determining the weights of attributes, to provide decision supports to MCRS problems. The CCSD method determines the weights of attributes by integrating SD of each attribute with their correlation coefficients (CCs) with the overall assessment of items. The CCs are determined by removing one attribute at a time from the set of attributes and considering its correlation with the overall assessment of items without the inclusion of this removed attribute. If the CC for this removed attribute turns out to be very high, then the removal of this attribute has little effect on recommender system; otherwise, this removed attribute should be given an important weight.

#### 4.1. Extracting the Decision Matrix

An MCRS problem can be easily expressed in matrix format. A decision matrix $X$ is an $(m \times k)$ matrix in which element $x_{ij}$ indicates the performance of item $i$ when it is evaluated in terms of decision criterion $C_j$, for $i = 1, 2, 3, ..., m$ and $j = 1, 2, 3, ..., k$.

Let $u_1, ..., u_N$ be $N$ users who have evaluated $m$ items based on $k$ criteria. As each item is evaluated by different users according to the $k$ attributes, the performance value $x_{ij}$ is the average of all rating’s values given to the item $i$ according to attribute $j$ by user who voted for.

$$x_{ij} = \frac{\sum (r_{il})j}{N}$$

$(r_{il})j$: The rating given by user $l$ to item $i$ according to attribute $j$.

#### 4.2. Computing Attributes’ Weights

Let’s $m$ decision alternatives $I_1, ..., I_m$, to be evaluated in terms of $k$ attributes $C_1, ..., C_k$ which forms a decision matrix denoted by $X=(x_{ij})_{m \times k}$, where $x_{ij}$ is the performance value of $I_i$ with respect to $C_j$. Let $W=(w_1, ..., w_k)$ be a normalized weights’ matrix in such way that $\sum w_j=1$ where $w_j$ is the weight of the attribute $C_j$.

The overall assessment value of each item is computed as follows:

$$d_i = \sum_{j=1}^{k} x_{ij} w_j, \ i = 1, ... m$$

The bigger the overall assessment value, the better the decision alternative. The best item is the one with the biggest overall assessment value.

By removing criteria $C_j$ from the set of criteria, we define the overall assessment value of each item as:

$$d_{ij} = \sum_{i=1}^{k} x_{ij} w_j, \ i = 1, ... m$$

The coefficient correlation (CC) between the values of $C_j$ and the above overall assessment values can be expressed by:

$$R_j = \frac{\sum_{i=1}^{m} (x_{ij} - \bar{x}_j)(d_{ij} - \bar{d}_j)}{\sqrt{(\sum_{i=1}^{m} (x_{ij} - \bar{x}_j)^2)(\sum_{i=1}^{m} (d_{ij} - \bar{d}_j)^2)}}$$

Where $\bar{x}_j$ and $\bar{d}_j$ are respectively the mean values of $x_{ij}$ and $d_{ij}$, for $i=1, ..., m$.

If $R_j$ is high enough and close to one then the criteria $C_j$ has little effect on decision recommendation. If $R_j$ is very low then $C_j$ has a significant impact on decision recommendation and items ranking. So, the criteria $C_j$ should be given a very important weight. Based on the above steps, the weight of an attribute is computed as:

$$w_j = \frac{\sigma_j}{\sum_{i=1}^{k} \sigma_i}, \ j=1, ..., k.$$  

Where the SD is calculated by:

$$\sigma_j = \sqrt{\frac{1}{m} \sum_{i=1}^{m} (x_{ij} - \bar{x}_j)^2}, \ j=1, ..., k.$$  

### 5. RESULTS AND DISCUSSION

The current sub-sections will introduce our proposed approach step by step, accompanied by an example of movies
recommendation (see Table 4). Our aim is to propose a method in which we tried to identify the reasons behind which an item may be deemed relevant to the rest of the items based on the notion of criteria. Since the problem is selecting from a large dataset of items, just those the more significant based on their attributes, it returns to resolving a Multi-Attributes Decision making problem [9] which consists on itself to deal with decision problems under the presence of a number of decision criteria.

5.1. Selection Measures of Relevant Items

The high availability and variety of information instead of being benefic may drives users to make poor decisions when it comes to choose the best items from a large dataset. The role of RSs is essentially to assist the user during his discovery of products, while showing him the best of them. This assistance begins as soon the user arrived and continued until the user is in contact with the system.

As the first occupation of the RS is to satisfy its users and reducing their efforts to find relevant items from the first moment they came, there are many strategies (see [7]) which had for aim to select a more significant items according to a number of item selection measures based on information theoretic, to learn user’s profile effectively. Among these measures we mention:

**Popularity:** this measure indicates how frequently users rated the item. Popular items are those familiar ones that receive the most ratings. The advantage of the popularity is that it is very easy and inexpensive to compute, but use it to elicit preferences worsening the prefix bias that is, popular items garnering even more ratings. Unpopular items, lacking enough user opinions, may be hard to recommend. The popularity of the item \( i \) is equal for all the users, and it is the number of not null ratings for \( i \) from the whole number of users.

**Contention:** The rational is that items on which we ask the user to rate should not only be familiar to the users, but also indicative of their tendencies. The contention is negatively correlated with popularity, i.e. while popular items are less controversial. The Two common measures to quantify the contention of an item are the variance and entropy of its ratings.

\[
\text{entropy (item)} = - \sum_i p_i \log(p_i).
\]

Where \( p_i \) denotes the fraction of item's ratings that equals to \( i \).

**Coverage:** Items are useful when they possess predictive power on other items.

\[
\text{coverage}(i) = \sum_j n_{ij}.
\]

Where \( n_{ij} \) is the number of users that rated both items \( i \) and \( j \).

Note that it was proved that is unwise to maximize the Contention as it’s insufficient to repose only on Popularity, for this it’s better to combine them both, as is the case for entropy0 and HELF (for more details see [16]).

\[
\text{entropy0 (item)} = - \frac{1}{\sum_{j} \sum_{i} w_i} \sum_{j} \sum_{i} p_i w_i \log(p_i).
\]

We treat the missing evaluations as a separate category of evaluation, for example, a rating value of 0 in the datasets we use, since 1-5 is the usual scale; and fill all the missing evaluations with this new rating category. \( w_i \) Denotes the weights of the rating’s value \( i \) in the 1-5 scale.

The strategy of items’ selection that is based on these measures suffers from two essential issues, which are Arbitrariness of selection which means that the criteria mentioned are detached from any reasonable end goal of optimizing user experience and the independence of selected items all above criteria score the utility of each single item independently, and consequently select those of highest utility. No consideration is given to how all these items play together, they are treated as if they are independent and no relationship is binding upon each other.

These classical methods presented above will be served as baseline methods with which we will compare our results, in the following text we present the steps taken in our approach.

5.2. Movies’ Recommendation Example

Our proposed approach will be applied on an example of movies recommendation depicted in Table 4 above. Then, obtained results will be compared to baseline methods shown in previous subsection.

**Table 4. Example of multi-criteria movie recommender system (ratings for each item: overall, story, acting, direction, visual)**

<table>
<thead>
<tr>
<th></th>
<th>Alice</th>
<th>Wall-E</th>
<th>Star Wars</th>
<th>Seven</th>
<th>Fargo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wanted</td>
<td>5.2,2,8,8</td>
<td>7.5,5,9,9</td>
<td>5.2,2,8,8</td>
<td>7.5,5,9,9</td>
<td>Null</td>
</tr>
<tr>
<td>John</td>
<td>5.6,8,2,2</td>
<td>7.8,9,5,5</td>
<td>5.8,8,2,2</td>
<td>7.8,8,2,2</td>
<td>7.8,8,10,10</td>
</tr>
<tr>
<td>Mason</td>
<td>6.3,3,9,9</td>
<td>6.4,4,8,8</td>
<td>6.3,3,9,9</td>
<td>6.4,4,8,8</td>
<td>5.2,2,8,8</td>
</tr>
</tbody>
</table>

**Step 1.** The multi-criteria ratings shown in the table above must be converted to construct the decision matrix \( X \). As each item is evaluated by different user according the four attributes, the performance value \( X_{ij} \) is the average of all rating’s values given to the item \( i \) according to attribute \( j \) by user who voted for.

\[
X_{ij} = \frac{\sum k(r_{ki})}{k}, \quad k = 1, ..., m
\]

\( (r_{ki}) \): The rating given by user \( k \) to item \( i \) according attribute \( j \).

**Step 2.** Computing the weights of the four attributes as explained in the subsection 4.1 based on CCSD integrated. There are resulting weights in our example:

- Acting: 0.2676545
- Story: 0.23234549
- Visual: 0.23234549
- Direction: 0.2676545

We can see the two criteria acting and direction and most interesting (have a big impact in relevance of a movie) compared to the two others which make a sense, because as a user, our choice at first to movies are always influenced by the actors and theater director (that we already know), since we have not yet seen the movie.
**Step 3.** Computing the weights of each Movie as an overall assessment based on attributes’ weights founded in the previous step. Obviously the bigger a weight is, the more significant movie is. The resulting weights of movies are as follows:

**Table 5. Weights of movies based on CCSD integrated method**

<table>
<thead>
<tr>
<th></th>
<th>Wanted</th>
<th>Wall-E</th>
<th>Star Wars</th>
<th>Seven</th>
<th>Fargo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>5.4039483</td>
<td>6.713744</td>
<td>5.4039483</td>
<td>6.0235395</td>
<td>7.1412363</td>
</tr>
</tbody>
</table>

The table shows that Fargo Movie is the most relevant and both Wanted and Star Wars are less interesting. These results will be compared to the baseline methods (Popularity, Contention, Coverage), to see if there is a change in the order of relevance of movies. The Table 6 shows the score for movies of the baseline methods:

**Table 6. Comparison of results with baseline methods**

<table>
<thead>
<tr>
<th></th>
<th>Wanted</th>
<th>Wall-E</th>
<th>Star Wars</th>
<th>Seven</th>
<th>Fargo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Popularity</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Entropy</td>
<td>0.27031004</td>
<td>0.0</td>
<td>0.27031004</td>
<td>0.3662041</td>
<td>0.3495736</td>
</tr>
<tr>
<td>Entropy0</td>
<td>0.24925107</td>
<td>0.16126116</td>
<td>0.24925107</td>
<td>0.25820518</td>
<td>0.213111</td>
</tr>
<tr>
<td>Coverage</td>
<td>11.0</td>
<td>11.0</td>
<td>11.0</td>
<td>11.0</td>
<td>8.0</td>
</tr>
</tbody>
</table>

Based on the Table 6 above we established The Table 7 that shows the movies in descending order according to the values resulted:

**Table 7. Movies’ order according to different methods**

<table>
<thead>
<tr>
<th></th>
<th>CCSD method</th>
<th>Popularity</th>
<th>Entropy</th>
<th>Entropy0</th>
<th>Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fargo</td>
<td>Wanted</td>
<td>seven</td>
<td>Wanted</td>
<td>Wanted</td>
<td></td>
</tr>
<tr>
<td>Wall-E</td>
<td>Wall-E</td>
<td>Fargo</td>
<td>Star Wars</td>
<td>Wall-E</td>
<td></td>
</tr>
<tr>
<td>Seven</td>
<td>Star Wars</td>
<td>Wanted</td>
<td>Seven</td>
<td>Star Wars</td>
<td></td>
</tr>
<tr>
<td>Wanted</td>
<td>Seven</td>
<td>Star Wars</td>
<td>Fargo</td>
<td>Seven</td>
<td></td>
</tr>
<tr>
<td>Star Wars</td>
<td>Fargo</td>
<td>Wall-E</td>
<td>Wall-E</td>
<td>Fargo</td>
<td></td>
</tr>
</tbody>
</table>

We can notice that the order of Movies’ set presented by our approach is very varied, as in the first position we find Fargo movie which is less popular, more controversial (2nd position for entropy) and have a low coverage’s value (non-correlated with other movie and haven’t a predictive power on them), we can deduce in this case that popular items aren’t usually liked by everyone since there are users whose preferences are specific and differ from the community. Also we see that our method is in alliance with both Popularity and Coverage when it comes to the second position, i.e. Wall-E movie and with Entropy0—which combine the notion of popularity and contention- concerning the Third position, i.e. Seven Movie.

**6. CONCLUSION**

As recommendation systems attract increasing research interests in last times, many practical applications start to adopt data analysis techniques to derive recommendations for their users. In this paper, we have extended the concept of mono-criterion ratings to multi-criteria ones to meet the requirements of more practical recommendation systems. We proposed an approach for selection of relevant items in a RS based on multi-criteria ratings and a method of computing weights of criteria. This method proposes a correlation coefficient and standard deviation integrated approach for determining weight of criteria in multi-criteria recommender systems. We evaluated the proposed method on an example of movies recommendation. Our approach was compared to some other metrics used in Information Theoretic approach to illustrate its potential applications. It was seen that our approach has shown a variety on selected items’ set that is considered interesting from our point of view.
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