Learning a Mahalanobis Distance Metric for Data Clustering and Classification
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Abstract

Distance metric is a key issue in many machine learning algorithms. This paper considers a general problem of learning from pairwise constraints in the form of must-links and cannot-links. As one kind of side information, a must-link indicates the pair of the two data points must be in a same class, while a cannot-link indicates that the two data points must be in two different classes. Given must-link and cannot-link information, our goal is to learn a Mahalanobis distance metric. Under this metric, we hope the distances of point pairs in must-links are as small as possible and those of point pairs in cannot-links are as large as possible. This task is formulated as a constrained optimization problem, in which the global optimum can be obtained effectively and efficiently. Finally, some applications in data clustering, interactive natural image segmentation and face pose estimation are given in this paper. Experimental results illustrate the effectiveness of our algorithm.
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1 Introduction

Distance metric is a key issue in many machine learning algorithms. For example, Kmeans and K-Nearest Neighbor (KNN) classifier need to be supplied a suitable distance metric, through which neighboring data points can be identified. The commonly-used Euclidean distance metric assumes that each feature of data point is equally important and independent from others. This
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assumption may not be always satisfied in real applications, especially when
dealing with high dimensional data where some features may not be tightly
related to the topic of interest. In contrast, a distance metric with good qual-
ity should identify important features and discriminate relevant and irrelevant
features. Thus, supplying such a distance metric is highly problem-specific and
determines the success or failure of the learning algorithm or the developed
system [1–13].

There has been considerable research on distance metric learning over the
past few years [14]. One family of algorithms are developed with known class
labels of training data points. Algorithms in this family include the neighbor-
ing component analysis [15], large margin nearest neighbor classification [16],
large margin component analysis [17], class collapse [18], and other extension
work [19,20]. The success in a variety of problems shows that the learned
distance metric yields substantial improvements over the commonly-used Eu-
clidean distance metric [15–18]. However, class label may be strong information
from the users and can not be easily obtained in some real-world situations.
In contrast, it is more natural to specify which pairs of data points are similar
or dissimilar. Such pairwise constraints appear popularly in many applica-
tions. For example, in image retrieval the similar and dissimilar images to the
query one are labeled by the user and such image pairs can be used to learn a
distance metric [21]. Accordingly, another family of distance metric learning
algorithms are developed to make use of such pairwise constraints [14,21–29].
Pairwise constraint is a kind of side information [22]. One popular form of
side information is must-links and cannot-links [22,30–35]. A must-link indi-
cates the pair of data points must be in a same class, while a cannot-link
indicates that the two data points must be in two different classes. Another
popular form is the relative comparison with “A is closer to B than A is to
C” [26]. The utility of pairwise constraints has been demonstrated in many
applications, indicating that significantly improvement of the algorithm can
be achieved [21–27].

The two families of distance learning algorithms are extended in many
aspects. Based on the class labels of training data points, Weinberger and
Tesauro proposed to learn distance metric for kernel regression [36]. Based
on labeled training data, Hertz et al. maximized the margin with boosting
to obtain distance functions for clustering [37]. Bilenko et al. integrated the
pairwise constraints (must-links and cannot-links) and metric learning into a
semi-supervised clustering [38]. Clustering on many data sets shows that the
performance of Kmeans algorithm has been substantially improved. Also based
on must-links and cannot-links, Davis et al. developed an information theory
based framework [39]. Compared with most existing methods, their framework
need not perform complex computation, such as eigenvalue decomposition and
semi-definite programming [15,16]. Yang et al. presented a Bayesian framework
in which a posterior distribution for the distance metric is estimated from the
labeled pairwise constraints [40]. Kumar et al. used the relative comparisons to develop a new clustering algorithm in a semi-supervised clustering setting [41]. Formulating the problem as a linear programming, Rosales and Fung proposed to learn a sparse metric with relative comparison constraints. The sparsity of the learned metric can help to reduce the distance computation [42]. In addition, the distance metric learning algorithms are also extended with kernel tricks [11,21,43–45]. Nonlinear adaptive metric learning algorithm has also been developed [46]. Furthermore, some online distance metrics learning algorithms [39,47] have been proposed recently for the situations where the data points are collected sequentially. The use of the learned distance metrics has been demonstrated in many real-world applications, including speech processing [48], visual representation [49], word categorization [12], face verification [50], medical image processing [51], video object classification [52], biological data processing [53], image retrieval [21,54], and so on.

In this paper we focus on learning a Mahalanobis distance metric from must-links and cannot-links. The Mahalanobis distance is a measure between two data points in the space defined by relevant features. Since it accounts for unequal variances as well as correlations between features, it will adequately evaluate the distance by assigning different weights or importance factors to the features of data points. Only when the features are uncorrelated, the distance under a Mahalanobis distance metric is identical to that under the Euclidean distance metric. In addition, geometrically, a Mahalanobis distance metric can adjust the geometrical distribution of data so that the distance between similar data points is small [22]. Thus it can enhance the performance of clustering or classification algorithms, such as K-Means and K-Nearest-Neighbor (KNN). Such advantages can be used to perform special tasks on a given data set, if given a suitable Mahalanobis distance metric. It is natural to learn it from some prior knowledge supplied by the user according to her/his own task. One easy way to supply prior knowledge is to supply some instances of similar/dissimilar data pairs (must-links/cannot-links). We hope a Mahalanobis distance metric can be learned by forcing it to adjust the distances of the given instances and then applied to new data.

The basic idea in this paper is to minimize the distances of point pairs in must-links and maximize those of point pairs in cannot-links. To this end, we formulate this task as a constrained optimization problem. Since the formulated problem cannot be analytically solved, an iterative framework is developed to find the optimum in a way of binary search. A lower bound and an upper bound including the optimum are explicitly estimated and then used to control the initial value. This will benefit the initialization of the iterative algorithm. The globally optimal Mahalanobis distance matrix is finally obtained effectively and efficiently. Comparative experiments on data clustering, interactive natural image segmentation and face pose estimation show the validity of our
The remainder of this paper is organized as follows. Section 2 will briefly introduce the related work and our method. We address our problem and develop the algorithm in Section 3. The experimental results and applications in data clustering, interactive image segmentation and face pose estimation are reported in Section 4. Section 5 concludes this paper.

2 Related Work and Our Method

Given two data points $x_1 \in \mathbb{R}^n$ and $x_2 \in \mathbb{R}^n$, their Mahalanobis distance can be calculated as follows:

$$d_A(x_1, x_2) = \sqrt{(x_1 - x_2)^T A(x_1 - x_2)}$$  \hspace{1cm} (1)

where $A \in \mathbb{R}^{n \times n}$ is positively semi-definite. Using the eigenvalue decomposition, $A$ can be decomposed into $A = WW^T$. Thus, it is also feasible to learn the matrix $W$. Then, we have

$$d_A(x_1, x_2) = \sqrt{(x_1 - x_2)^T \cdot (WW^T) \cdot (x_1 - x_2)}$$  \hspace{1cm} (2)

Typically, Xing et al. studied the problem of learning a Mahalanobis matrix from must-links and cannot-links [22]. In their framework, the sum of the Mahalanobis distances of the point pairs in the must-links is used as the objective function, which is minimized under the constraints developed from the point pairs in the cannot-links. Gradient ascent and iterative projection are used to solve the optimization problem. The algorithm is effective, but it is time consuming when dealing with high dimensional data. Bar-Hillel et al. proposed the algorithm of relevance component analysis (RCA) [23]. RCA needs to solve the inverse matrix of the covariance matrix of the point pairs in the chunklets (must-links), which may not exist in the case of high dimensionality [55–57]. Such a drawback may lead the algorithm difficult to be performed.

Hoi et al. proposed the Discriminative Component Analysis (DCA) [21]. They use the ratio of determinants as the objective function to learn a matrix $W^*$:

$$W^* = \arg \max_W \left| \frac{W^T \hat{S}_b W}{W^T \hat{S}_w W} \right|$$  \hspace{1cm} (3)

where $\hat{S}_b$ and $\hat{S}_w$ are the covariance matrices calculated from the point pairs in the discriminative chunklets (cannot-links) and those in the must-links [21]. After $W^*$ is obtained, a Mahalanobis matrix $A$ can be constructed as $A = \ldots$
\( W^*(W^*)^T \). Problem (3) has been well discussed in subspace learning [58] and can be analytically solved. Actually, \( W^* \) can be calculated via the eigenvalue decomposition of matrix \( \hat{S}_w^{-1}\hat{S}_b \). However, singularity problem may also occur since we need to calculate \( S_w^{-1} \). To avoid the singular problem, DCA selects to diagonalize the covariance matrices \( \hat{S}_b \) and \( \hat{S}_w \) simultaneously and discards the eigenvectors corresponding to the zero eigenvalue.

Formally, the objective function used in this paper can be given as follows:

\[
W^* = \arg \max_{W^TW=I} \frac{tr(W^T\hat{S}_b W)}{tr(W^T\hat{S}_w W)}
\]  

(4)

where \( tr \) is the trace operator of matrix, \( \hat{S}_w \) is calculated from the must-links and \( \hat{S}_b \) is calculated from the cannot-links. The final Mahalanobis matrix \( A \) is also constructed as \( A = W^*(W^*)^T \).

In contrast, RCA is developed via \( \hat{S}_w \), while DCA and our method are developed via \( \hat{S}_b \) and \( \hat{S}_w \). But they have different objective functions to be optimized. RCA constructs the objective function in terms of information theory. DCA takes the ratio of two determinants as its objective function. This paper uses the ratio of distances (expressed as traces in the form of matrices in Problem (4)) as the objective function. In addition, we introduce an orthogonality constraint \( W^TW = I \) to avoid degenerate solutions. However, our problem can not be directly solved by eigenvalue decomposition approaches. We construct an iterative framework, in which a lower bound and an upper bound including the optimum are estimated for initialization. Our algorithm need not calculate the inverse matrix of \( \hat{S}_w \) and thus the singularity problem is avoided.

Compared with the seminal method proposed by Xing et al. (where gradient ascent approach is used) [22], our method uses a nice heuristic (iterative) search approach to solve the optimization problem. Much time can be saved when dealing with high dimensional data.

As mentioned before, the task of this paper is to learn a distance metric from the given sets of must-links and cannot-links. Mathematically, our formulation about the problem by maximizing the ratio of distances yields just the same form of objective function used in literature [60,65,66]. These algorithms are developed for supervised subspace learning or linear dimensionality reduction, in which the covariance matrices \( \hat{S}_b \) and \( \hat{S}_w \) are calculated via the class labels of all the training data points. A comprehensive comparison about these three previous methods is given in [66]. The main differences between our algorithm and that proposed by Wang et al. [66] can be summarized as follows:
These two algorithms have different goals. The goal of the algorithm proposed by Wang et al. [66] is to reduce the dimensionality of data with given class label information, while our algorithm is to learn a distance metric with side information. Each data point and its class label will be considered in Wang’s algorithm when constructing $\hat{S}_b$ and $\hat{S}_w$. In contrast, our algorithm only needs to consider those pairs of must-links and cannot-links.

Two cases are discussed in our algorithm. The reason is that the denominator of the objective function in Problem (4) may be zero. The iterative algorithm developed by Wang et al. [66] works only in the case that the denominator of the objective function is not zero. Such discussions are omitted in [66] and introduced in this paper.

We show a new property in our paper, namely, the monotonicity of the objective function. In the case of non-zero denominator, the objective value monotonously decreases with the increase of the dimensionality of the subspace we use. Such a property guides us to find a bound including the optimum for initialization and iterations.

When the denominator of the objective function is not zero, there exists a unique globally optimal solution [66]. For the same $\hat{S}_b$ and $\hat{S}_w$ and with the parameter $d$, the algorithms will yield the same solution. To speed up the search of our approach, we give a lower bound and an upper bound including the optimum.

The heuristic search approach proposed by Wang et al. [66] is developed by utilizing the previously estimated transformation matrix $\mathbf{W}$. Intrinsically, it is exactly one of the Newton’s methods, while our method is a binary search method. Given the initial value for iterations, it is slightly faster than our algorithm.

3 Algorithm

3.1 Problem Formulation

Suppose we are given a data set $\mathcal{X} = \{x_i\}_{i=1}^N \subset \mathbb{R}^n$ and two sets of pairwise constraints including must-links: $\mathcal{S} = \{(x_i, x_j) \mid x_i$ and $x_j$ are in a same class$\}$, and cannot-links: $\mathcal{D} = \{(x_i, x_j) \mid x_i$ and $x_j$ are in two different classes$\}$. Our goal is to learn a Mahalanobis matrix $\mathbf{A}$ such that the distances of point pairs in $\mathcal{S}$ are as small as possible, while those in $\mathcal{D}$ are as large as possible.

According to Eq. (2), equivalently, we can select to optimize the matrix
\( \mathbf{W} \in \mathbb{R}^{n \times d} \), with \( d \leq n \). To this end, we introduce a transformation:

\[
\mathbf{y} = \mathbf{W}^T \mathbf{x}.
\]  

Under this transformation, the sum of the squared distances of the point pairs in \( \mathcal{S} \) can be calculated as follows:

\[
d_w = \sum_{(\mathbf{x}_i, \mathbf{x}_j) \in \mathcal{S}} (\mathbf{W}^T \mathbf{x}_i - \mathbf{W}^T \mathbf{x}_j)^T (\mathbf{W}^T \mathbf{x}_i - \mathbf{W}^T \mathbf{x}_j) = tr(\mathbf{W}^T \hat{\mathbf{S}}_w \mathbf{W})
\]  

here \( tr \) is a trace operator, and \( \hat{\mathbf{S}}_w \) is the covariance matrix of the point pairs in \( \mathcal{S} \):

\[
\hat{\mathbf{S}}_w = \sum_{(\mathbf{x}_i, \mathbf{x}_j) \in \mathcal{S}} (\mathbf{x}_i - \mathbf{x}_j)(\mathbf{x}_i - \mathbf{x}_j)^T
\]  

Correspondingly, for the point pairs in \( \mathcal{D} \), we have

\[
d_b = tr(\mathbf{W}^T \hat{\mathbf{S}}_b \mathbf{W})
\]  

where \( \hat{\mathbf{S}}_b \in \mathbb{R}^{n \times n} \) and \( \hat{\mathbf{S}}_b = \sum_{(\mathbf{x}_i, \mathbf{x}_j) \in \mathcal{D}} (\mathbf{x}_i - \mathbf{x}_j)(\mathbf{x}_i - \mathbf{x}_j)^T \).

We try to minimize \( d_w \) and maximize \( d_b \). This formulation yields the following optimization problem:

\[
\mathbf{W}^* = \arg \max_{\mathbf{W}^T \mathbf{W} = \mathbf{I}} \frac{tr(\mathbf{W}^T \hat{\mathbf{S}}_b \mathbf{W})}{tr(\mathbf{W}^T \hat{\mathbf{S}}_w \mathbf{W})}
\]  

3.2 Solving the Optimization Problem

To solve Problem (9), we first consider the denominator \( d_w = tr(\mathbf{W}^T \hat{\mathbf{S}}_w \mathbf{W}) \) in two cases. We have the following theorem:

**Theorem 1.** Suppose \( \mathbf{W} \in \mathbb{R}^{n \times d} \), \( \mathbf{W}^T \mathbf{W} = \mathbf{I} \), and \( r (\leq n) \) is the rank of matrix \( \hat{\mathbf{S}}_w \). If \( d > n - r \), then \( tr(\mathbf{W}^T \hat{\mathbf{S}}_w \mathbf{W}) > 0 \). If \( d \leq n - r \), then \( tr(\mathbf{W}^T \hat{\mathbf{S}}_w \mathbf{W}) \) may be equal to zero.
Proof. Based on Rayleigh quotient theory [59], \( \min \text{tr}(W^T \hat{S}_w W) = \sum_{i=1}^{d} \beta_i \) holds if \( W^T W = I \). Here \( \beta_1, \cdots, \beta_d \) are the first \( d \) smallest eigenvalues of \( \hat{S}_w \). According to Eq. (7), we can easily justify that \( \hat{S}_w \) is positive semi-definite and thus all of its eigenvalues are nonnegative. Since its rank equals to \( r \), it has \( r \) positive eigenvalues and \( n - r \) zero eigenvalues. If \( d > n - r \), there exists at least one positive eigenvalue among \( \beta_1, \cdots, \beta_d \). This indicates that \( \text{tr}(W^T \hat{S}_w W) \geq \min \text{tr}(W^T \hat{S}_w W) > 0 \) holds. In the case of \( d \leq n - r \), however, each \( \beta_i \) may be equal to zero. Thus \( \text{tr}(W^T \hat{S}_w W) \) may be zero. \( \square \)

This theorem implies that it is necessary for us to discuss the problem in two cases.

**Case 1:** \( d > n - r \).

Let \( \lambda^* \) be the optimal value of Problem (9), namely, \( \lambda^* = \max_{W^T W = I} \frac{\text{tr}(W^T \hat{S}_b W)}{\text{tr}(W^T \hat{S}_w W)} \). According to the work by Guo et al. [60], it follows

\[
\max_{W^T W = I} \text{tr}(W^T (\hat{S}_b - \lambda^* \hat{S}_w) W) = 0. \tag{11}
\]

Inspired by (11), we introduce a function about \( \lambda \):

\[
g(\lambda) = \max_{W^T W = I} \text{tr}(W^T (\hat{S}_b - \lambda \hat{S}_w) W) \tag{12}
\]

The value of \( g(\lambda) \) can be easily calculated. According to the theories of matrix [59], it equals to the sum of the first \( d \) largest eigenvalues of \( (\hat{S}_b - \lambda \hat{S}_w) \). Based on (11), now our task is to find a \( \lambda \) such that \( g(\lambda) = 0 \).

Note that in this case \( \text{tr}(W^T \hat{S}_w W) > 0 \), then the following two propositions hold naturally:

\[
\begin{align*}
g(\lambda) < 0 & \quad \Rightarrow \quad \lambda > \lambda^* \\
g(\lambda) > 0 & \quad \Rightarrow \quad \lambda < \lambda^*
\end{align*}
\]

This indicates that we can iteratively find \( \lambda^* \) according to the sign of \( g(\lambda) \). After \( \lambda^* \) is determined, the optimal \( W^* \) can be obtained by performing eigenvalue decomposition of \( (\hat{S}_b - \lambda^* \hat{S}_w) \). In this way, we avoid calculating the inverse matrix of \( \hat{S}_w \).

To give an initial value for iteratively finding the optimum \( \lambda^* \), now we determine a lower bound and an upper bound for \( \lambda^* \). Actually, we have the following theorem:

**Theorem 2.** Let \( r \) be the rank of \( \hat{S}_w \). If \( d > n - r \), then

\[
\frac{\text{tr}(\hat{S}_b)}{\text{tr}(\hat{S}_w)} \leq \lambda^* \leq \frac{\sum_{i=1}^{\min(d, r)} \alpha_i}{\sum_{i=1}^{\min(d, r)} \beta_i} \tag{13}
\]
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where $\alpha_1, \cdots, \alpha_d$ are the first $d$ largest eigenvalues of $\hat{S}_b$, and $\beta_1, \cdots, \beta_d$ are the first $d$ smallest eigenvalues of $\hat{S}_w$.

To prove this theorem, first we give the following two lemmas:

**Lemma 1.** \( \forall i, a_i \geq 0, b_i > 0, \frac{a_1}{b_1} \leq \frac{a_2}{b_2} \leq \cdots \leq \frac{a_p}{b_p}, \) then \( \sum_{i=1}^{p} \frac{a_i}{b_i} \leq \frac{a_p}{b_p} \)

**Proof.** Let \( \frac{a_p}{b_p} = q. \forall i, \) we have \( a_i \leq qb_i. \) Thus it follows \( \sum_{i=1}^{p} \frac{a_i}{b_i} \leq \frac{a_p}{b_p} \). \( \Box \)

**Lemma 2.** Let \( r \) be the rank of \( \hat{S}_w \), \( W_1 \in \mathbb{R}^{n \times d_1} \) and \( W_2 \in \mathbb{R}^{n \times d_2} \). If \( d_1 > d_2 > n - r \), then
\[
\max_{W_1^T W_1 = I} \frac{\text{tr}(W_1^T \hat{S}_w W_1)}{\text{tr}(W_1^T S_w W_1)} \leq \max_{W_2^T W_2 = I} \frac{\text{tr}(W_2^T \hat{S}_w W_2)}{\text{tr}(W_2^T S_w W_2)}
\]

**Proof.** Let \( W_1^* = \arg \max_{W_1^T W_1 = I} \frac{\text{tr}(W_1^T \hat{S}_w W_1)}{\text{tr}(W_1^T S_w W_1)} \). We can get \( C_{d_1} \) sub-matrices, each of which contains \( d_2 \) column vectors of \( W_1^* \). Let \( p = C_{d_1} \) and denote them by \( W_1(i) \in \mathbb{R}^{n \times d_2}, i = 1, \cdots, p \). Without loss of generality, suppose
\[
\frac{\text{tr}(W_1^T \hat{S}_w W_1)}{\text{tr}(W_1^T S_w W_1)} \leq \cdots \leq \frac{\text{tr}(W_p^T \hat{S}_w W_p)}{\text{tr}(W_p^T S_w W_p)}
\]

Note that each column vector of \( W_1^* \) will appear \( C_{d_1-1} \) times in these \( p \) sub-matrices. Then we have
\[
\max_{W_1^T W_1 = I} \frac{\text{tr}(W_1^T \hat{S}_w W_1)}{\text{tr}(W_1^T S_w W_1)} = \frac{C_{d_1-1} C_{d_1-1}^2}{C_{d_1-1} C_{d_1}^2} \cdot \frac{\text{tr}(W_1^T \hat{S}_w W_1)}{\text{tr}(W_1^T S_w W_1)} = \frac{\sum_{i=1}^{p} \text{tr}(W_1^T \hat{S}_w W_1)}{\sum_{i=1}^{p} \text{tr}(W_1^T S_w W_1)} \leq \frac{\text{tr}(W_p^T \hat{S}_w W_p)}{\text{tr}(W_p^T S_w W_p)}
\]

The first and the second equalities hold naturally, according to the rules of trace operator of matrix. The first inequality holds according to Lemma 1, while the second inequality holds since \( \max_{W_2^T W_2 = I} \frac{\text{tr}(W_2^T \hat{S}_w W_2)}{\text{tr}(W_2^T S_w W_2)} \) can serve as an upper bound. Thus we finish the proof. \( \Box \)

Here we show a new property, namely, the monotonicity of the objective function. In the case of non-zero denominator, the objective value monotonously decreases with the increase of the dimensionality of the subspace we use.

Now we can give the proof of Theorem 2 as follows:

**Proof of Theorem 2.** Lemma 2 indicates that the optimal value monotonously decreases with the increasing of \( d \). Thus we can find a lower
bound for $\lambda^*$ when $d = n$. In this case, $W \in \mathbb{R}^{n \times n}$ is a square matrix and $WW^T = I$ also holds. According to the rule of trace operator (here, $tr(AB) = tr(BA)$), it follows

$$\lambda^* \geq \frac{tr(W^T \tilde{S}_b W)}{tr(W^T \tilde{S}_w W)} = \frac{tr(\tilde{S}_b W W^T)}{tr(\tilde{S}_w W W^T)} = \frac{tr(\tilde{S}_b)}{tr(\tilde{S}_w)}$$

(14)

According to Rayleigh quotient theory [59], for symmetric matrices $\tilde{S}_b$ and $\tilde{S}_w$, we have

$$\max_{W^T W = I} tr(W^T \tilde{S}_b W) = \sum_{i=1}^{d} \alpha_i$$

and

$$\min_{W^T W = I} tr(W^T \tilde{S}_w W) = \sum_{i=1}^{d} \beta_i$$

here $\alpha_1, \ldots, \alpha_d$ are the first $d$ largest eigenvalues of $\tilde{S}_b$, and $\beta_1, \ldots, \beta_d$ are the first $d$ smallest eigenvalues of $\tilde{S}_w$. Then $\sum_{i=1}^{d} \alpha_i / \sum_{i=1}^{d} \beta_i$ is an upper bound of $\max_{W^T W = I} tr(W^T \tilde{S}_b W) / tr(W^T \tilde{S}_w W)$. Thus, the second inequality holds. \qed

Given the lower bound and the upper bound, $\lambda^*$ can be reached in way of binary search. The steps are listed in Table 1. The optimal $W^*$ is finally obtained by performing the eigenvalue decomposition of $\tilde{S}_b - \lambda^* \tilde{S}_w$. From the performance steps, we can see that the singularity problem can be naturally avoided.

<table>
<thead>
<tr>
<th>Input:</th>
<th>$\tilde{S}_w, \tilde{S}_b \in \mathbb{R}^{n \times n}$, the lower dimensionality $d$, and an error constant $\varepsilon$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output:</td>
<td>A matrix $W^* \in \mathbb{R}^{n \times d}$.</td>
</tr>
<tr>
<td>1.</td>
<td>Calculate the rank $r$ of the matrix $\tilde{S}_w$.</td>
</tr>
<tr>
<td>Case 1:</td>
<td>$d &gt; n - r$</td>
</tr>
<tr>
<td>2.</td>
<td>$\lambda_1 \leftarrow tr(\tilde{S}<em>b) / tr(\tilde{S}<em>w)$, $\lambda_2 \leftarrow (\sum</em>{i=1}^{d} \alpha_i) / (\sum</em>{i=1}^{d} \beta_i)$, $\lambda \leftarrow (\lambda_1 + \lambda_2)/2$.</td>
</tr>
<tr>
<td>3.</td>
<td>While $\lambda_2 - \lambda_1 &gt; \varepsilon$, do</td>
</tr>
<tr>
<td>(a)</td>
<td>Calculate $g(\lambda)$ by solving Problem (12).</td>
</tr>
<tr>
<td>(b)</td>
<td>If $g(\lambda) &gt; 0$, then $\lambda_1 \leftarrow \lambda$; else $\lambda_2 \leftarrow \lambda$.</td>
</tr>
<tr>
<td>(c)</td>
<td>$\lambda \leftarrow (\lambda_1 + \lambda_2)/2$.</td>
</tr>
<tr>
<td>End While.</td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td>$W^* = [\mu_1, \ldots, \mu_d]$, where $\mu_1, \ldots, \mu_d$ are the $d$ eigenvectors, corresponding to the $d$ largest eigenvalues of $\tilde{S}_b - \lambda \tilde{S}_w$.</td>
</tr>
<tr>
<td>Case 2:</td>
<td>$d \leq n - r$</td>
</tr>
<tr>
<td></td>
<td>$W^* = Z \cdot [\nu_1, \ldots, \nu_d]$. Here $\nu_1, \ldots, \nu_d$ are $d$ eigenvectors corresponding to the $d$ largest eigenvalues of $Z^T \tilde{S}<em>b Z$, and $Z = [z_1, \ldots, z</em>{n-r}]$ are the eigenvectors corresponding to $n - r$ zero eigenvalues of $\tilde{S}_w$.</td>
</tr>
</tbody>
</table>

Table 1

Binary search for solving the optimization problem
Case 2: $d \leq n - r.$

If $W$ is in the null space\(^1\) of $\hat{S}_w$, then $tr(W^T\hat{S}_wW) = 0$ and $\lambda^*$ will be infinite. Thus it is feasible to maximize the numerator $tr(W^T\hat{S}_bW)$ after performing a null-space transformation $y = Z^Tx$:

$$V^* = \arg \max_{V \in \mathbb{R}^{n\times d}} (V^T(Z^T\hat{S}_bZ)V), \quad (15)$$

where $Z \in \mathbb{R}^{n\times(n-r)}$ is a matrix whose column vectors are the eigenvectors corresponding to $n - r$ zero eigenvalues of $\hat{S}_w$, and $V \in \mathbb{R}^{(n-r)\times d}$ is a matrix to be optimized. After $V^*$ is obtained, we can get $W^* = ZV^*$. The algorithm is also given in Table 1.

<table>
<thead>
<tr>
<th>0. Preprocess:</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) Eliminate the null space of $\hat{S}_w + \hat{S}_b$ and obtain a linear transformation $y = W_1^Tx$. Here $W_1$ only contains the eigenvectors corresponding to the non-zero eigenvalues of $\hat{S}_w + \hat{S}_b$ and $W_1^TW_1 = I$.</td>
</tr>
<tr>
<td>b) Obtain the new matrices $\hat{S}_w = W_1^T\hat{S}_wW_1$ and $\hat{S}_b = W_1^T\hat{S}_bW_1$.</td>
</tr>
<tr>
<td>1. Input $d$, $\varepsilon$, $\hat{S}_w$ and $\hat{S}_b$.</td>
</tr>
<tr>
<td>2. Learn a $W^*$ according to the algorithm in Table 1.</td>
</tr>
<tr>
<td>3. Output a Mahalanobis matrix for the original data points: $A = W_1W^<em>(W^</em>)^TW_1^T$.</td>
</tr>
</tbody>
</table>

Table 2
Algorithm of learning a Mahalanobis distance metric

### 3.3 Algorithm

The algorithm in Table 1 needs to perform eigenvalue decomposition of $\hat{S}_b - \lambda\hat{S}_w \in \mathbb{R}^{n\times n}$. When $n$ is very large, saying $n > 5000$, usually current PCs have difficulties in finishing this task. Reducing the dimensionality is desired when facing such high dimensional data. For Problem (9), we can first eliminate the null space of $\hat{S}_b + \hat{S}_w$. Actually, we have the following theorem:

**Theorem 3.** Problem (9) can be solved in the orthogonal complement space of the null space of $\hat{S}_b + \hat{S}_w$, without loss of any information.

To be concision, the proof about Theorem 3 is given in the Appendix. Finally, the algorithm for learning a Mahalanobis distance metric from pairwise constraints is given in Table 2.

---

\(^1\) The null space of $A \in \mathbb{R}^{n\times n}$ is the set of column vectors $X$ such that $AX = 0$. This space can be span by the eigenvectors corresponding to zero eigenvalues of $A$. 
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To calculate the null space of matrix $\hat{S}_b + \hat{S}_w$, we need to perform an eigenvalue decomposition of it. If the dimensionality ($n$) is larger than the number of data points ($N$), the rank of $\hat{S}_b + \hat{S}_w$ will not be greater than $N$. In this case, we need not to perform the eigenvalue decomposition on the original scale of $n \times n$. We have the following Theorem:

**Theorem 4.** Given two matrix $A \in \mathbb{R}^{n \times N}$ and $B \in \mathbb{R}^{N \times n}$, then $AB$ and $BA$ have the same nonzero eigenvalues. For each nonzero eigenvalue of $AB$, if the corresponding eigenvector of $AB$ is $v$, then the corresponding eigenvector of $BA$ is $u = Bv$.

The proof about Theorem 4 is also given in the Appendix.

Now let $X$ be the data matrix containing $N$ data points, namely, $X = [x_1, x_2, \cdots, x_N] \in \mathbb{R}^{n \times N}$. Based on the must-links, a symmetrical indicator matrix $L_s \in \mathbb{R}^{N \times N}$ with element $L_s(i, j)$ can be defined as follows:

\[
L_s(i, j) = \begin{cases} 
L_s(j, i) = L_s(i, j) = 1; & (x_i, x_j) \in S \\
L_s(j, i) = L_s(i, j) = 0; & (x_i, x_j) / \in S
\end{cases}
\]

Furthermore, based on the cannot-links, a symmetrical indicator matrix $L_d \in \mathbb{R}^{N \times N}$ with element $L_d(i, j)$ can be defined as follows:

\[
L_d(i, j) = L_d(j, i) = L_d(i, j) = \begin{cases} 1; & (x_i, x_j) \in D \\
0; & (x_i, x_j) / \in D
\end{cases}
\]

Let $L_w = diag(\text{sum}(L_s)) - L_S$ and $L_b = diag(\text{sum}(L_d)) - L_d$, where $\text{sum}(\cdot)$ is an $N$-dimensional vector which records the sum of each row of the matrix. Now it can be easily justified that

\[
\hat{S}_w = \frac{1}{2} XL_w X^T \tag{16}
\]

and

\[
\hat{S}_b = \frac{1}{2} XL_b X^T \tag{17}
\]

Thus, we have

\[
\hat{S}_w + \hat{S}_b = X \left( \frac{1}{2} L_w + \frac{1}{2} L_b \right) X^T \tag{18}
\]

Let $L = X^T X \left( \frac{1}{2} L_w + \frac{1}{2} L_b \right) \in \mathbb{R}^{N \times N}$. In the case of $N < n$, we can calculate the non-zero eigenvalues of $L$ and their corresponding eigenvectors.
Let the rank of $L$ be $r$ ($\leq N$). Since the rank of matrix equals to the number of non-zero eigenvalues, then $L$ has $r$ non-zero eigenvalues. Denote their corresponding eigenvectors by $\{v_1, v_2, \cdots, v_r\}$. Then according to Theorem 4, we can get $r$ eigenvectors of $\hat{S}_w + \hat{S}_b$:

$$u_i = X \left( \frac{1}{2}L_w + \frac{1}{2}L_b \right) v_i, \quad i = 1, 2, \cdots, r$$  \hspace{1cm} (19)

Note that the eigenvectors of $\hat{S}_w + \hat{S}_b$ obtained by Eq. (19) are orthogonal to each other, namely, $u_i^T u_j = 0; i \neq j$. But the length of each vector may not be one. Thus we should normalize each $u_i$ such that it has unit length. This can be easily obtained by performing $u_i \leftarrow \frac{1}{\|u_i\|} u_i$.

These $r$ vectors $\{u_1, u_2, \cdots, u_r\}$ constitute a base of the orthogonal complement space of the null space of $S_w + S_b$. Let $W_1 = [u_1, u_2, \cdots, u_r] \in \mathbb{R}^{n \times r}$ (note that it is just the $W_1$ in the proof of Theorem 3). Then for each source data point $x_i$, we can project it onto the orthogonal complement space of $S_w + S_b$ by performing $x_i \leftarrow W_1^T x_i$. In this way, we eliminate the null space of $S_w + S_b$ as well as reduce the source dimensionality. In the case of $n > N$, the newly dimensionality-reduced $\{x_i\}_{i=1}^N$ will be supplied to Algorithm 1 in Table 1.
4 Experiments

We evaluated our algorithm on several data sets, and compared it with RCA, DCA and Xing’s method. We show the experimental results and the applications to data clustering, interactive natural image segmentation and face pose estimation.

4.1 Experiment on Toy Data Set

Fig. 1(a) shows three classes, each of which contains 100 data points in $\mathbb{R}^3$. Totally, there are $3 \times 100 \times 99/2 = 14850$ point pairs which can be used as must-links and $3 \times 100 \times 100 = 30000$ point pairs which can be used as cannot-links. In experiments, we randomly select 5, 10 and 25 point pairs from each class to construct three sets of must-links $S_1, S_2$ and $S_3$. Thus, $S_1, S_2$ and $S_3$ only contain 15, 30 and 75 pairwise constraints. Then we take transitive closures\(^2\) over the constraints in $S_1, S_2$ and $S_3$, respectively.

Three sets of cannot-links, $D_1, D_2$ and $D_3$ are also randomly generated, which contain 75, 300 and 600 cannot-links, respectively. We also take transitive closures\(^3\) over the constraints in $D_1, D_2$ and $D_3$.

The algorithm in Table 1 with $d = 2$ is used to learn the three linear transformations, respectively from $S_i$ and $D_i$ ($i = 1, 2, 3$). Fig. 1(b), 1(c) and 1(d) show the data points transformed from the learned transformations (i.e., $y = (W^*)^T x$ and $W^* \in \mathbb{R}^{3\times 2}$). We can see that the data points within a class are all pulled together. They tend to be tightly close to each other with the increasing of the number of pairwise constraints. Meanwhile, the data points in different classes are separated very well with a small number of pairwise constraints.

4.2 Application to Data Clustering

Kmeans is a classical clustering algorithm, which is popularly used in many applications. During iterations, it needs a distance metric to calculate the distances between data points and cluster centers. In the absence of prior knowledge, the Euclidean distance metric is often employed in Kmeans algorithm.

\(^2\) Suppose $(x_i, x_j)$ and $(x_j, x_k)$ are two must-links. Then $(x_i, x_k)$ is also a must-link. It is added automatically into $S$.

\(^3\) Suppose $(x_i, x_j)$ is a must-link and $(x_j, x_k)$ is a cannot-link. Then $(x_i, x_k)$ is also a cannot-link. It is added automatically into $D$.
Here we use a learned Mahalanobis distance metric to replace it.

We use a normalized accuracy score to evaluate the clustering algorithms [22]. For two-cluster data, the accuracy measure is evaluated as follows

\[
\text{accuracy} = \sum_{i>j} \frac{\delta\{\hat{c}_i = c_j\} = \delta\{\hat{c}_j = c_i\}}{0.5n(n-1)},
\]

where \(\delta\{\cdot\}\) is an indicator (\(\delta(\text{true}) = 1\) and \(\delta(\text{false}) = 0\), \(\hat{c}_i\) is the cluster to which \(x_i\) is assigned by the clustering algorithm, and \(c_i\) is the “correct” assignment. The score above is equivalent to calculating the probability that for \(x_i\) and \(x_j\) drawn randomly from the data set, their assignment \((\hat{c}_i, \hat{c}_j)\) by the clustering algorithm agrees with their true assignment \((c_i, c_j)\).

As described in [22], this score should be normalized when the number of the clusters is greater than 2. Normalization can be achieved by selecting the point pairs from the same cluster (as determined by \(\hat{c}\)) and from the different clusters with equal probability. As a result, the “matches” and the “dis-matches” are given the same weight.

The data sets we used are described as follows (see Table 3):

**The UCI data sets**. We performed our algorithm on four data sets: Breast, Diabetes, Iris, and Protein.

**The ORL database.** It includes 40 distinct individuals and each individual has 10 gray images with different expressions and facial details [61]. The size of each image is 112 × 92. The source dimensionality of data points is 10304. The null space of \(\hat{S}_w + \hat{S}_b\) in each trail is first eliminated.

**The COIL-20 database.** It includes 20 objects [62], each of which has 72 gray images, which are taken from different view directions. In experiments,

---

4 Available at http://www.ics.uci.edu/ mlearn/MLRepository.html
each image is down-sampled to be one with $16 \times 16$ pixels. Thus, the input dimensionality is 256.

In experiments, the “true” clustering is given by the class labels of the data points. The must-links in $S$ are randomly selected from the sets of point pairs within the same classes. A “small” must-link subset and a “large” must-link subset are generated for comparison. Here, “small” and “large” are evaluated via the number of connected components $K_c$ [22]\(^5\). For the UCI data sets, the “small” $S$ is randomly chosen so that the resulting number of connected components $K_c$ is equal to about 90% of the size of the original data sets. In the case of “large” $S$, this number is changed to be about 70%. For COIL, ORL data sets, these two numbers are changed to be about 70% and 50%, respectively. Table 3 lists the number of $K_c$. Note that here only a small number of pairwise constraints are employed to learn the distance metric, compared with all the pairwise constraints we can select. Finally, the cannot-links in $D$ are generated based on the data points in $S$, but with different clusters.

RCA, DCA, Xing’s method and our method are used to learn distance metrics for comparisons. In each experiment, the null space of $\hat{S}_w + \hat{S}_b$ is eliminated. The results obtained by standard Kmeans, Kmeans+Xing’s method, Kmeans+RCA, Kmeans+DCA and Kmeans+our-method are reported in Table 4. Two group of experimental results are given by averaging 20 trials. The left group corresponds to the “small” $S$, while the right group corresponds to the “large” $S$.

With a learned distance metric, the performance of Kmeans is significantly improved. Compared with DCA and Xing’s method, in most cases our method achieves higher accuracy, especially when applied to high dimensional data. The experimental results also indicate that our method is competitive with RCA. It is more robust than RCA as it avoids the singularity problem. Actually in experiments, with RCA the performance may be stopped due to singularity problem. Additionally, it may generate very low accuracy of clustering. For example, when we test ORL data set with RCA, the accuracy is very low, even lower than that of Kmeans algorithm. Actually, it is difficult to accurately estimate the information entropy in RCA only from a small number of samples in the case of high-dimensionality.

Table 5 lists the computation time. Our method is much faster than Xing’s method. It is slightly slower than RCA and DCA, due to the iterative algorithm.

---

\(^5\) Note that the larger $K_c$ is, the smaller the number of must-links we can obtain, and thus the smaller the size of $S$ is.
<table>
<thead>
<tr>
<th>Data Set</th>
<th>Method</th>
<th>Accuracy (%)</th>
<th>Std. (%)</th>
<th>Accuracy (%)</th>
<th>Std. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breast</td>
<td>Kmeans</td>
<td>94.2</td>
<td>-</td>
<td>94.2</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Xing’s</td>
<td>94.2</td>
<td>0.3</td>
<td>94.3</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>RCA</td>
<td>93.3</td>
<td>0.3</td>
<td>94.3</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>DCA</td>
<td>92.0</td>
<td>1.9</td>
<td>93.5</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>our</td>
<td><strong>94.4</strong></td>
<td>0.3</td>
<td><strong>94.5</strong></td>
<td>0.2</td>
</tr>
<tr>
<td>Diabetes</td>
<td>Kmeans</td>
<td>55.8</td>
<td>-</td>
<td>55.8</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Xing’s</td>
<td>56.6</td>
<td>2.8</td>
<td>60.1</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>RCA</td>
<td>58.3</td>
<td>3.0</td>
<td>60.5</td>
<td>3.1</td>
</tr>
<tr>
<td></td>
<td>DCA</td>
<td>57.5</td>
<td>4.2</td>
<td>60.3</td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td>our</td>
<td><strong>60.9</strong></td>
<td>2.3</td>
<td><strong>62.5</strong></td>
<td>2.2</td>
</tr>
<tr>
<td>Iris</td>
<td>Kmeans</td>
<td>85.5</td>
<td>-</td>
<td>85.5</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Xing’s</td>
<td>92.1</td>
<td>0.2</td>
<td>93.2</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>RCA</td>
<td>95.9</td>
<td>2.3</td>
<td>97.0</td>
<td>1.4</td>
</tr>
<tr>
<td></td>
<td>DCA</td>
<td>95.5</td>
<td>2.5</td>
<td>96.6</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>our</td>
<td><strong>96.6</strong></td>
<td>1.4</td>
<td><strong>97.1</strong></td>
<td>1.3</td>
</tr>
<tr>
<td>Protein</td>
<td>Kmeans</td>
<td>66.2</td>
<td>-</td>
<td>66.2</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Xing’s</td>
<td>68.1</td>
<td>2.6</td>
<td>71.0</td>
<td>2.4</td>
</tr>
<tr>
<td></td>
<td>RCA</td>
<td>68.2</td>
<td>2.2</td>
<td><strong>81.3</strong></td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>DCA</td>
<td>62.4</td>
<td>2.5</td>
<td>65.1</td>
<td>5.8</td>
</tr>
<tr>
<td></td>
<td>our</td>
<td><strong>73.6</strong></td>
<td>2.3</td>
<td>77.8</td>
<td>2.4</td>
</tr>
<tr>
<td>COIL</td>
<td>Kmeans</td>
<td>82.5</td>
<td>-</td>
<td>82.5</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Xing’s</td>
<td>87.1</td>
<td>3.7</td>
<td>89.2</td>
<td>3.6</td>
</tr>
<tr>
<td></td>
<td>RCA</td>
<td>93.6</td>
<td>0.8</td>
<td><strong>94.5</strong></td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>DCA</td>
<td>93.4</td>
<td>0.9</td>
<td>94.2</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td>our</td>
<td><strong>93.9</strong></td>
<td>0.6</td>
<td>94.1</td>
<td>0.6</td>
</tr>
<tr>
<td>ORL</td>
<td>Kmeans</td>
<td>84.1</td>
<td>-</td>
<td>84.1</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Xing’s</td>
<td>85.0</td>
<td>1.0</td>
<td>86.1</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>RCA</td>
<td>61.5</td>
<td>0.7</td>
<td>68.0</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td>DCA</td>
<td>85.0</td>
<td>1.3</td>
<td>86.5</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td>our</td>
<td><strong>94.7</strong></td>
<td>1.0</td>
<td><strong>96.3</strong></td>
<td>0.7</td>
</tr>
</tbody>
</table>

Table 4
Clustering accuracy and standard deviation of accuracy on six data sets
Table 5  
Computation time (second) of learning the Mahalanobis matrix from the “small” $S$ and $D$ on a PC with 1.7GHz CPU and 512 RAM, using Matlab 6.5

<table>
<thead>
<tr>
<th></th>
<th>Breast</th>
<th>Diabetes</th>
<th>Iris</th>
<th>Protein</th>
<th>ORL</th>
<th>COIL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xing’s</td>
<td>7.201</td>
<td>10.11</td>
<td>1.261</td>
<td>2.594</td>
<td>333.2</td>
<td>7443.5</td>
</tr>
<tr>
<td>RCA</td>
<td>0.003</td>
<td>0.002</td>
<td>0.002</td>
<td>0.015</td>
<td>1.291</td>
<td>1.472</td>
</tr>
<tr>
<td>DCA</td>
<td>0.001</td>
<td>0.001</td>
<td>0.007</td>
<td>0.012</td>
<td>1.491</td>
<td>1.403</td>
</tr>
<tr>
<td>Our</td>
<td>0.004</td>
<td>0.010</td>
<td>0.008</td>
<td>0.013</td>
<td>4.290</td>
<td>6.391</td>
</tr>
</tbody>
</table>

4.3 Application to Interactive Natural Image Segmentation

Extracting the foreground objects in natural images is one of the most fundamental tasks in image understanding. In spite of many thoughtful efforts, it is still a very challenging problem. Recently, some interactive segmentation frameworks are developed to reduce the complexity of segmentation (more references can be obtained through [63,64]). In interactive segmentation frameworks, an important issue is to compute the likelihood values of each pixel to the user specified strokes. These values are usually obtained with Euclidean distance metric. Here we use a learned Mahalanobis distance metric to calculate them. We demonstrate that with a learned distance metric even a simple classifier as KNN classifier could generate satisfactory segmentation results.

The steps of learning a distance metric are as follows: (1) Collect the user specified pixels about the background and foreground; (2) Encode all possible labeled pixel pairs to get the must-links $S$ and cannot-links $D$; (3) Learn a Mahalanobis distance metric according to the algorithm described in Table 1.

In experiments, each pixel $p$ is described as a 5-dimensional vector, i.e., $x_p = [r, g, b, x, y]^T$, in which $(r, g, b)$ is the normalized color of pixel $p$ and $(x, y)$ is its spatial coordinate normalized with image width and height. The learned distance metric with $d = 3$ is employed to replace the Euclidean distance metric when using KNN classifier ($K=1$ in experiments) to infer the class labels of the pixels.

Fig. 2 shows some experimental results. The first row shows the four source images with the user specified pixels about the background and foreground. The labeled pixels are grouped as pairwise constraints of must-links and cannot-links to learn a distance metric with Xing’s method, RCA, DCA and our method. From the second to the sixth row are the segmented results by KNN classifier with standard Euclidean distance metric, KNN classifier with the learned distance metric by Xing’s method, RCA, DCA and our method, respectively. We can see that with the standard Euclidean distance metric, KNN classifier fails to generate satisfactory segmentation results. Actually, in
Fig. 2. Four image segmentation experiments. The first row shows the original image with user strokes. From the second to the sixth row are the segmented results with KNN classifier with standard Euclidean distance metric, KNN + Xing’s method, KNN + RCA, KNN + DCA and KNN + our method.

Fig. 3. Details in two segmented regions.

Euclidean distance metric, color and coordinate are given equal weight. If the pixels are far from the labeled region, the spatial distance will be greater than the color distance, and these pixels may be classified incorrectly, for example, those pixels near the circle in the pyramid image (see the third column in Fig. 2). However, color and coordinate may have different weights for seg-
mentation. These weights are learned into the Mahalanobis matrix $A$. We can see that with the learned distance metric, the performance of KNN classifier is significantly improved with RCA, DCA and our method. In contrast with the standard Euclidean distance metric, Xing’s method generates similar segmented results.

Compared with RCA and DCA, our method generate more accurate results. Taking the flower image as an example, Fig. 3 shows two segmented regions with original image resolution for comparison. In the right panel, the first and the second columns show the results by RCA and DCA, and the third column reports the results by our algorithm. From the details we can see better segmentation is achieved by our method.

4.4 Application to Face Pose Estimation

Face recognition is a challenging research direction in pattern recognition. Many existing face recognition systems can generate higher recognition accuracy from frontal face images. However, in most real-world applications, the subject is free of the camera and the system may receive face images with different poses. Thus, estimating the face pose is an important preprocess in face recognition to improve the robustness of the face recognition system. Here we show an experiment in which a Mahalanobis distance metric is learned from a small number of instances about similar poses and dissimilar poses to help estimate the poses of new subjects, which are not included in the training database.

The images of 15 subjects are used from the pose database [67]. For each subject with zero vertical pose angle, we use 13 horizontal pose angles varying from $-90^\circ$ to $90^\circ$ (every $15^\circ$ a pose) to conduct the experiment. Totally, we have 195 face images. We use 10 subjects in the database to supply the instances of must-links and cannot-links. The images of the rest five subjects are used as query samples whose face poses are to be estimated. Thus the training data set does not include the test data set. To be clear, we show the images of the ten subjects for training in Fig. 4 and the images of the rest five subjects for test in Fig. 5.

In this experiment, we do not consider the identification of the face images, but consider the similar/dissimilar face poses. Here, a must-link is defined to connect a pair of face images with the angle difference of poses not greater than $15^\circ$, while a cannot-link is defined to connect a pair of face images with the angle difference of poses greater than $45^\circ$. In each trial, we randomly select 100 must-links to construct the subset $\mathcal{S}$. This number equals to about $17\%$ ($100/585$) of the total eligible candidates. We also randomly select 1000
cannot-links to construct the subset $D$. This number equals to about 23% ($1000/4400$) of the total eligible candidates. In this experiment, 20 trials are conducted to evaluate the performance.

To run the algorithm, all the images are resized to be $48 \times 36$ pixels. The source dimensionality is 1728 and it is reduced to 120 by performing principal component analysis. In computation, we set the parameter $d$ to be 60. When the optimal Mahalanobis distance matrix $A$ is learned, we use Eq. (1) to calculate the distance between the new images in Fig. 5 and those in Fig. 4. Thus, for each image in Fig. 5, we can get 130 distances. We sort them in ascending order and use the first ten ranks to estimate the pose of the new images. This treatment is just as the same as image retrieval from database. Fig. 6 shows an example obtained in one trial. The query image is the last image in the forth row in Fig. 5. Compared with Xing’s method, RCA and DCA, we see that the poses of the images obtained with our method are closer to that of the query image.
To give a comprehensive evaluation, the errors of the estimated pose angles are calculated. They are first calculated on each trial, and then further averaged on all of the 20 trails.

Specifically, in each trial and for each image in Fig. 5, we use the average of the poses angles of the first ten ranked images as its estimated pose angle. This can be done since the pose angles of the images in Fig. 4 are all known. Then, the absolute error is calculated as the difference between the estimated pose angle and the true pose angle. Thus, we obtain an error matrix with 5 rows and 13 columns. That is, each row of this matrix corresponds to a new subject shown in Fig. 5, and records the angle errors of its 13 poses. We further average these errors column by column, and then get a row vector of average errors for 13 poses. In this way, we finish the computation in this trial.

Finally, we further average the error vectors obtained via 20 trials. Fig. 7 shows the final error curves. As can be seen, the average errors of the estimated pose angles by our method are less than those obtained by the other methods. The largest error in our method is only up to 18.8°, the smallest is 7.3°, and most errors are located near about 8.5°.

5 Conclusion

In summary, this paper addresses a general problem of learning a Mahalanobis distance metric from side information. It is formulated as a constrained optimization problem, in which the ratio of distances (in terms of ratio of matrix traces) is used as the objective function. An optimization algorithm is proposed to solve this problem, in which a lower bound and an upper bound including the optimum are explicitly estimated and then used to stipulate the initial value for iterations. Experimental results show that with a small num-
Fig. 7. Error curves of 13 face poses in Xing’s method, RCA, DCA and our method.

Except for the significant improvement of the learned distance metric over the Euclidean distance metric, there still exist a few aspects to be researched. Intrinsically, our algorithm adopts a binary search approach to find the optimum. More fast iteration algorithms will be investigated in the future. We will also develop incremental learning version of our algorithm for online data processing.

Appendix Proof of Theorem 3

**Lemma 3.** If $A$ is positive semi-definite, then $\forall x, x^T Ax = 0 \iff Ax = 0$.

**Proof.** Since $A$ is semi-definite, then there exists a matrix $B$ such that $A = B^T B$ [59]. On the one hand, $\forall x, x^T Ax = 0 \Rightarrow x^T B^T B x = 0 \Rightarrow (Bx)^T B x = 0 \Rightarrow B x = 0 \Rightarrow B^T B x = 0 \Rightarrow Ax = 0$. On the other hand, $Ax = 0 \Rightarrow x^T Ax = 0$ holds naturally. Thus we have $x^T Ax = 0 \iff Ax = 0$. □

**Lemma 4.** Let $null(\cdot)$ denote the null space of a matrix. If $A \in \mathbb{R}^{n \times n}$ and $B \in \mathbb{R}^{n \times n}$ are positive semi-definite, then $null(A + B) = null(A) \cap null(B)$.

**Proof.** Note that $A + B$ is also positive semi-definite. According to Lemma 3, $\forall x \in null(A + B) \Rightarrow (A + B)x = 0 \Rightarrow x^T (A + B)x = 0 \Rightarrow x^T Ax + x^T Bx = 0 \Rightarrow x^T Ax = 0 \land x^T Bx = 0 \Rightarrow Ax = 0 \land Bx = 0$. Thus, $x \in null(A)$ and $x \in null(B)$.

On the other hand, $\forall x \in (null(A) \cap null(B)) \Rightarrow x \in null(A + B)$ can be easily justified. Finally, we obtain $null(A + B) = null(A) \cap null(B)$. □
Lemma 5. Let $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times n}$ and $W \in \mathbb{R}^{n \times d}$. Eliminating the null space of $A + B$ will not affect the value of $\frac{tr(W^TAW)}{tr(W^TAW)}$.

Proof. Let $W_0 \in \mathbb{R}^{n \times k_0}$, $W_1 \in \mathbb{R}^{n \times k_1}$, and $k_0 + k_1 = n$. Suppose the column vectors of $W_0$ are a base of $null(A + B)$ and those of $W_1$ are a base of its orthogonal complement space. According to linear algebra, for $W \in \mathbb{R}^{n \times d}$, there exist two coefficient matrices $\alpha_0 \in \mathbb{R}^{k_0 \times d}$ and $\alpha_1 \in \mathbb{R}^{k_1 \times d}$ such that $W$ can be linearly represented:

$$W = W_0 \cdot \alpha_0 + W_1 \cdot \alpha_1. \quad (21)$$

Based on Lemma 4 and Eq. (21), then $\frac{tr(W^TAW)}{tr(W^TAW)} = \frac{tr((W_0 \alpha_0)^T A (W_1 \alpha_1))}{tr((W_0 \alpha_0)^T B (W_1 \alpha_1))}$. This indicates that the null space of $A + B$ will not affect the value of $\frac{tr(W^TAW)}{tr(W^TAW)}$. \hfill \Box

Proof of Theorem 3. Let $\pi$ be the orthogonal complement space of $null(\hat{S}_b + \hat{S}_w)$. Lemma 5 indicates that we can consider $\frac{tr(W^T \hat{S}_b \alpha_0)}{tr(W^T \hat{S}_w \alpha_0)}$ in this space.

Suppose the column vectors of $W_1 \in \mathbb{R}^{n \times k_1}$ consist of a base of $\pi$ and $W_1^T W_1 = I$. $\forall W \in \mathbb{R}^{n \times d} \subset \pi$ and $W^T W = I$, there exists a coefficient matrix $\alpha_1$ such that $W = W_1 \cdot \alpha_1$. Here $\alpha_1 \in \mathbb{R}^{k_1 \times d}$ and $\alpha_1^T \alpha_1 = I$. Then

$$\max_{W \in \pi} \frac{tr(W^T \hat{S}_b \alpha_0)}{tr(W^T \hat{S}_w \alpha_0)} = \max_{W \in \pi} \frac{tr(W^T \hat{S}_w \alpha_0)}{tr(W^T \hat{S}_w \alpha_0)} = \max_{\alpha_1^T \alpha_1 = I} \frac{tr(\alpha_1^T W_1^T \hat{S}_b W_1 \alpha_1)}{tr(\alpha_1^T W_1^T \hat{S}_w W_1 \alpha_1)} \quad (22)$$

Now we introduce a linear transformation $y = W_1^T x$ and denote the covariance matrices of the transformed point pairs in $S$ and $\mathcal{D}$ by $\hat{S}_w$ and $\hat{S}_b$.

We can see that $\hat{S}_w = W_1^T \hat{S}_w W_1$ and $\hat{S}_b = W_1^T \hat{S}_b W_1$. Introducing a new notation $\tilde{W}$, Eq. (22) is re-written as follows

$$\max_{\tilde{W} \in \mathbb{R}^{k_1 \times d}} \frac{tr(\tilde{W}^T \hat{S}_w \alpha_0)}{tr(\tilde{W}^T \hat{S}_w \alpha_0)} = \max_{\tilde{W} \in \mathbb{R}^{k_1 \times d}} \frac{tr(\tilde{W}^T \hat{S}_w \alpha_0)}{tr(\tilde{W}^T \hat{S}_w \alpha_0)} \quad (23)$$

Appendix Proof of Theorem 4

Proof. Suppose $\lambda$ is a nonzero eigenvalue of $AB$ and $v$ is its corresponding eigenvector. Thus, $ABv = \lambda v \neq 0 \Rightarrow Bv \neq 0$ and $ABv = \lambda v \Rightarrow BABv = \lambda Bv$. Therefore, $Bv$ is an eigenvector of $BA$ corresponding to the same nonzero eigenvalue $\lambda$. 24
On the other hand, suppose $\lambda$ is a nonzero eigenvalue of $BA$ and $u$ is its corresponding eigenvector. We can also justify that $Au$ is an eigenvector of $B$ corresponding to the same non-zero eigenvalue $\lambda$. Therefore, $AB$ and $BA$ have the same nonzero eigenvalues, and for each non-zero eigenvalue, if the corresponding eigenvector of $AB$ is $v$, then the corresponding eigenvector of $BA$ is $u = Bv$. □
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