Data-driven soft sensor development based on deep learning technique
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A B S T R A C T

In industrial process control, some product qualities and key variables are always difficult to measure online due to technical or economic limitations. As an effective solution, data-driven soft sensors provide stable and reliable online estimation of these variables based on historical measurements of easy-to-measure process variables. Deep learning, as a novel training strategy for deep neural networks, has recently become a popular data-driven approach in the area of machine learning. In the present study, the deep learning technique is employed to build soft sensors and applied to an industrial case to estimate the heavy diesel 95% cut point of a crude distillation unit (CDU). The comparison of modeling results demonstrates that the deep learning technique is especially suitable for soft sensor modeling because of the following advantages over traditional methods. First, with a complex multi-layer structure, the deep neural network is able to contain richer information and yield improved representation ability compared with traditional data-driven models. Second, deep neural networks are established as latent variable models that help to describe highly correlated process variables. Third, the deep learning is semi-supervised so that all available process data can be utilized. Fourth, the deep learning technique is particularly efficient dealing with massive data in practice.
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1. Introduction

Soft sensors have been extensively studied and implemented in the process industries over the past two decades. Typically, they are predictive models based on massive amounts of data available in the industrial processes, and are mainly responsible for online predictions of some variables that play an indispensable role in quality control as well as production safety, for the reason that hardware measuring instruments are unavailable or costly \[1\]. In general, one can broadly classify soft sensors into two types, namely, the first-principle models (white-box models) and data-driven models (black-box models). First-principle models are dependent on a prior mechanical knowledge and thus often unavailable since industrial processes are commonly too complicated to analyze, making the mechanical knowledge rather hard-won. Their data-driven counterparts, alternatively, give empirical models based on the historical data collected in the industrial process. Owing to their practical utility and independence on a priori knowledge, data-driven soft sensors have increasingly established themselves as popular and effective approaches \[2,3\]. A wide variety of statistical inference techniques and machine learning techniques have been employed in data-driven soft sensors, among which representative examples are principal component regression (PCR) that incorporates principal component analysis (PCA) with a regression model, partial least squares (PLS) regression, support vector machine (SVM), and artificial neural network (ANN).

There is an challenging issue for soft sensors that in real industrial scenario, processes are characterized by strongly correlated process variables. Usually, the number of such process variables as seen is much larger than its effective dimension, which is termed as data rich but information poor \[4\]. In such case, latent variable models are particularly suitable for describing low-dimensional subspaces with few loss of information, which give explanations to major variations in the process data. The PCR and PLS approaches are the most popular techniques handling data correlations in the process industries. Based on the PCA, the PCR \[5\] makes an effective tool with the co-linearity
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problem. It first finds principal components (PCs) of the high dimensional process variables (X space) and then establishes a regression mapping from the PCs to a desired target variable. However, PCR fails to reflect the relationship between the process variables (X space) and the target variable (Y space) when establishing latent variables. On the contrary, the PLS technique [6] can model both X and Y spaces concurrently, which has found wide applications in soft sensor modeling. Nevertheless, both the pure PCR and pure PLS share several common drawbacks: (1) vast amounts of data are needed to generalize well, and (2) they possess a linear prototype and their nonlinear extensions [7–9] such as neural network PLS (NNPLS) and kernel PLS (KPLS) suffer from the difficulty in selections of nonlinear parameters. In recent years, there has been a proliferation of research that applies machine learning approaches to soft sensors. The most-used ones are SVM and ANN. Formulated as a convex quadratic optimization problem, SVM [10] enjoys advantages of low computational costs and accessible optima. Since proposed, it has been gradually become a major method in many fields, such as artificial intelligence, pattern recognition and machine learning. In addition, it proves effective to tackle problems with small samples, and thus it has been extensively used as soft sensors [11,12]. However, there exists a remaining problem that the computational complexity grows exponentially with the number of training samples. On the other hand, ANN has held its own space in function approximation and pattern recognition. Overall, ANN represents a large class of model structures. The most common types are multi-layer perceptron (MLP) and radial basis function networks (RBFN). Qin [13] has pointed out that ANN is especially suitable for developing soft sensors and it indeed has been widely used [14–16]. However, ANN still suffers from an uncontrolled convergence speed and local optima. In addition, parameters of neural networks with deep structures (more than two layers) are difficult to optimize using traditional gradient descent. Despite some successful applications, both SVM and ANN provide no allowance for the latent variable subspace, leading to a weak interpretation capability.

Resembling the multi-level structure of the human brain, deep neural networks should also belong to the scope of ANN, but they have been of no use until in 2006 machine learning practitioners proposed the deep learning technique, a novel data-driven approach to training of deep neural networks. Since then, the deep learning has gained increasing attentions in machine learning and has motivated a plenty of successful applications in speech and image recognition [17,18] and natural language processing [19], where deep learning outperforms other traditional data-driven learning methods like PCR, SVM, and shallow ANN due to its remarkable representation ability. A detailed introduction to deep learning can be found in [20]. A deep network is trained by means of pre-training deep belief network (DBN) that in essence makes a nonlinear latent variable model being interpretable, and a regression model is established on the basis of the acquired latent variable model, making it suitable for handling highly correlated data. Moreover, unsupervised and supervised learning are properly integrated [21], yielding a semi-supervised model; this is just what traditional ones are not good at. Up to now, however, applications of deep learning have not been found in data-driven soft sensor modeling. To this end, this paper employs advantages of evolving deep learning techniques to deal with the abundant data and inherent changing nature of industrial processes for the development of soft sensors.

The remainder of this article proceeds as follows. In Section 2, drawbacks of shallow networks and advantages of deep learning as well as characteristics of industrial processes are overviewed, and the goodness that deep learning well fits soft sensor modeling is further demonstrated. Fundamentals of deep learning technique are detailed in Section 3. The modeling procedure of deep neural network based soft sensors is outlined in Section 4. An industrial case study about estimation of the heavy diesel cut point in the crude-oil distillation unit is employed in Section 5 to demonstrate the efficacy of the proposed approach. The final section gives concluding remarks.

2. Overview of deep learning and its goodness of fit for soft sensor modeling

2.1. Remarkable representation ability of deep neural networks and limitations of traditional models

A great majority of traditional models, such as SVM, conventional MLP and RBFN, are able to approximate any continuous nonlinear mapping to arbitrary precision; however, they are considered to have shallow architectures, that is, with less than three layers of computation units. For example, the MLP with a single hidden layer consists of two layers of neurons; the SVM can be seen as a two-layer network, while the type of the kernel determines the number of units in the first layer as well as connecting configurations in the second layer. Recent research has shown that, with an inadequate depth of layers, these networks lack a powerful representation efficacy, and reveal limitations on some learning tasks consequently [22]. Typical difficulties are incurred when approximating "highly varying functions" that vary violently in some regions. In order to well approximate these highly varying regions, numerous units should be added to the shallow architectures [23]. Meanwhile, sufficient training samples in highly varying regions are required to guarantee desirable generalization. If the training samples are scarce, the highly varying functions are not to be properly represented by networks with shallow structure. Recent analysis, however, suggested that a highly varying function can be properly represented by a deep architecture, that is, with more than two layers of nonlinearities [22]. Nevertheless, the common gradient-descent optimization with random initial configurations is no good any longer because it is often stuck into poor local optima, and deep architectures have therefore always been a hot potato for training. A remarkable breakthrough was reported by [24] that a novel semi-supervised training algorithm, termed as deep learning, was proposed.

In the process industries, chemical devices are commonly composed of a wide variety of sub-systems. Meanwhile, biochemical reactions are usually highly varying in different configurations of constitutes. Obviously, the complicated chemical processes can be better described by deep hierarchical structures.

2.2. Unique advantages of deep learning: nonlinear latent structures

The deep learning technique mainly includes two phases, namely the unsupervised pre-training phase and the supervised back-propagation phase. In the unsupervised pre-training phase, a deep belief network (DBN) is pre-trained as initial weights of the subsequent supervised phase, and in the supervised back-propagation phase, the whole network is fine-tuned in a supervised manner. Here a detailed introduction to DBN is given and its unique advantages are analyzed. It will be shown that the DBN regards the deep neural network as a latent variable model, which is beneficial for soft sensor modeling. The DBN adopts a multi-layer structure including one visible layer and several latent layers. In this study the number of layers of the DBN is defined as L. A DBN is hierarchically built by stacking a series of restricted Boltzmann machines (RBMs), as shown in Fig. 1. Each layer in a DBN is seen as an individual RBM. There are
two layers in an individual RBM \( \theta_l (l = 1, 2, \ldots, L) \), namely the visible layer representing inputs \( \mathbf{v} \) and the hidden layer representing latent variable \( \mathbf{h}_l \), and the latent variable serve as the inputs of the next RBM \( \theta_{l+1} \). With hidden units \( \mathbf{h} \) introduced, the RBM enjoys a latent variable model type. The training process of DBN involves a greedy layer-wise scheme from lower layers to higher layers. Here this process is illustrated by a simple example of a three-layer RBM. In Fig. 1, RBM \( \theta_1 \) is trained first, and the hidden layer of the previous RBM is taken as the inputs of RBM \( \theta_2 \), and then RBM \( \theta_2 \) is trained, and next the RBM \( \theta_3 \) can be accomplished in the same successive manner. During the training progress of each RBM, latent variables as features are individually extracted from its inputs by maximizing the probability \( P(\mathbf{v}_l) \). Notice that the DBN training process is totally unsupervised as no target variable is involved. It can be understood that high-level latent variables are learnt on the basis of low-level latent variables, which make DBN a desired latent variable model allowing for powerful interpretation.

It is known that evident correlations (inherent features) exist between the chemical process variables and hence latent models are desired, such as some data-driven methods – the PCR, PLS and their nonlinear extensions – as aforementioned. Several recent results have revealed that deep neural networks help to mine much more complicated correlations than PCA and PLS, and have the capability of building low-dimensional nonlinear latent structures \([25]\); thus it is likely to utilize deep learning to capture correlations between process variables with latent variable models, making the soft sensor model more interpretable.

### 2.3. A semi-supervised strategy to incorporate all available process data

Another reliable reason for deep learning to be employed is that fast-sampled process data can be fully utilized. In chemical processes, the sampling rate of quality variable of interest can be extremely slow as compared with process variables, as shown in Fig. 2. Consequently, the number of quality samples is much less than that of process samples. For traditional soft sensor models like PLS, SVM and ANN, however, equal numbers of process samples and quality samples are used. Therefore, only a small number of process samples are taken into consideration and the rest abundant fast-rate process samples containing profuse information remain unused. In deep learning, these process data abandoned by previous methods can be fortunately used for unsupervised pre-training to extract explicit latent variables, facilitating the supervised back-propagation with target quality variable and their corresponding process samples. It is therefore plausible that with more data used, more accurate models would be attained. Therefore, it is worth attempting to apply the deep learning technique to soft sensor modeling.
3. Two-stage procedure of developing regression models with DBN

This section details the two-stage procedure of developing regression models using deep neural networks. The first step is pre-training, in which a DBN is trained solely with unsupervised input data. The second step is back-propagation, in which the regression neural network is trained with target data using the parameters attained in the first step for initialization. Section 3.1 introduces basics of RBM that acts as layer component of DBN. In Section 3.2, the gradient descent based learning algorithm for each individual RBM is clarified. Section 3.3 presents the supervised learning to obtain the regression model using target data.

3.1. Basics of RBM

First we introduce the basic energy-based models, in which each configuration of variables is assigned to a scalar value of energy. Let \( \mathbf{v} \) denote the input vector of the RBM (visible layer), and then the probability of distribution through an energy function can be defined as:

\[
P(\mathbf{v}) = \frac{\exp(-\text{Energy}(\mathbf{v}))}{Z},
\]

where \( Z = \sum_{\mathbf{v}} \exp(-\text{Energy}(\mathbf{v})) \) is the normalizing factor. Notice that a lower energy is preferred to maximize the probability \( P(\mathbf{v}) \). By introducing a vector of hidden layer \( \mathbf{h} \), the RBM framework is formulated as:

\[
P(\mathbf{v}, \mathbf{h}) = \frac{\exp(-\text{Energy}(\mathbf{v}, \mathbf{h}))}{Z}.
\]

Different energy-based models have different forms of energy function. In an RBM, the energy function is simplified as a second-order polynomial:

\[
\text{Energy}(\mathbf{v}, \mathbf{h}) = -\mathbf{b}^T \mathbf{v} - \mathbf{c}^T \mathbf{h} - \mathbf{b}^T \mathbf{W} \mathbf{v},
\]

where \( \mathbf{v} \) and \( \mathbf{h} \) are both vectors of binary values (0 or 1), and \( \theta = \{\mathbf{W}, \mathbf{b}, \mathbf{c}\} \) are parameters of the energy function. Such RBMs are called binary RBMs, and they are most-used ones in practical applications. Binary RBMs, however, only have the capability to deal with discrete inputs. In order to tackle continuous-valued inputs, binary RBMs are extended to Gaussian RBMs as follows [26]:

\[
\text{Energy}(\mathbf{v}, \mathbf{h}) = \sum_i \frac{(v_i - a_i)^2}{2\sigma_i^2} - \mathbf{c}^T \mathbf{h} - \mathbf{b}^T \mathbf{W} \mathbf{v},
\]

where \( a_i \) and \( \sigma_i \) are the mean and the standard deviation of the Gaussian distribution for visible unit \( i \). Here the input layer \( \mathbf{v} \) is continuous-valued and hidden layer \( \mathbf{h} \) is binary. In (4), \( \theta = \{\mathbf{W}, \mathbf{b}, \mathbf{c}\} \) as well as \( a_i \) and \( \sigma_i \) are parameters to be learnt in the training procedure. In practical use, however, each component of the input data is commonly normalized to zero mean and unit variance, so that Gaussian RBMs are simplified as normalized Gaussian RBMs:

\[
\text{Energy}(\mathbf{v}, \mathbf{h}) = \frac{1}{2} \mathbf{v}^T \mathbf{v} - b^T \mathbf{v} - c^T \mathbf{h} - h^T \mathbf{W} \mathbf{v}.
\]

In the following, the normalized Gaussian unit will be discussed and thus (5) will be employed instead of (4).

Notice that with hidden layer \( \mathbf{h} \) introduced, the RBM is of a latent variable model structure. There are many other types of RBMs that can be seen in [27], such as soft-max RBMs and rectified linear RBMs. In this study only binary units and Gaussian RBMs are used. Appendix A gives some conditional probabilities for RBM units that are of unique use in the RBM training procedure.

3.2. Gradient descent based learning algorithm for RBM

For RBM models, only the visible layer \( \mathbf{v} \) is at hand and the hidden layer \( \mathbf{h} \) is to be estimated. Therefore, it is reasonable to set the training objective of RBM as maximizing \( P(\mathbf{v}) \), which is the probability of the model simply on the training input data. Optimization is typically performed by the gradient descent state-of-the-art. By (2) and total probability formula, the gradient of the log-likelihood function at a single data point \( \mathbf{v} \) is calculated as:

\[
\nabla \log P(\mathbf{v}) = \frac{\partial \log \sum_{\mathbf{h}} P(\mathbf{v}, \mathbf{h})}{\partial \theta} = \frac{\sum_{\mathbf{h}} \exp(-\text{Energy}(\mathbf{v}, \mathbf{h})) \cdot (\partial[-\text{Energy}(\mathbf{v}, \mathbf{h})] / \partial \theta)}{\sum_{\mathbf{h}} \exp(-\text{Energy}(\mathbf{v}, \mathbf{h}))} - \frac{\sum_{\mathbf{h}} \sum_{\mathbf{v}} \exp(-\text{Energy}(\mathbf{v}, \mathbf{h})) \cdot (\partial[-\text{Energy}(\mathbf{v}, \mathbf{h})] / \partial \theta)}{\sum_{\mathbf{v}} \sum_{\mathbf{h}} \exp(-\text{Energy}(\mathbf{v}, \mathbf{h}))}.
\]

where \( \theta = \{\mathbf{W}, \mathbf{b}, \mathbf{c}\} \). Two terms in Eq. (6) are defined: the positive term represents the conditional expectation of \( \partial[-\text{Energy}(\mathbf{v}, \mathbf{h})] / \partial \theta \) given the visible units \( \mathbf{v} \), and the negative term represents the expectation of \( \partial[-\text{Energy}(\mathbf{v}, \mathbf{h})] / \partial \theta \) of the joint distribution \( P(\mathbf{v}, \mathbf{h}) \) with parameter \( \theta \). Note that \( \partial[-\text{Energy}(\mathbf{v}, \mathbf{h})] / \partial \theta \) is easy to compute, making the positive term available with \( P(\mathbf{h} | \mathbf{v}) \) given in Appendix A. However, for RBMs with numerous units, computing the negative term by means of sampling becomes thoroughly intractable. As an effective solution, the contrastive divergence (CD) approximates the negative term by means of sampling approaches [28]. The details of the CD algorithm are given in Appendix B.
3.3. Training deep neural networks with a pre-trained DBN by back-propagation

As aforementioned in Section 2, stacking a series of RBMs constructs a DBN. Notice that the hidden layer in RBM describes the underlying features behind the input data. The hidden layers of high-level RBMs represent the high-level features because high-level RBMs are established based on the low-level features from the hidden layer of low-level RBMs. Therefore, the DBN can be seen as a latent variable model with inner layer representing low-level features and output amounting to high-level features. In soft sensing modeling, because the process data are continuous and are not limited to a certain range, the bottom RBM is selected as the Gaussian unit as desired, and the rest are selected as binary units. Fig. 3 depicts the structure of DBN used in the present study.

Then, after unsupervised training phase, parameters \( \{W_i, c_i\} \) \( (l = 1, \ldots, L - 1) \) of the DBN are derived from \( L - 1 \) well learnt RBMs. Once the unsupervised training step for DBN is accomplished, the whole neural network is to be trained with target value in a supervised manner. Then weights of the \( L \)-layer deep neural network are initialized as follows: parameters \( \{W_i, c_i\} \) \( (l = 1, \ldots, L - 1) \) (except the top layer parameters) are set the same as the DBN, and the top layer weights \( \{W_i, c_i\} \) are initialized stochastically. After that, the whole network can be fine-tuned by back-propagation in a supervised way using process data and corresponding quality data. Fig. 3 presents a schematic illustration on initializing a 4-layer deep neural network with a pre-trained DBN as well as an additional top layer.

The entire training procedure can be explained as follows. Training deep neural networks always yields poor results unless the initial weights are in desirable regions. Pre-training a DBN helps to find latent variables behind the data and set the weights adjacent to a good solution so that back-propagation becomes effective for training deep neural networks. In addition, because the neural network is established based on latent variables in DBN, the entire neural network can be seen as keeping some latent variable information and more interpretable.

4. Soft sensor modeling based on deep neural networks

In summary, the procedure of soft sensor modeling based on deep neural networks includes following steps:

Step 1: Select the secondary variables according to the process knowledge.
Step 2: Preprocess the data. First remove all potential outliers from the original samples, and then perform normalization so that all samples are zero mean and unit variance.
Step 3: Determine the architecture of the network, and pre-train the DBN in an unsupervised way by training each individual RBM successively.
Step 4: Initialize the parameters of the deep neural network with the pre-trained DBN.
Step 5: Fine-tune the deep neural network with target variable by back-propagation.
Step 6: Validate the deep network by an additional dataset. If there exist over-fitting, go back to Step 5.
Step 7: Test the soft sensor model in a test dataset. If dissatisfactory, go back to Step 3.

5. Industrial case study: crude-oil distillation unit

This section presents the development of a soft sensor based on deep neural networks in a petroleum refinery process. The soft sensor is primarily responsible for the real-time prediction of product quality with special interests, and its performance is compared to other traditional data-driven modeling approaches.

5.1. Case description

The crude distillation unit (CDU) is commonly regarded as one of the most essential production process in petrochemical industry. It usually consists of an atmospheric distillation unit and a vacuum distillation unit. The atmospheric distillation unit usually consists of a crude tower, a condenser and a stripper, as shown in Fig. 4. The CDU is a necessary step through which crude is first processed after entering a refinery. After desalted to remove impurities and preheated to a requisite temperature, crude is partitioned in CDU into different fractions, and typical products from CDU include naphtha, kerosene, light diesel and heavy diesel. Their boiling/flash/pour points are key...
indices that are highly relevant for oil quality as well as yield of product, thereby having a great impact on the efficiency and cost of the entire process. Stringent requirement of petroleum product quality as a consequence impels the need that such quality indices should be monitored and controlled at all times. In common, there are two direct measuring approaches for these quality indices in real production scenarios. One approach is to use offline laboratory analysis at intervals of 8–24 h, not only involving a large time delay but also asking for massive manual effort. The other approach is to use online analyzers; however, it is usually expensive and suffers from a high malfunction probability. For these two reasons online soft sensors, with much less design effort and maintenance cost, are in extremely urgent need to provide real-time and reliable predictions for quality control purposes in petroleum refinery process.

Here a deep neural network based soft sensor is applied to the online quality prediction of the American Society for Testing Materials (ASTM) 95% cut point temperature of heavy diesel, which is the primary controlled variable in CDU. In this case study, all modeling data and test data come from the real process data that are measured and recorded in a petroleum refinery plant in northern China. In this plant, the quality variable, namely the ASTM 95% cut point of heavy diesel, is sampled by manual laboratory analysis at either 12:00 or 20:00 every day, in a typically irregular manner. It is to be additionally noted that the laboratory analysis usually takes more than one hour to execute so that it can no longer act as the feedback signal for proper quality control. The process variables, such as temperatures, pressures and material flows, are sampled and collected by the distributed control system (DCS) of the plant, the sampling interval of which is only one second.

5.2. Settings for soft sensing modeling

5.2.1. Variable selection

The process variables that are used as the inputs of soft sensors are selected according to a physical background. As shown in Fig. 4, there are 12 temperature variables (T1−T12), 10 flow rate variables (F1−F10), and one pressure variable (P1), in total 23 process variables directly collected by DCS.

First, the ASTM 95% cut point index is heavily influenced by the heat exchange within the crude tower. According to the energy balance within the crude tower, the change of heat can be calculated as the product of the corresponding flow and temperature difference. For example, the top recycle heat (No. 20 in Table 1) can be approximated as the product of recycle flow rate (F6) and the temperature difference in top recycles (T7−T6). Therefore, three heat values (Nos. 20, 25, and 30 in Table 1) are inferred based on the relevant flow and temperature values.

Then, it is known that the crude is partitioned into various products with different components at a certain ratio, and the composition of product determines its quality index. In the CDU process, each side-drawn flow rate as well as the recycle flow rate must be proportionally changed to the feed flow rate so that the composition of product would remain unchanged, thereby keeping the quality stable. For this reason, the quality index is profoundly affected by the ratio between each flow rate (F1−F9 in Table 1) and the feed flow rate (F10 in Table 1), and in the present study these ratio-transformed variables are selected as process variables (Nos. 4, 6, 10, 13, 16, and 34 in Table 1). Similarly, the recycle heat is in proportion to the corresponding flow rate, and thus should be divided by the feed flow rate to be selected. Both direct-measured variables and transformed variables are tabulated in Table 1, among which a collection of 16 variables are selected as process variables for soft sensor modeling (see column 4 in Table 1).

5.2.2. Selection of the historical data

In the present study, a dataset containing 351 process/quality samples, corresponding to a recent year of process operation, is selected. The dataset is separated into a training set with 251 samples and a test set with 100 samples. In addition, the unsupervised pre-training stage typically incurs in the development of deep neural networks. Therefore, special care should be taken for selection of the unsupervised data, which simply require a large number of process samples and no longer need the quality sample as regression targets. In this regard, 1724 samples of ‘unlabeled’ process variables are used for the unsupervised training of the DBN. It is noted that these unsupervised data cannot be utilized by traditional data-driven models.

![Fig. 4. Sketch of an atmospheric distillation unit and selection of process variables.](image-url)
Table 1

<table>
<thead>
<tr>
<th>No.</th>
<th>Tag</th>
<th>Explanatory variables</th>
<th>Selected variables with prior knowledge</th>
<th>Selected variables without prior knowledge</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>P1</td>
<td>Top pressure</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>T1</td>
<td>Top temperature</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>F1</td>
<td>Top flow rate</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>F1/F10</td>
<td>Relative top flow rate</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>F2</td>
<td>Reflux flow rate</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>F2/F10</td>
<td>Relative reflux flow rate</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>T2</td>
<td>Side-drawn 1# tray temperature</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>T3</td>
<td>Side-drawn 1# reboiling temperature</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>F3</td>
<td>Side-drawn 1# flow rate</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>F3/F10</td>
<td>Relative side-drawn 1# flow rate</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>T4</td>
<td>Side-drawn 2# tray temperature</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>T4</td>
<td>Side-drawn 2# flow rate</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>F4</td>
<td>Relative side-drawn 2# flow rate</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>T5</td>
<td>Side-drawn 3# tray temperature</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>F5</td>
<td>Side-drawn 3# flow rate</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>F5/F10</td>
<td>Relative side-drawn 3# flow rate</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>T6</td>
<td>Top recycle drawn temperature</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>T7</td>
<td>Top recycle returned temperature</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>F6</td>
<td>Top recycle flow rate</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>F6 × (T7 – T6)</td>
<td>Top recycle heat</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>F6 × (T7 – T6)/F10</td>
<td>Relative top recycle heat</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>T8</td>
<td>Middle recycle 1# drawn temperature</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>T9</td>
<td>Middle recycle 1# returned temperature</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>F7</td>
<td>Middle recycle 1# flow rate</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>F7 × (T9 – T8)</td>
<td>Middle recycle 1# heat</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>F7 × (T9 – T8)/F10</td>
<td>Relative middle recycle 1# heat</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>T10</td>
<td>Middle recycle 2# drawn temperature</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>T11</td>
<td>Middle recycle 2# returned temperature</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>F8</td>
<td>Middle recycle 2# flow rate</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>F8 × (T11 – T10)</td>
<td>Middle recycle 2# heat</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>F8 × (T11 – T10)/F10</td>
<td>Relative middle recycle 2# heat</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>T12</td>
<td>Feed temperature</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>F9</td>
<td>Steam flow rate</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>F9/F10</td>
<td>Relative steam flow rate</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>F10</td>
<td>Feed flow rate</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

The performance of data-driven soft sensors may heavily deteriorate because of the outliers that industrial processes commonly involve. In practical applications, because of sensor malfunction, communication exception or database shutdown, collected data may stick to a fixed value for some time, or fall out of the normal operating range unexpectedly, thereby being unreliable for modeling. The acquisition of such a normal range usually requires a priori knowledge elicited from process industry practitioners. In this study, 11 samples have been first pruned out accordingly. Then outliers are detected with the three-sigma rule. Five samples that violate the constraint \(|x_i(k) - \bar{x}_i| < 3\sigma_i\) are considered as outliers and further removed, where \(\bar{x}_i\) denotes the mean of data of ith variable and \(\sigma_i\) denotes the corresponding standard deviation. Finally the process variables are normalized to zero mean and unit variance by the following linear transformation:

\[
x^*_i(k) = \frac{x_i(k) - \bar{x}_i}{\sigma_i}.
\]  

(7)

5.2.3. Settings of deep neural network based soft sensor

A deep 16–20–16–1 neural network is built for quality prediction, and the network architecture is selected by cross-validation. To avoid over-fitting, 100 samples in the training set are used for validation in the back-propagation step, while other 151 samples are used for gradient descent. If the validation error begins to increase, it indicates over-fitting occurs and back-propagation should be stopped. Due to the randomness in neural network learning, the training procedure is commonly repeated many times and the result with least validation error is selected. In this study, the training procedure is repeated 10 times.

5.3. Results and discussions

5.3.1. Comparison with traditional data-driven approaches

In the present study, four traditional data-driven modeling approaches, namely, the single hidden layer neural network, SVM, PLS and NNPLS, are applied to soft sensor development for comparison. Because deep neural networks have the characteristics of both a deep nonlinear structure and a latent variable model, we make a comparison study from these two different facets. On one hand, ANN with a single hidden layer, SVM and NNPLS are introduced as traditional nonlinear shallow models. On the other hand, PLS and NNPLS are introduced as traditional latent variable models.

For a single hidden layer neural network, the number of neurons in the hidden layer is the only parameter to be selected. In this study, the number of neurons is selected as 45 according to 10-fold cross-validation. Here the coefficients of the weight matrix are uniformly initialized in range \([-0.5/fan_\text{in}, 0.5/fan_\text{in}]\), where \(fan_\text{in}\) is the number of input neurons in that weight matrix's layer [29]. Because the learning algorithm is stochastic, the training procedure is repeated 10 times and the result with the best performance is selected.

For conventional SVM, the most-used Gaussian kernel \(\exp(-\gamma |x_i - x_j|^2)/2\) is adopted in this study. The regularization parameter \(C\), the precision threshold \(\epsilon\), and the kernel parameter \(\gamma\) should be carefully determined. The cross-validation strategy is available for parameter
selection in SVM, and then all training data can be used to attain the model. In this study, therefore, the training set with 251 samples is used for the 10-fold cross-validation to determine the parameters. The parameters are selected as $C = 1.2$, $\varepsilon = 0.01$ and $\gamma = 0.07$. Then the model is developed with the 251 training samples in the training set.

For pure PLS, the efficacy of soft sensor is heavily influenced by the number of latent variables, and thus they should be carefully selected. In this application, the number of latent variables in PLS model was selected as 11 by 10-fold cross-validation with the training set, the same way as used for SVM. After that, the entire training set is used to train the PLS model.

For NNPLS, a neural network based nonlinear extension of PLS, it is necessary to select the number of latent variables and neurons. In this study, the number of latent variables is selected as 11 and that of neurons is selected as 2 by means of 10-fold cross-validation.

The root mean squared error (RMSE) is employed to evaluate the performance of different algorithms. Table 2 summarizes the modeling result of the above methods.

From columns 1 to 5 in Table 2, it can be seen that, the soft sensor based on deep neural network outperforms other traditional data-driven methods, and the model proves reliable from the generalization viewpoint. From columns 1 to 3 in Table 2, the deep neural network has better representation ability than traditional shallow models such as the single hidden layer neural network and SVM. Although the neural network with a single hidden layer uses 45 nonlinear neurons, more than the deep neural network does, its performance is much poorer. The SVM in this study generalizes worse than the deep neural network. Specifically, Table 3 further summarizes the distribution of the absolute value of test error of these two approaches. It can be seen that 75% of the prediction errors fall into the range of $\pm 3$ °C in our method, as compared to 64% in SVM. Deep learning significantly reduces the number of estimations with large errors compared with SVM, indicating better generalization ability. From a practical point of view, estimations with large errors will typically have a serious influence on the quality control loop performance, deteriorating the product quality, because the estimation value of the soft sensor acts as the feedback signal in quality control loops. Therefore, the deep learning technique has practical advantages because of its better generalization and less number of estimations with large errors. It is convincing that, in comparison with shallow network structures, multi-layer deep structure is more efficient and powerful in approximation. In addition, the traditional shallow neural network and SVM make no allowance for latent variables; however, the deep neural network builds latent variable models by pre-training DBN, which is able to make full use of massive process data. With more process data employed, deep neural networks are able to extract more process information and thus enjoy better representation ability.

Among the above five methods, deep neural networks, PLS and NNPLS are latent variable models. It can be seen that the deep neural network has evident advantages. The test error of the PLS is the largest because of its inefficiency dealing with process nonlinearities. The NNPLS combines neural network and PLS to extract nonlinear latent variables, and achieves evident improvements compared with PLS; however, it is still not as outstanding as the deep network. It can be seen that the deep neural network makes a better latent variable model by using a pre-trained DBN.

### 5.3.2. Analysis of practical implementation complexity

For deep learning technique, there is one major concern that whether the learning algorithm is computationally affordable for industrial implementation being feasible. Here its practical implementation complexity is analyzed from two aspects: the modeling effort needed to design the soft sensor, and the computational effort needed to make a prediction after the soft sensor is put into use.

First, the deep neural network based soft sensors are practically feasible and they enjoy specific advantages dealing with large amounts of data. On one hand, the engineering effort needed to train the soft sensing model is affordable although the training of deep neural network seems troublesome. In this study, the training procedure of the deep neural network takes less than 300 s on a PC with Intel® Core® i5 1.80 GHz, 8 GB RAM using MATLAB® 2012a. By contrast, the SVM, PLS and NNPLS have a relatively shorter training time within 1 min. Such a relatively high computational cost of deep neural networks is still acceptable because soft sensors for online quality predictions are usually established in advance in an off-line manner. However, as long as the offline modeling time is acceptable, the prediction accuracy is expected to be as high as possible because of economic concerns. On the other hand, the modeling complexity of deep neural networks grows linearly with the number of samples. However, the modeling complexity of SVM grows exponentially with the number of samples, for the reason that training SVM amounts to a quadratic programming (QP) problem. In the presence of vast data, the computational complexity of deep neural networks is much lower than kernel methods like SVM. Consequently, with the equipment of advanced DCS and laboratory analyzers, more data would be accumulated and thus the deep neural network is much more beneficial for massive modeling data.

Another practical issue of soft sensor is its online computational cost when put into use in real production scenarios. Once a group of new samples are collected by DCS, they are immediately fed to the soft sensor as inputs, and then it usually takes some time for computers to calculate the online inference of quality indices. If the soft sensing model is over complicated, the online computation time may be considerably long, even longer than the sampling interval of the DCS. For example, if the online computation takes two seconds but the sampling interval of the DCS is only one second, the interval of estimation of quality index would be no longer expected to be same as that of DCS, and thus unable to meet the requirements of real-time quality control. Hence the computational complexity of soft sensing model
is a major concern in industrial implementations. For nonlinear models, the computational complexity primarily depends on the number of nonlinear units, such as sigmoid function $1/[1 + \exp(-v)]$ and radial basis function $\exp(-v^2/2)$. For SVM and some kernel methods, because the regression hyper-plane is “supported” by the training samples, the computational complexity of SVM can be approximated as $O(nSV)$, where $nSV$ is the number of support vectors. Alternatively, for deep neural networks, nonlinear neurons are connected much more compactly to describe the desired function, as stated in Section 2. For example, the SVM possesses 247 support vectors in this study, making 247 nonlinear units in the model. The deep neural network, however, not only yields much fewer nonlinear units (36 units in this study) but also achieves a remarkable better performance. In addition, when more and more process data are collected to update the soft sensor over time, the SVM would suffer from a large number of support vectors, leading to a rapidly increasing computational complexity. By contrast, the computational cost of deep neural networks would not increase once its structure has been determined. This implies that the deep neural network is much more beneficial for online computations.

### 5.3.3. Verifications of the efficacy of unsupervised pre-training

Additionally, in order to examine the efficacy of unsupervised pre-training when dealing with deep neural networks, two comparison experiments A and B are performed, respectively. They are typically used for comparison with the performance of the proposed soft sensor based on original deep neural network. For readers’ convenience, the development of soft sensor based on our method is denoted as Experiment C. First, in Experiment A, the deep neural network with the same structure is trained without unsupervised pre-training. After the weights are initialized randomly, the whole deep neural network is trained simply with the supervised back-propagation phase. The network is directly trained after all weights are initialized randomly. Here the coefficients of the weight matrix are uniformly sampled in range $[-0.5/fan.in, 0.5/fan.in]$, where $fan.in$ is the number of input neurons in that weight matrix’s layer [29]. Next, in Experiment B, a group of the untransformed input variables is used to develop soft sensors. As aforementioned in Section 5.2.1, the input variables have been selected and further transformed in light of a priori physical knowledge. Instead of these transformed variables, here the direct-measured flow rates and recycle heats are used themselves (column 5 in Table 1), in total 17 process variables as the inputs of the soft sensor in Experiment B. For a fair comparison, both Experiments B and C are repeated 10 times and the performance with least validation error is selected for comparisons.

The results of Experiments A, B and C are tabulated in Table 4. From columns 1 and 3 in Table 4, it can be seen that the deep neural network without unsupervised pre-training almost loses its effectiveness. The solution is prone to local minima and it is indeed a tough task to train a deep network with random weights, as is adopted in training a shallow neural network traditionally. This negative result demonstrates that the greedy layer-wise training of the DBN drives the initial weights of deep networks into a preferable region adjacent to an optimal point and benefits the supervised learning. From columns 2 and 3 in Table 4, it can be seen that the deep learning still enjoys a desirable performance in spite of insufficient a priori knowledge. It is obvious that a higher input dimension amounts to more parameters to be learned, and the network is easier to over-fit. Generally, in order to ensure a certain degree of precision, the number of data needed must increase exponentially with the input dimension. Although more inputs are incurred in Experiment B, and both Experiments B and C utilize the same amount of training data, they yield approximately the same degree of precision with negligible disparity. This gives reliable evidence to our premise that the unsupervised pre-training in deep learning technique helps extract complex nonlinear correlation features in input variables. Because industrial processes often involve evidently correlated data, with this comparison, the deep learning is believed to be particularly suitable for learning complicated process mechanisms in modeling soft sensors.

It is worth further mentioning that the unsupervised pre-training phase takes 240–250 s approximately while the back-propagation phase only takes 40–50 s. The back-propagation phase occupies a small amount of the training time, and it further indicates the unsupervised pre-training effectively drives the initial weights closer to a desirable optimum, facilitating the back-propagation step to approach the optimum without too much effort.

### 6. Conclusion

This paper introduced the deep learning technique as a novel data-driven soft sensor modeling method. Advantages of deep learning and characteristics of soft sensor modeling were analyzed, and the deep learning technique was employed to develop soft sensors. The proposed method was applied to estimation of the 95% cut point of heavy diesel in a CDU. The predictions made by the deep neural network match real values much better in comparison with other traditional data-driven methods. Such case study results demonstrate that the deep learning technique can extract nonlinear latent variables effectively, making the neural network a desired latent variable model. The deep learning technique is therefore particularly suitable for soft sensor modeling, and we believe that it will have promising industrial applications such as process monitoring, fault diagnosis and advanced control.
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Appendix A. Conditional probabilities for RBM units

For binary RBM, the conditional probabilities \( P(h|v) \) and \( P(v|h) \) are derived as:

\[
P(h_j = 1|v) = \frac{e^{v_j W_{j1}}}{1 + e^{v_j W_{j1}}} = \text{sigmoid}(v_j W_{j1}),
\]

\[
P(v_i = 1|h) = \frac{e^{h_i W_{i1} h}}{1 + e^{h_i W_{i1} h}} = \text{sigmoid}(h_i W_{i1} h),
\]

where \( W_{i1} \) is the \( j \)th row of \( W \), \( W_{1i} \) is the \( i \)th column of \( W \), and \( \text{sigmoid}(\nu) = 1/[1 + \exp(-\nu)] \) is the sigmoid function. It can be seen that for binary RBM input units \( v \) and hidden units \( h \) are symmetrical.

For Gaussian RBM, the conditional probabilities \( P(h|v) \) and \( P(v|h) \) are given as:

\[
P(h_j = 1|v) = \frac{e^{v_j W_{j1} v}}{1 + e^{v_j W_{j1} v}} = \text{sigmoid}(v_j W_{j1} v),
\]

\[
P(v_i|h) = \frac{1}{\sqrt{2\pi}} \exp \left\{ -\frac{1}{2} (v_i - b_i - W_i^T h)^2 \right\} \sim N(b_i + W_i^T h, 1).
\]

It can be seen that \( P(v_i|h) \) follows a normal distribution with mean of \( b_i + W_i^T h \) and unit variance.

Appendix B. Contrastive divergence for training RBMs

The CD algorithm deals with the approximation of the negative term:

\[
\sum_{\tilde{v}} \sum_h P(\tilde{v}, h) \frac{\partial \text{Energy}(\tilde{v}, h)}{\partial \theta}.
\]

The two-stage Gibbs Sampler is an effective approximate sampling approach. A Markov chain \( (\tilde{v}, h) \) is constructed (Fig. B1) by iterating the following steps \( (t=1,2,\ldots) \):

1. Sample \( h^{(t)} \) from \( P(h|v = \tilde{v}^{(t-1)}) \).
2. Sample \( \tilde{v}^{(t)} \) from \( P(\tilde{v}|h = h^{(t)}) \).

where \( \tilde{v}^{(0)} = v \). It has been proved that the chain will converge to the true joint distribution \( P(v,h) \) if aperiodic and irreducible. It means that \( \tilde{v}^{(\infty)} \) and \( h^{(\infty)} \) are ideally sampled from the distribution \( P(v,h) \). Nevertheless, in order to compute new gradients, the Gibbs sampling must be performed all the time, making the training rather expensive. By replacing \( (\tilde{v}^{(\infty)}, h^{(\infty)}) \) with \( (\tilde{v}^{(1)}, h^{(1)}) \) CD algorithm adopts a second-order approximation of the negative term, which has been found to be practically tractable and effective, even if there is only one sample (Fig. B1).

For both binary and Gaussian RBMs, the term \( \frac{\partial \text{Energy}(v,h)}{\partial \theta} \) is computed as:

\[
\frac{\partial \text{Energy}(v,h)}{\partial W_{ij}} = h_j v_i, \quad \frac{\partial \text{Energy}(v,h)}{\partial b_i} = v_i, \quad \frac{\partial \text{Energy}(v,h)}{\partial c_j} = h_j.
\]

Fig. B1. Markov chain in two-stage Gibbs sampler and contrastive divergence for training RBM.
and the gradient of the log-likelihood function can be approximated as:

$$\Delta W_{ij} = \frac{\partial \log P(\mathbf{W})}{\partial W_{ij}} = \sum_{\mathbf{h}} P(\mathbf{h} | \mathbf{w}) \cdot \mathbf{h}_i - \sum_{\mathbf{v}} \sum_{\mathbf{h}} P(\mathbf{v}, \mathbf{h}) \cdot \mathbf{h}_i \approx E(h_i^{(0)} | \mathbf{v}^{(0)}) \cdot v_i^{(0)} - h_i^{(1)} \cdot v_i^{(1)} \approx E(h_i^{(0)} | \mathbf{v}^{(0)}) \cdot v_i^{(0)} - E(h_i^{(1)} | \mathbf{v}^{(1)}) \cdot E(v_i^{(1)} | \mathbf{v}^{(0)})$$

$$= \text{sign}(c_j + W_j v_i^{(0)}) \cdot v_i^{(0)} - \text{sign}(c_j + W_j v_i^{(1)}) \cdot \text{sign}(b_i + W_i h_i^{(0)}), \quad (B3)$$

$$\Delta b_i = \frac{\partial \log P(\mathbf{v})}{\partial b_i} = \sum_{\mathbf{h}} P(\mathbf{h} | \mathbf{v}) \cdot v_i - \sum_{\mathbf{v}} \sum_{\mathbf{h}} P(\mathbf{v}, \mathbf{h}) \cdot \mathbf{h}_i \approx v_i^{(0)} - E(v_i^{(0)} | h_i^{(0)}) = v_i^{(0)} - \text{sign}(b_i + W_i h_i^{(0)}), \quad (B4)$$

$$\Delta c_j = \frac{\partial \log P(\mathbf{v})}{\partial c_j} = \sum_{\mathbf{h}} P(\mathbf{h} | \mathbf{v}) \cdot h_j - \sum_{\mathbf{v}} \sum_{\mathbf{h}} P(\mathbf{v}, \mathbf{h}) \cdot \mathbf{h}_i \approx E(h_j^{(0)} | \mathbf{v}^{(0)}) = E(h_j^{(1)} | \mathbf{v}^{(1)}) = \text{sign}(c_j + W_j v_i^{(0)}) - \text{sign}(c_j + W_j v_i^{(1)}), \quad (B5)$$

where $\mathbf{h}^{(0)}, \mathbf{v}^{(1)}$, and $\mathbf{h}^{(1)}$ are sampled from the one-step Markov chain, as shown in Fig. B1. In the above equations, the mean field approximation is performed to avoid biphasic fluctuation, that is, to use the conditional expectation instead of the binary states sampled from the one-step Markov chain.

For normalized Gaussian units, the gradient of the log-likelihood function can likewise be approximated as:

$$\Delta W_{ij} = \frac{\partial \log P(\mathbf{W})}{\partial W_{ij}} = \sum_{\mathbf{h}} P(\mathbf{h} | \mathbf{w}) \cdot \mathbf{h}_i - \sum_{\mathbf{v}} \sum_{\mathbf{h}} P(\mathbf{v}, \mathbf{h}) \cdot \mathbf{h}_i \approx E(h_i^{(0)} | \mathbf{v}^{(0)}) \cdot v_i^{(0)} - h_i^{(1)} \cdot v_i^{(1)} \approx E(h_i^{(0)} | \mathbf{v}^{(0)}) \cdot v_i^{(0)} - E(h_i^{(1)} | \mathbf{v}^{(1)}) \cdot E(v_i^{(1)} | \mathbf{v}^{(0)})$$

$$= \text{sign}(c_j + W_j v_i^{(0)}) \cdot v_i^{(0)} - \text{sign}(c_j + W_j v_i^{(1)}) \cdot (b_i + W_i h_i^{(0)}), \quad (B6)$$

$$\Delta b_i = \frac{\partial \log P(\mathbf{v})}{\partial b_i} = \sum_{\mathbf{h}} P(\mathbf{h} | \mathbf{v}) \cdot v_i - \sum_{\mathbf{v}} \sum_{\mathbf{h}} P(\mathbf{v}, \mathbf{h}) \cdot \mathbf{h}_i \approx v_i^{(0)} - E(v_i^{(0)} | h_i^{(0)}) = v_i^{(0)} - (b_i + W_i h_i^{(0)}), \quad (B7)$$

$$\Delta c_j = \frac{\partial \log P(\mathbf{v})}{\partial c_j} = \sum_{\mathbf{h}} P(\mathbf{h} | \mathbf{v}) \cdot h_j - \sum_{\mathbf{v}} \sum_{\mathbf{h}} P(\mathbf{v}, \mathbf{h}) \cdot \mathbf{h}_i \approx E(h_j^{(0)} | \mathbf{v}^{(0)}) = E(h_j^{(1)} | \mathbf{v}^{(1)}) = \text{sign}(c_j + W_j v_i^{(0)}) - \text{sign}(c_j + W_j v_i^{(1)}). \quad (B8)$$
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