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Abstract

In this work we investigate the impact of misspecification of the innovations in fitting Garch(1, 1) models. We show that an incorrect specification of the innovations together with the reduction of the parameter space to the weak stationarity region, can give rise to a spurious IGARCH effect. We address this point through an extensive Monte Carlo simulation study. We also analyse the impact of misspecification on forecasted volatilities, showing that innovations with light tails can lead to a remarkable overestimate of volatilities.
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1 Introduction

It is usually considered a general fact that volatility, at least to some degree, can be forecasted. To this aim, the most popular class of models both in literature and amongst practitioners are the GARCH models. Despite their simplicity, they are generally believed to capture some of the basic properties of financial time series. Moreover, their exact structure is nontrivial and begins to be fully understood only in some recent probabilistic works; see Berkes, Horváth and Kokoszka, 2003 and 2004.

The aim of this paper is to investigate some aspects of GARCH modelling and fitting that are often omitted but could lead to a significative impact on real data applications.

The first step in fitting GARCH models is the choice of the distribution of the innovations. Limiting the analysis to the univariate case, many different densities have been used: standard normal
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(Bollerslev, 1986), Student-t (Bollerslev, 1987), generalized error (Engle and González-Rivera, 1991 and Nelson, 1991), gamma (Engle and González-Rivera, 1991), α-stable (Mittnik, Paolella and Rachev, 2002), max-entropic (Rockinger and Jondeau, 2002) and many others. Recently a more flexible family of innovations based on mixture models has been introduced both in the classical (Haas, Mittnik and Paolella, 2004) and bayesian analysis (Ausin and Galeano, 2007).

However the general view is that the correct distribution of the innovations is not so important: this is based on asymptotic consistency results that, under mild assumptions, ensure that with Gaussian innovations the estimates are asymptotically unbiased and normally distributed (Bollerslev and Wooldridge, 1992). The most general version of these results, reviewed in Section 2, is given in Berkes, Horváth and Kokoszka (2003).

From a practical perspective, it is considered not realistic to fit a GARCH model on time periods longer than one year (roughly) otherwise non-stationarity could play a significant role (Mikosch and Stäricä, 2004a and 2004b, Stäricä, Herzl and Nord, 2006). Since the general asymptotic results do not hold in this case, an incorrect specification of the innovations could impact the parameters estimates: this “misspecification issue” has been investigated for example in Engle and González-Rivera (1991).

After selecting a suitable model for the innovations, a second step is the choice of the domain where the Quasi-Maximum Likelihood estimate is performed. It is well known, see for example Nelson (1990), Bougerol and Picard (1992), Mittnik, Paolella and Rachev (2002) and Bellini and Bottolo (2007) that the domain of strong stationarity of a Garch(1,1) process is strictly bigger than the domain of covariance stationarity: this unusual behaviour (with respect to other time series) corresponds to the case where, for some sets of parameters, there exist stationary solutions with infinite unconditional variance. Although this may seem unrealistic, we notice that the observed “IGARCH effect” would also imply an infinite unconditional variance.

Apart from being bigger than the weak stationarity domain, the strong stationarity domain depends crucially on the (unknown) density of the innovations. Analytic expressions for both domains are known only in the Gaussian and in the Cauchy case, but numerical simulations show that the heavier the tails of the innovations, the bigger the domains, Mikosch (2004). In practical applications this issue is usually not considered and the estimates are performed simply on the weak stationarity domain. However this is a rigid assumption since the strong stationarity domain can be much bigger, causing differences in the parameters estimates compared to the weak stationarity constraint.

Quite often when a Garch(1,1) model is estimated on real data, the parameters lie exactly on the boundary of the weak stationarity domain. This situation corresponds to the aforementioned “IGARCH effect” frequently found in the empirical literature, and it has been interpreted as an extreme persistence of shocks in the volatility; see Bollerslev, Chou and Kroner (1992) and references therein. However its interpretation is not unique: it could represent a sort of “long memory of the
volatility shocks", see for example Ding, Engle and Granger (1993) or the “IGARCH effect” and more generally long memory processes, could be an artifact due to non-stationarity in the model’s parameters caused by excessively long time series, see for example Mikosch and St˘ aric˘ a (2004a).

In this paper we suggest that the IGARCH effect could be differently explained by a combined effect of misspecification of the innovations that increases the variability of the estimates and the weak stationarity constraint that “ties” all the estimates to the boundary. In order to test this hypothesis we performed an extensive Monte Carlo study of Garch(1, 1) time series of different lengths simulated under different innovations, i.e. generalised error, normal and t distribution respectively. Each time series is then estimated under a Garch(1, 1) model with different fitting innovations, adding/removing the weak stationary constraint.

The paper is organised as follows. In Section 2 we review the general results about GARCH models and in particular the domain of weak and strong stationarity, WS and SS henceforth. Then we compare the exact domain of SS with the simulated one for normal innovations and present the simulated SS domain for the generalised error distribution, GED henceforth, and the t distribution. In Section 3 we discuss in detail the results of the simulation study: in particular we report the marginal and joint empirical distribution of the parameters estimates under misspecification of the innovations as well as the impact of misspecification on the estimated volatilities. Finally Section 4 contains some concluding remarks and guidance for practitioners.

2 General properties of Garch(1, 1) process

The Garch(1, 1) process is described by the equations

\[ X_t = \sigma_t Z_t \]  
\[ \sigma_t^2 = \alpha_0 + \alpha_1 X_{t-1}^2 + \beta_1 \sigma_{t-1}^2 \]  

with \( \alpha_0 > 0, \alpha_1 \geq 0, \beta_1 \geq 0 \) and where \( Z_t, t \in \mathbb{Z} \), is an i.i.d. sequence such that \( E(Z_0) = 0 \) and \( E(Z_0^2) = 1 \) with \( Z_0 \) the common distribution of \( Z_t \). It has been proved in Nelson (1990) that (1) and (2) have a unique strong stationary and ergodic solution if and only if

\[ E[\log(\alpha_1 Z_0^2 + \beta_1)] < 0. \]  

The above result is a special case of the general necessary and sufficient condition for the SS of a Garch\((p, q)\) process provided in Bougerol and Picard (1992). A trivial necessary condition for (3) is \( \beta_1 < 1 \), while a sufficient condition is \( \alpha_1 + \beta_1 < 1 \).
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Condition (4) is also necessary and sufficient for the existence of a WS solution of (1) and (2) and in particular it is a necessary and sufficient condition for the variance of \(X_t\) to be finite. We define the \((\alpha_1, \beta_1)\) region specified by (3) as the SS region, while we refer to the region defined by (4) as the WS region. For GARCH models this corresponds to the unusual situation (with respect to other time series) where the SS region is strictly bigger than the WS region, i.e. there are strong stationary solutions that are not weakly stationary since the unconditional variance becomes infinite in the SS region. The exact form of the SS domain (3) depends on the distribution of the (unknown) innovations \(Z_0\) and has been computed explicitly only in the Gaussian and in the Cauchy case (Nelson, 1990).

It is a well known fact that the tails of the unconditional distribution can be Paretian even if the distribution of the innovations has light tails; in Nelson (1990) an exact characterisation of the tail index of the unconditional variance \(\sigma^2\) is given: if

\[
E[(\alpha_1 Z_0^2 + \beta_1)^{\tau/2}] = 1
\]  

and

\[
E[(\alpha_1 Z_0^2 + \beta_1)^p] < 1 \text{ for each } 0 < p < \tau/2,
\]

then

\[
E(\sigma^2)^p = \begin{cases} 
< +\infty & \text{if } p < \tau/2 \\
= \infty & \text{if } p \geq \tau/2.
\end{cases}
\]  

(6)

Under the additional hypothesis that \(E(|Z_0|^{\tau+\varepsilon}) < +\infty, \varepsilon > 0\), it is possible to show that \(X_t\) has tail index \(\tau\): this suggests that knowing the parameters \(\alpha_1\) and \(\beta_1\) and the distribution of the innovations \(Z_0\), it is possible to calculate theoretically the value of the tail index \(\tau\) and check if the GARCH model can reproduce the empirical tails, as suggested in Mikosch and Starica (2004a). In the particular case \(\alpha_1 + \beta_1 = 1\), it is easy to see from (5) and (6) that \(\tau = 2\), hence leading to an infinite unconditional variance for the IGARCH model.

### 2.1 Strong stationarity domains: normal case

In Nelson (1990) the integral in (3) is explicitly calculated when \(Z_0\) has a normal distribution. We recall here Nelson’s results and compare the exact SS region with the corresponding region derived numerically. If \(Z_0 \sim N(0, 1)\), \(\beta_1 > 0\), then

\[
E \left[ \log(\alpha_1 Z_0^2 + \beta_1) \right] = \log(2\alpha_1) + \varphi \left( \frac{1}{2} \right) + \frac{2\pi \beta_1}{\alpha_1} \left( \frac{1}{2} \right)^{1/2} \Phi \left( \frac{1}{2} \right) \left( \frac{3}{2} ; \frac{\beta_1}{2\alpha_1} \right) - \frac{\beta_1}{\alpha_1} \Psi(1, 1; 2; 3; \frac{3}{2} ; \frac{\beta_1}{2\alpha_1})
\]

and

\[
E(\alpha_1 Z_0^2 + \beta_1)^p = (2\alpha_1)^{-\frac{1}{2}} \beta_1^{p+1/2} \Psi \left( \frac{1}{2} ; p + \frac{3}{2} ; \frac{\beta_1}{2\alpha_1} \right),
\]

where \(\Phi(a, b; z) = \sum_{k=0}^{\infty} \frac{(a)_{k+k}}{b k!} z^k\), with increasing factorial \((a)_k = \Gamma(a+k) / \Gamma(a)\), \(2F2(a, b; c, d; z)\) is a Gaussian hypergeometric function defined as \(\sum_{k=0}^{\infty} \frac{(a)_k (b)_k}{(c)_k (d)_k} z^k\) (Abramowitz and Stegun, 1970, Section 15), \(\Psi(a, b; z)\) is confluent hypergeometric function of type 2 and \(\varphi\) is Euler psi function.
Since we are interested in the general shape of SS region under different innovations, for the normal case we perform a Monte Carlo integration of (3) as
\[ n^{-1} \sum_{i=1}^{n} \log \left( \alpha_1 z_i^2 + \beta_1 \right) \overset{SLLN}{\longrightarrow} E[\log(\alpha Z_0^2 + \beta)]. \]
To verify the accuracy of the approximation, in Figure 1 (a) we plot the exact and simulated SS region for different samples size, \( n = 1,000, 10,000 \) and 100,000 respectively: as expected with a relative small sample size the simulated SS region is a coarse approximation of the analytic one (7). This is not very important in the normal case as an exact expression for the SS domain exists, but this could represent an obstacle for other distributions where an analytic expression does not.
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2.2 Strong stationarity domains: non-normal case

Here we focus on two classical families of innovations:

i) standardised \( t \) distribution with \( \delta \) degrees of freedom, DoF henceforth,
\[
f(x) = \frac{1}{\Gamma \left( \frac{\delta+1}{2} \right)} \sqrt{\frac{\delta-2}{\pi \delta}} \left\{ 1 + \frac{(\delta-2)x^2}{\delta} \right\}^{-(\delta+1)/2};
\]
ii) standardised GED with shape parameter \( \nu \)
\[
f(x) = \frac{\nu}{\beta \Gamma \left( \frac{\nu}{2} \right) 2^{(1+\frac{\nu}{2})}} \exp \left\{ -\frac{1}{2} \frac{|x|^\nu}{\nu} \right\}
\]
with
\[
\beta = \left( \frac{2^{2/\nu} \Gamma \left( \frac{\nu}{2} \right)}{\Gamma \left( \frac{\nu+1}{2} \right)} \right)^{1/2}.
\]
The \( t \) family is chosen as a prototypical “supergaussian” family (with tails heavier than the normal distribution, including the normal for \( \delta \to \infty \)). The GED family incorporates the normal distribution as a special case for \( \nu = 2 \), while is “supergaussian” for \( \nu < 2 \) and “subgaussian” if \( \nu > 2 \).

For each distribution and for different values of the shape parameters \( \delta \) and \( \nu \), we compute numerically the SS domain approximating the integral in (3) drawing 100,000 random numbers from \( Z_0 \) in the same fashion we did for the normal case. The results, depicted in Figure 1 (b), show that, at least for the set of distributions considered, the heavier the tails, the bigger the SS domain. This could be simply explained taking into account the approximation \( \log(1 + x) \sim x - x^2/2 \) of (3)
\[
E \left[ \log(\alpha_1 Z_0^2 + \beta_1) \right] \approx (\alpha_1 + \beta_1 - 1) - \frac{1}{2} (\alpha_1 + \beta_1 - 1)^2 - \frac{1}{2} \alpha_1^2 \left[ E \left( Z_0^2 \right) - 1 \right]
\]
showing that as \( E \left( Z_0^2 \right) \) increases, the stationarity domain increases. As a consequence if the “true” or “underlying” innovations have heavy tails, than the SS region can be bigger than the WS region.
2.3 Properties of QML estimate

The estimate of the model (1) and (2) is often performed via Maximum Likelihood with Gaussian innovations. This means that even if the distributional assumption of the innovations are not correct, ML with Gaussian innovations provides reasonable parameter estimates. We refer to this procedure with Quasi-Maximum Likelihood, QML henceforth.

More precisely the estimates \( \hat{\alpha}_0, \hat{\alpha}_1 \) and \( \hat{\beta}_1 \) are obtained maximising the Gaussian log-likelihood

\[
\ell_T = -\frac{1}{2} \sum_{t=1}^{T} \left( \log \sigma_t^2 + \sigma_t^{-2} x_t^2 \right)
\]

in the WS domain. This automatically guarantees that the unconditional variance \( \sigma^2 \) is finite and that the maximisation is performed on a compact set independent from the distribution of the underlying innovations. The solution of (9) has attractive asymptotic properties: for example, it has been proved in Berkes, Horváth and Kokoszka (2003) that, under the very mild conditions \( E(|Z_0|^{2+\varepsilon}) < +\infty \), \( \varepsilon > 0 \) and \( \lim_{t \to 0} t^{-\mu} \Pr \{ Z_0 \leq t \} = 0 \) for some \( \mu > 0 \), provided that \( E(Z_0^2) = 1 \), the QML estimates with Gaussian innovations are asymptotically unbiased. This result refines previous results of Lumsdaine (1996) and Lee and Hansen (1994). Under the more restrictive hypothesis \( E(Z_0^4) < +\infty \), it is possible to prove the asymptotic normality of the QML estimators.

In practical applications the residuals display some departure from normality, see for example Bollerslev, Chou and Kroner (1992). However the theoretical asymptotic properties of the QML estimators for non-normal innovations and under misspecification are much less clear. One crucial result can be found in Newey and Steigerwald (1997) that once again guarantees asymptotic unbiasedness and normality if both underlying and fitting innovations are unimodal and symmetric around 0. This covers the normal, \( t \) and GED distributions that we used in the simulation study, but does not prevent a systematic bias for example in the case of skewed innovations.

3 Simulation study

In this Section we describe the simulation study we performed in order to investigate the effect of the misspecification in the parameters estimates and forecasted volatilities. We considered four different Garch(1,1) processes with the following parameters:

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.02</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>0.1</td>
<td>0.2</td>
<td>0.15</td>
<td>1.6</td>
</tr>
</tbody>
</table>
| 0.5| 0.75| 0.85| 0.1 | (10)

URL: http://mc.manuscriptcentral.com/lssp E-mail: comstat@univmail.cis.mcmaster.ca
Models $A$ and $B$ lie inside the WS region, while $C$ is on the WS boundary and $D$ is outside the WS region, but inside the SS domain for every considered innovation distribution $Z_0$, see Figure 1 (b). Models $A$ and $C$ have been considered in Lumsdaine (1995), while Nakatsuma and Tsurumi (1996) analysed model $D$.

For each model 5,000 time series of length $T = 250$ and $T = 1,000$ have been simulated each of which with three possible innovations: standard normal, $N$ henceforth, standardised $t$ with $\delta = 3$, $t_3$ henceforth, and standardised GED with shape parameter $\nu = 6$, $GED_\nu$ henceforth. Then for each time series the MLE of a Garch(1, 1) has been calculated under three different fitting innovations, $N$, standardised $t$ with $\delta$ DoF, $t_\delta$ henceforth, and standardised GED with shape parameter $\nu$, $GED_\nu$ henceforth. We checked a posteriori if for each simulated case the estimated parameters laid inside the SS region: in principle one should impose the SS constraint in the maximisation algorithm, but this is not easy since, as noticed before, we have an explicit (although quite involved) description of the SS domain only for normal innovations, see Figure 1.

All simulations and estimates has been performed in MATLAB: in particular we used the UCSD GARCH Toolbox (with minor corrections) by Sheppard (2002). In the UCSD GARCH Toolbox the initial values of $(\alpha_0, \alpha_1, \beta_1)$ are generated automatically and are inside the WS region. Moreover in order to prevent transient effects on the estimated volatilities, the algorithm oversamples 500 observations and deletes the same number from the beginning of the simulated series of the volatilities.

Apart from the fitted parameter values, we are also interested in the error on the forecasted volatilities, that could give rise to errors on the forecasted Value-at-Risk. In order to measure these errors we use two indices:

i) Mean Relative Error on volatilities, MRE henceforth,

$$MRE = \frac{1}{T} \sum_{t=1}^{T} \frac{|\sigma_t - \hat{\sigma}_t|}{\sigma_t}$$

where $\sigma_t$ and $\hat{\sigma}_t$ are the sequences of simulated and estimated volatilities respectively. Since (11) does not depend on the absolute order of magnitude of the volatilities, it is an effective tool to compare the impact of misspecification on $\hat{\sigma}_t$ under different models;

ii) Frequency of Underestimated Volatilities, FUV henceforth,

$$FUV = \frac{1}{T} \sum_{t=1}^{T} I_{\hat{\sigma}_t < \sigma_t}$$

that measures the fraction of times in which the estimated volatilities are smaller than the simulated ones.
In the following we focus the analysis on: i) the marginal empirical distribution of the parameter estimates \( (\hat{\alpha}_0, \hat{\alpha}_1, \hat{\beta}_1) \) and \( \hat{\delta} \) or \( \hat{\nu} \), see Table 1; ii) the joint empirical distribution of \( (\hat{\alpha}_1, \hat{\beta}_1) \), see Figure 2; iii) the empirical distribution of MRE and FUV, see Table 2.

### 3.1 Marginal empirical distribution

The results on the marginal distribution of the estimated parameters are presented in Table 1 for model A and it is constructed as follows: the left part (columns “\( GED_\nu \)”, “\( N \)”, and “\( t_3 \)”) refers to the estimates with the WS constraint, while the right part (columns “\( GED_\nu^u \)”, “\( N^u \)” and “\( t_3^u \)”, where \( u \) stands for unconstrained) refers to the estimates performed without it. The upper part of the table indicates simulations with \( T = 250 \), while the lower part with \( T = 1,000 \). Besides, each upper and lower part is divided according to the innovation distribution used in the simulation step (rows “\( GED_\nu \)”, “\( N \)” and “\( t_3 \)”). Therefore each table can be thought made of four subtables formed by nine “squares”. Each square refers to a particular pair of simulated vs. fitting distributions, the fitting distributions in the columns and the simulated distributions in the rows. We kept this structure for comparison purpose across the various models in all the tables and figures. For simplicity of exposition we omit tables related to models B, C and D although they are available from the authors on request.

Let us consider a single subtable made of nine “squares”. Where do we have misspecification? On the principal diagonal (squares \( GED_\nu-GED_\nu, N-N, t_3-t_3 \) and analogously \( GED_\nu^u-GED_\nu^u, N-N^u, t_3-t_3^u \)) we have no misspecification. For the other squares there are three cases:

i) the fitting distribution belongs to a family that incorporates the underlying distribution of the innovations (squares \( N-GED_\nu, N-t_3 \) and analogously \( N-GED_\nu^u, N-t_3^u \)): we call this case “type-1 misspecification”;

ii) the fitting distribution has heavier tails than the underlying one (squares \( GED_\nu-N, GED_\nu-t_3 \) and analogously \( GED_\nu^u-N^u, GED_\nu^u-t_3^u \)): we call this case “type-2 misspecification”;

iii) the fitting distribution has lighter tails than the underlying one (squares \( t_3-GED_\nu \) and \( t_3-N \) and analogously \( t_3-GED_\nu^u \) and \( t_3-N^u \)): we call this case “type-3 misspecification”.

In Table 1 for each square, we show the median and in brackets the median absolute deviation from the median, MAD henceforth, of the 5,000 fitted parameters. There is an extra parameter \( \hat{\nu} \) when the model is fitted with the GED family (columns \( GED_\nu \) and \( GED_\nu^u \)) as well as \( \hat{\delta} \) for the \( t \) case (columns \( t_3 \) and \( t_3^u \)).

Let us consider for simplicity model A, Table 1, whose underlying parameters \( \alpha_1 \) and \( \beta_1 \) are well inside the WS region, see Figure 1. Even when there is no misspecification (squares \( GED_\nu-GED_\nu, N-N, t_3-t_3, N-GED_\nu, N-t_3 \)), there is a clear tendency to underestimate parameters \( \alpha_1 \) and \( \beta_1 \) and...
overestimate $\alpha_0$ even if this behaviour is less marked for parameter $\alpha_1$. Moreover it seems to be much more pronounced when $T = 250$, but is still clearly present for $T = 1,000$. This is not surprising since this phenomenon has been already noticed when the QML method is performed on relative small samples, see Bollerslev and Wooldrige (1992). In order to overcome this problem alternative methods have been proposed in the literature: see for example Mikosch and Straumann (2002) or, for a more promising approach, Baille and Chung (2001). The shape parameters $\hat{\nu}$ and $\hat{\delta}$ are instead estimated reasonable well.

As expected the main difference between the case $T = 250$ and $T = 1,000$ refers to the estimated standard errors that tend to reduce roughly with a factor 0.5. In both cases the presence of misspecification both of type-2 and type-3 does not seem to impact deeply on the median: the negative bias on $\hat{\alpha}_1$ and $\hat{\beta}_1$ seems more a small sample size effect then a problem of correct specification. Instead the misspecification increases the standard error of the estimates: this is apparent for example comparing the cases $GED_6$-N and $GED_6$-t and the cases $t_3$-$GED_\nu$ and $t_3$-N with $T = 1,000$. Things are less clear when the sample size is $T = 250$: consider for example the case $GED_6$ for which the minimum MAD, across the fitting innovations, is attained at least for one parameter when the distribution is normal. However a clearer picture of the effects of misspecification on the estimates is provided in the next Subsection where the empirical joint distribution of the parameter is presented.

Surprisingly, the relaxation of the WS constraint does not make a big difference, at least for the median of the estimated parameters: the maximisation process works pretty well, converging soon to the correct values even without the boundary not only for model A, which simulated parameter are well inside the boundary of SS, but also for the other models (data not shown).

3.2 Joint distribution under misspecification

The joint empirical distribution of parameters $\hat{\alpha}_1$ and $\hat{\beta}_1$ are plotted for model A in Figure 2. In order to have a clearer picture, we smoothed the joint distribution for all models through a Gaussian kernel density, see for example Silverman (1986) for a general introduction to kernel estimates.

Let us first consider the estimates without the WS constraint. Even when there is no misspecification, in the case $T = 250$ with simulated $t_3$ innovations, we observe a non negligible density outside the WS boundary (see square $t_3$-$t_3^u$). Although this is expected in model $D$, where the parameters are simulated outside the WS boundary, for model A (but the same happens for models B and C, data not shown), it can give rise to a spurious “IGARCH effect”: adding the WS boundary the estimates are “pushed” toward the boundary (see square $t_3$-$t_3$). Moving to the case $T = 1,000$, we notice that this effect is considerably but not totally reduced, particularly in model A where the simulated parameters are well inside the WS domain. Also models $B$ and $C$ show a similar behaviour.
This situation becomes even more evident in type-3 misspecification: for example compare squares $t_3 - N^u$ with $t_3 - N$ in model $A$ with $T = 1,000$, Figure 2. We claim that this behaviour is due to a misspecification effect: if the fitting innovations have lighter tails than the underlying ones, the estimated parameters are tied on the WS boundary in the constrained maximisation, whereas they spread around in the unconstrained one. Therefore it seems that the so called “IGARCH effect”, often found in the empirical literature, can be simply an artifact generated by two main causes:

i) small sample size, for example $T = 250$, and fat tails innovations, for example $t_3$ distribution, even under a correct specification of the innovations;

ii) misspecification of type-3, namely underlying innovations with fatter tails than the fitting innovations.

Moreover it is interesting to note that misspecification of the type-2 does not have the same impact on the empirical distribution of $\hat{\alpha}_1$ and $\hat{\beta}_1$: for example consider squares $GED_{6^-} - N^u$ and $GED_{6^-} - N^u$ for model $A$ in Figure 2. Same remarks can be extended to models $B, C$, data not shown.

3.3 Errors on forecasted volatilities

In the two previous Subsections we analysed the impact of misspecification on the parameters estimates: we roughly found that marginally the misspecification does not impact deeply on the median of the estimated parameters, according to the general theoretical results that assure asymptotic unbiasedness for different families of fitting innovations (Newey and Steigerwald, 1997). Then we observed that results are less clear for the joint distribution of $\hat{\alpha}_1$ and $\hat{\beta}_1$, where misspecification of type-3 combined with the WS boundary can give rise to a spurious “IGARCH effect”.

In this Subsection we analyse how misspecification impacts on the forecasted volatilities. To this aim we computed MRE (11) and FUV (12) on volatilities: the idea behind is that MRE measures the average relative error on volatilities, while FUV measures the fraction of times that the “true” (underlying) volatility is beyond the estimated one. Therefore the index FUV does not carry any information about the magnitude of the error on volatility, but only about the sign of the difference. The median and MAD estimators of the two indexes for the 9 cases of model $A$ are shown in Table 2.

Let us start with the no misspecification case ($GED_{6^-} - GED_{6^+}, N-N, t_3-t_3$) in model $A$, Table 2. The median of MRE, first row of each square, increases moving from $GED_{6^-} - GED_{6^+}$ to $N-N$ and finally to $t_3-t_3$: as the tails of the underlying innovations become fatter, the median increases and it is roughly double in the case $T = 250$ than in the case $T = 1,000$. The median of FUV is always around 0.5, with the exception of the $t_3$ simulated case with $T = 250$. This means that in general under no misspecification there is no systematic underestimating or overestimating of volatilities, with the
exception of the Student\(t\) case with \(T = 250\). Again, we see that if the underlying innovations have fat tails, then even with no misspecification we can have a systematic bias on volatilities. Moving to \(T = 1000\), we observe that the median of FUV is around 0.5 even in the \(t_3-t_\delta\) case. Analysing the forecasted volatilities in the absence of misspecification, we meet the same pattern that we had with the estimated parameters.

Misspecification of type-2 does not seem to have a great impact on the median values of both MRE and FUV, for example compare squares \(GED_6-N\), \(GED_6-t_\delta\). Misspecification of type-3 can be seen analysing squares \(t_3-GED_\nu\) and \(t_3-N\). We notice two main effects: i) the median of MRE is higher in the misspecified cases \(t_3-GED_\nu\) and \(t_3-N\) than \(t_3-t_\delta\), particularly when \(T = 1,000\); when \(T = 250\) it is very high in all cases; ii) the median of the FUV is very low in the \(t_3-GED_\nu\) case, low in the \(t_3-N\) case and around 0.5 in the \(t_3-t_\delta\) case. Therefore with this type of misspecification we have a systematic overestimate of volatilities, that is remarkable in the \(t_3-GED_\nu\) case. Similar comments apply also for models \(B\), \(C\) and \(D\), data not shown. Summarising also for the forecasted volatilities we discovered the same asymmetric pattern highlighted in the previous Subsections:

i) if the tails of the fitting distribution are heavier than the underlying ones, we don’t see big effects on the median of MRE and FUV;

ii) if the tails of the fitting distribution are too light then the median of MRE increases, but more strikingly the median of FUV becomes very low, indicating that the estimated volatilities are typically higher than the underlying ones. This behaviour could be simply described as follows: if the tails of the fitting distribution are too light then to match the time series of the unconditional distribution (1), the volatility need to be systematically overestimated.

4 Concluding remarks

In this work we investigated two general issues in fitting GARCH models: the impact of misspecification and the relevance of the WS boundary “\(\alpha_1 + \beta_1 = 1\)”. For what concerns the first issue, the situation is quite complex. A first general remark is that both ML and QML estimates show some instability even if the case of no misspecification with samples size \(T = 250\), especially when the tails of the underlying innovations are Paretian (\(t\) case). Therefore it seems necessary to develop alternative parameter estimate methods in order to overcome these difficulties: Baille and Chung (2001) and Mikosch and Straumann (2002) are promising new approaches.

The impact of the misspecification generates an even greater variability on the estimated parameters. Firstly we saw that its effect is “asymmetric”: if the tails of the underlying innovations are lighter than the fitting ones then there isn’t any noticeable effect, while if the opposite holds the
impact is severe. Moreover we noticed that this greater variability often gives rise to a spurious “IGARCH effect” when the estimate is performed under the WS constraint. This should be stressed since many empirical works and many numerical implementations of GARCH models add the WS boundary without even mentioning it. In our opinion it would be worth to investigate on real data sets all the cases for which the estimated parameters satisfy exactly the WS boundary.

In our opinion this leads directly to an open methodological problem: how to perform ML estimates on the SS domain that depends on the unknown shapes of the innovations? If we agree that the WS boundary is too restrictive, then a possible crude solution could be a post-validation of the estimated parameters by calculating numerically the SS region with the estimated innovations, and verifying \textit{ex-post} that they lie inside it. The proposed solution, here applied, has the disadvantage that the boundary is not implemented inside the maximisation process.

The second interesting issue is the impact of misspecification on the volatilities. Our main result is that if the tails of the underlying innovations are heavier than the fitting innovations, there is a systematic overestimate of volatilities. The intuitive idea behind this empirical evidence is the following: in order to compensate the light tailedness of the fitting innovations one should have systematically larger volatilities. This phenomenon can be easily identified both through a high value of MRE and a small frequency in FUV.

Finally extensions of this analysis to GARCH(\(p, q\)) models and for a broader class of innovations that preserve asymptotic unbiasedness and normality are of course possible.
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<table>
<thead>
<tr>
<th>$T$</th>
<th>$GED_0$</th>
<th>$N$</th>
<th>$t_3$</th>
<th>$GED_0^*$</th>
<th>$N^*$</th>
<th>$t_3^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>0.1268 (0.0910)</td>
<td>0.1678 (0.0983)</td>
<td>0.1406 (0.0933)</td>
<td>0.1269 (0.0911)</td>
<td>0.1689 (0.0975)</td>
<td>0.1419 (0.0940)</td>
</tr>
<tr>
<td></td>
<td>0.0983 (0.0775)</td>
<td>0.0963 (0.0910)</td>
<td>0.1008 (0.0814)</td>
<td>0.0983 (0.0774)</td>
<td>0.0959 (0.0958)</td>
<td>0.1015 (0.0827)</td>
</tr>
<tr>
<td></td>
<td>0.3632 (0.4350)</td>
<td>0.1621 (0.2403)</td>
<td>0.2999 (0.4302)</td>
<td>0.3631 (0.4369)</td>
<td>0.1576 (0.2336)</td>
<td>0.2938 (0.4228)</td>
</tr>
<tr>
<td></td>
<td>2.0690 (0.3088)</td>
<td>62.506 (61.142)</td>
<td>2.0703 (0.3085)</td>
<td>60.435 (55.026)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>0.1335 (0.0654)</td>
<td>0.1405 (0.0874)</td>
<td>0.1488 (0.0831)</td>
<td>0.1341 (0.0650)</td>
<td>0.1388 (0.0874)</td>
<td>0.1489 (0.0855)</td>
</tr>
<tr>
<td></td>
<td>0.0579 (0.0856)</td>
<td>0.0640 (0.0950)</td>
<td>0.0992 (0.1170)</td>
<td>0.0566 (0.0838)</td>
<td>0.0648 (0.0961)</td>
<td>0.0988 (0.1186)</td>
</tr>
<tr>
<td></td>
<td>0.0618 (0.0917)</td>
<td>0.0424 (0.0628)</td>
<td>0.1870 (0.2786)</td>
<td>0.0602 (0.0892)</td>
<td>0.0461 (0.0683)</td>
<td>0.1921 (0.2848)</td>
</tr>
<tr>
<td></td>
<td>1.1000 -$a$</td>
<td>3.1221 (0.7133)</td>
<td>1.1000 -$a$</td>
<td>3.1238 (0.7170)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$T$</th>
<th>$GED_0$</th>
<th>$N$</th>
<th>$t_3$</th>
<th>$GED_0^*$</th>
<th>$N^*$</th>
<th>$t_3^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>0.1073 (0.0391)</td>
<td>0.1166 (0.0569)</td>
<td>0.1051 (0.0433)</td>
<td>0.1074 (0.0393)</td>
<td>0.1215 (0.0687)</td>
<td>0.1044 (0.0428)</td>
</tr>
<tr>
<td></td>
<td>0.1004 (0.0273)</td>
<td>0.0985 (0.0355)</td>
<td>0.1000 (0.0347)</td>
<td>0.1004 (0.0274)</td>
<td>0.0965 (0.0436)</td>
<td>0.1010 (0.0344)</td>
</tr>
<tr>
<td></td>
<td>0.4665 (0.1684)</td>
<td>0.4214 (0.2442)</td>
<td>0.4759 (0.1893)</td>
<td>0.4661 (0.1689)</td>
<td>0.3922 (0.3022)</td>
<td>0.4786 (0.1855)</td>
</tr>
<tr>
<td></td>
<td>6.1261 (0.6800)</td>
<td>7120.4 (8792.1)</td>
<td>6.1244 (0.6836)</td>
<td>7708.8 (9220.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>0.1073 (0.0514)</td>
<td>0.1123 (0.0570)</td>
<td>0.1072 (0.0507)</td>
<td>0.1074 (0.0517)</td>
<td>0.1098 (0.0540)</td>
<td>0.1062 (0.0494)</td>
</tr>
<tr>
<td></td>
<td>0.1002 (0.0393)</td>
<td>0.1004 (0.0397)</td>
<td>0.1006 (0.0397)</td>
<td>0.1003 (0.0394)</td>
<td>0.1016 (0.0393)</td>
<td>0.1016 (0.0395)</td>
</tr>
<tr>
<td></td>
<td>0.4630 (0.2328)</td>
<td>0.4339 (0.2477)</td>
<td>0.4629 (0.2206)</td>
<td>0.4621 (0.2245)</td>
<td>0.4467 (0.2332)</td>
<td>0.4661 (0.2168)</td>
</tr>
<tr>
<td></td>
<td>2.0176 (0.1462)</td>
<td>198.70 (252.16)</td>
<td>2.0172 (0.1463)</td>
<td>192.52 (244.90)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>0.0988 (0.0543)</td>
<td>0.1201 (0.0790)</td>
<td>0.1153 (0.0570)</td>
<td>0.0985 (0.0546)</td>
<td>0.1183 (0.0784)</td>
<td>0.1151 (0.0565)</td>
</tr>
<tr>
<td></td>
<td>0.0749 (0.0485)</td>
<td>0.0852 (0.0753)</td>
<td>0.1035 (0.0555)</td>
<td>0.0745 (0.0490)</td>
<td>0.0853 (0.0756)</td>
<td>0.1035 (0.0549)</td>
</tr>
<tr>
<td></td>
<td>0.3789 (0.3075)</td>
<td>0.3598 (0.4054)</td>
<td>0.4394 (0.2404)</td>
<td>0.3794 (0.3074)</td>
<td>0.3644 (0.4037)</td>
<td>0.4391 (0.2392)</td>
</tr>
<tr>
<td></td>
<td>1.1000 -$a$</td>
<td>3.0117 (0.3242)</td>
<td></td>
<td>1.1000 -$a$</td>
<td></td>
<td>3.0089 (0.3233)</td>
</tr>
</tbody>
</table>

Table 1: Model $A$, $\alpha_0 = 0.1$, $\alpha_1 = 0.1$ and $\beta_1 = 0.5$: median and MAD in brackets of 5,000 MLEs of $(\alpha_0, \alpha_1, \beta_1)$ for various choices of the fitting innovation distribution with/without the WS constraint.

$^a$USCD Garch Toolbox automatically sets the lower bound of the parameter $\nu$ equal to 1.1. When the simulated innovation distribution has heavy tails as in the $t_3$ case, the maximisation routine always reaches the lower bound showing no variability in the estimates.
Table 2: Model A, $\alpha_0 = 0.1$, $\alpha_1 = 0.1$ and $\beta_1 = 0.5$: median and MAD in brackets for the 5,000 estimates of MRE and FUV. Estimation performed with different fitting innovations with/without the WS boundary.
Figure 1: (a) SS domain for normal innovations derived through a Monte Carlo integration, dotted lines, with different samples size: left panel $n = 1,000$, central panel $n = 10,000$ and right panel $n = 100,000$. Superimposed the WS domain, solid straight line, and the SS domain, solid line, using (4) and (7) respectively. Capital letters on the right panel show the coordinates in the stationarity domain of the simulated models. (b) SS domain for different innovations derived through a Monte Carlo integration with $n = 100,000$: normal distribution, black bold solid line; standardised $t$ distribution, light grey lines and from right to left with $\delta = 60$, dotted line, $\delta = 30$, dashed line, $\delta = 9$, dashed-dotted line and $\delta = 3$ solid line, outermost line; standardised GED, dark grey lines and from left to right with $\nu = 1$, solid line, $\nu = 2$, dashed line, $\nu = 4$ dashed-dotted line and $\nu = 6$ dotted line, innermost line. Capital letters show the coordinates in the stationarity domain of the simulated models.
Figure 2: Model A, $\alpha_0 = 0.1$, $\alpha_1 = 0.1$ and $\beta_1 = 0.5$. Normal kernel contour plot of the joint distribution $(\hat{\alpha}_1, \hat{\beta}_1)$ with dark grey cross for the simulated parameters.