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Abstract—The Metaverse constitutes a collective virtual world
platform that integrates a range of emerging technologies, in-
cluding artificial intelligence, web 3.0, blockchain, advanced
hardware, and other cutting-edge innovations. In the metaverse,
the metahuman is considered a vital part. The demand for con-
current interaction, motion, and emotion generation in metaverse
avatars, mirroring real-world human counterparts, is witnessing
a notable upsurge within academic and industrial domains. In
order to address this concern, the present study proposes a
real-time motion and expression generation approach integrated
with MediaPipe for the Metaverse. Furthermore, we deploy the
Mediapipe integrated metahuman creation process in the Unreal
engine, which shows the performance is better than the other
existing methods.

Index Terms—Human-centered computing, human-avatar in-
teraction, motion capture, metaverse.

I. INTRODUCTION

The Metaverse represents a virtual universe that emulates
real-world activities, encompassing a multitude of diverse
engagements and interactions. The meta-human constitutes a
vital component within the Metaverse, and its significance has
been particularly amplified during the COVID-19 pandemic.
There has been a sudden surge in demand for a human-centric
Metaverse experience, driven by the unique circumstances and
challenges posed by the pandemic [1]. In the metaverse, meta-
humans can participate in a variety of diverse activities, such
as classroom, training, conferences, concerts, entertainment,
travel, shopping, business, social gatherings, etc [2]. In order
to facilitate these functionalities, users must be empowered
to transmit real-time motion information within the metaverse
environment. Consequently, it is imperative that meta-human
consistently align with the motion of the respective users they
represent.

In [3], the authors propose a Wi-Fi-based smart home system
for human pose estimation in metaverse avatar simulation. They
utilize WiFi channel state information (CSI) to classify human
pose and activity, as well as generate avatars based on the data
obtained from WiFi sensing data. The collection of CSI sensing
data suffers from phase shift problems, which negatively impact
the extraction of information such as behavior and heartbeat,
consequently leading to a decline in the performance of avatar
construction. Therefore, paper [4] correct CSI phase shifts us-
ing phase compensation and sliding window. Furthermore, they

propose a wireless sensing dataset for the metaverse. Instead
of depending single device, wang et al.[5] propose semantic
sensing information transmission for the metaverse. Combine
multiple sensing data for example mobile phones, wifi, and
others encode first using semantic encoding before sending to
the metaverse to reduce information loss. However, the sensor-
based metahuman creation process has some major limitations.
For instance, facial details expression is difficult to create
in the metaverse, also it is difficult to identify gender using
sensor data. In paper [6], proposes real-time virtual humans in
the metaverse as well as generating six facial expressions by
setting parameters. This process is not dynamic, avatars only
use predefined expressions. In [7], adopt Octree-based real-
time metahuman simulation in the metaverse. However, the
performance of synchronization and delay needs to improve.

Our work uses an open-source deep learning-based platform,
Mediapipe which is developed by Google, to generate real-time
human poses, movements, and facial expressions in the meta-
verse.The remainder of the research is organized as follows:
Section II illustrates the proposed system. Implementation de-
scription described in section III. Finally, section IV concludes
the paper with the future direction.

II. PROPOSED SYSTEM

The proposed system model is illustrated in Figure 1. As we
can see, the user’s real-time video is captured using a webcam
or pre-recorded videos can be used. The captured video then
passes through the Mediapipe plugin, which estimates land-
marks. After that, in the metaverse, the metahuman avatar will
be connected with the Mediapipe plugin using an animation
blueprint. Where avatar movement and facial expression will
reflect the real-time input provided by the Media-pipe plugin.

We employ the MediaPipe Holistic model which is a com-
bination of two Mediapipe models: pose detection and face
detection. Although the pose detection model also includes face
detection, it does not capture facial expressions in detail.By
using the Holistic model, we can generate an avatar that exactly
mimics real-human expressions in real-time. The Holostick
landmark utilizes a machine model to facilitate the continuous
generation of gestures, poses, and actions. It relies on 468 face
landmarks, 33 pose landmarks, and 21 hand landmarks for each
hand.
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Fig. 1: Instantaneous synchronization of avatar motion with
real-world physical movements.

III. IMPLEMENTATION DESCRIPTION

In the creation of the metaverse, we utilize the Unreal Engine
platform. However, it is worth noting that Mediapipe can also
be seamlessly connected with other platforms, such as Unity
3D. We utilize Unreal Engine 5.1 on a Windows 10 operating
system with 64-bit architecture, equipped with 16 GB RAM,
and a Core 15-8500 processor. Additionally, we employ Visual
Studio 2022 and Visual C++ as our development tools. In
order to use Mediapipe in the Unreal Engine, it is necessary
to enable specific plugins, including MediaPipe4ULiveLink,
MediaPipe4UGStreamer, GStreamer, and MediaPipe4U. In our
study, we employ the Unreal Metahuman character. In the case
of Maximo 3D character, it is necessary to connect the skeleton
bones according to the Mediapipe bone hierocracy.

IV. CONCLUSION

We apply Mediapipe for real-time avatar creation in the
metaverse. We can utilize webcam or recorded video in this
framework. This vision-based model will be suitable for meet-
ings, conferences, and classrooms inside the metaverse. In
future work, there is an opportunity to utilize additional Me-
diaPipe features such as audio classification, text embedding,
and language detection for the metaverse.
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Fig. 2: Full body motion generation and facial expression
mimicking.
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