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ABSTRACT

As a preliminary step for assessing the impact of global positioning system (GPS) refractive delay data in
numerical weather prediction (NWP) models, the GPS zenith tropospheric delays (ZTDs) are analyzed from 51
permanent GPS sites in the western Mediterranean. The objectives are to estimate the error statistics necessary
for future assimilation of GPS ZTD data in numerical models and to investigate the variability of the data in
this area. The time series, which were derived continuously from November 1998 to June 2001, are compared
with independent equivalent values derived from radiosonde profiles and the High-Resolution Limited-Area
Model (HIRLAM) NWP model. Based on over two years of data, the difference between radiosonde and GPS
ZTD has a standard deviation of 12 mm of delay and a bias of 7 mm of delay. Some sites have biases as high
as 14 mm of delay. The bimodal distribution of residuals, with a higher bias for daytime launches, indicates
these biases may be due to radiosonde day–night measurement biases. The biases between the GPS ZTD and
HIRLAM estimates are smaller, but the 18-mm ZTD standard deviation is significantly greater. The standard
deviation of the residuals depends strongly on the amount of humidity, which produces an annual signal because
of the much higher variability of water vapor in the summer months. The better agreement with radiosonde data
than HIRLAM estimates indicates that the NWP models will benefit from the additional information provided
by GPS. The long-term differences between the observational data sources require further study before GPS-
derived data become useful for climate studies.

1. Introduction

Humidity is a highly variable parameter in atmo-
spheric processes and plays a crucial role in atmospheric
motions on a wide range of scales in space and time.
Limitations in humidity observation accuracy, as well
as temporal and spatial coverage, often lead to problems
in numerical weather prediction—in particular, predic-
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tion of clouds and precipitation. The verification of hu-
midity simulations in operational weather forecasts and
climate modeling is also difficult because of the lack of
high temporal and spatial resolution data. Ground-based
global positioning system (GPS) receivers have been
proposed as a possible data source (Bevis et al. 1992)
to improve both model validation and the initial model
state used in forecasts.

The refractive delay of GPS radio signals measured
by ground-based receivers is a function of pressure, tem-
perature, and water vapor pressure. The hydrostatic
component of the zenith delay can be estimated from
surface pressure measurements and removed, leaving
the nonhydrostatic component of the refractive delay,
which is nearly proportional to the content of water
vapor and, hence, is called the wet delay.
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The refractive delay of radio waves in the atmosphere
is a large source of error for precise positioning using
space geodetic measurement techniques, contributing a
range error in the zenith direction on the order of 2.4
m. This motivated the early work on methods to model
the error source (Saastamoinen 1972; Davis et al. 1985;
Askne and Nordius 1987; Elgered et al. 1991) in order
to remove it and, thus, increase the accuracy of space
geodetic positioning estimates. Herring (1990) and Tral-
li and Lichten (1990) developed methods to include the
zenith delays as unknown parameters to be simulta-
neously estimated in the positioning calculation. Bevis
et al. (1992) proposed the use of these estimated delays
as a means for studying the atmosphere.

Ground-based GPS receivers are an attractive source
of humidity data for weather prediction in that they are
portable, are economic, and provide measurements that
are not affected by rain and clouds. They cannot in-
dependently provide a humidity profile as do radio-
sondes (RS), but they have the advantage of providing
automated continuous data whereas operational radio-
sondes usually provide two or four measurements per
day. Other ground-based measurements, such as water
vapor radiometers or photometers, are affected by rain
and clouds.

Many authors carried out studies to increase the ac-
curacy of the technique, typically using a small number
of stations. Rocken et al. (1993) were the first to dem-
onstrate agreement between water vapor radiometer–
(WVR) and GPS-derived relative estimates of integrated
water vapor (IWV), with a level of agreement of about
1 kg m22. Evaluation of absolute rather than relative
IWV was made possible by extending the horizontal
extent of the network, which also reduced biases in the
estimates (Duan et al. 1996; Tregoning et al. 1998).
Systematic errors were reduced by using improved map-
ping functions relating the delay observed at a given
satellite elevation to the zenith delay, and by using im-
proved antenna phase-center correction models (Niell
2000; Fang et al. 1998; Mader 1999). Tests that included
gradients as a first approximation for laterally varying
refractivity structure around the sites demonstrated that
the estimation of zenith delays is robust with or without
including these gradients (Ruffini et al. 1999; Bar-Sever
et al. 1998). One long-term study (Emardson et al. 2000)
detected instrumental biases due to antenna radomes and
the resulting contamination of network solutions. This
study used independent data from other instruments, in
particular water vapor radiometers, to demonstrate the
accuracy of the data. It has been demonstrated that the
integrated water vapor can be retrieved using ground-
based GPS observations with the same level of accuracy
as radiosondes and microwave radiometers (Elgered et
al. 1997; Bevis et al. 1992; Rocken et al. 1995; Duan
et al. 1996; Emardson et al. 1998; Tregoning et al. 1998).

As the technique has improved, the potential of this
method has been realized as an important source of
humidity observations for numerical weather prediction

(NWP) models (Kuo et al. 1996; Zou and Kuo 1996)
and for climate studies (Yuan et al. 1993). There have
been efforts in North America and Europe dedicated to
exploiting the data to improve forecasting. The first
study of its kind was the ‘‘GPS/STORM’’ experiment,
which took place in the high-tornado-risk area of the
midwestern United States (Rocken et al. 1995). This ex-
periment compared GPS water vapor measurements with
radiosonde measurements during a time period that in-
cluded more than six major storms and demonstrated the
validity of the method. Since then, the U.S. National
Oceanic and Atmospheric Administration (NOAA) has
installed an operational network to further research the
use of a ground-based GPS-integrated water vapor ob-
serving system for weather forecasting (Smith et al. 2000;
Gutman and Benjamin 2001). GPS IWV data from an
extensive network of stations in the Baltic region were
compared with NWP model delayed-mode assimilation
reanalyses and forecasts for a 4-month period (Yang et
al. 1999). The difference between the NWP reanalyses
and GPS IWV for 25 sites had a bias of 20.1 kg m22

and a root-mean-square (rms) error of 2.3 kg m22. For
some sites the bias was as high as 2.4 kg m22 and the
rms was as high as 3.4 kg m22, though the data that were
used were later found to contain errors due to the site-
specific radome equipment and have since been improved
(Emardson et al. 2000). In general, the level of agreement
between the GPS and the NWP reanalyses was approx-
imately the same as the agreement of the reanalyses with
the radiosondes. An extensive array of GPS receivers
installed in Japan for earthquake research is now being
used by the Japan Meteorological Agency (JMA) to re-
trieve IWV for planned assimilation in NWP models. In
preliminary comparisons with the JMA objective anal-
yses, the IWV was shown to track incoming storm fronts,
but the data had some biases on the order of 2–4 kg m22

(Iwabuchi et al. 2000).
Concurrent with efforts in the United States to in-

corporate the GPS zenith tropospheric delay (ZTD) data
into NWP models, the Meteorological Applications of
GPS-Integrated Column Water Vapor in the Western
Mediterranean (MAGIC) project was begun in Europe
with similar objectives (Haase et al. 2001). MAGIC was
a 3-yr project financed in part by the European Com-
mission. The project objectives were to test the usefulness
of the GPS data for NWP model validation, to develop
the assimilation algorithms necessary for incorporating
this data into NWP models, and to study the long-term
use of these data in climate model validation.

The focus of this paper is the presentation of error
statistics from the comparison of the GPS ZTD with
radiosonde data and the HIRLAM 6-h forecasts. This
will provide the necessary input for determining the
error covariance matrix of the observation operator in
the three-dimensional and four-dimensional variational
assimilation algorithms in the HIRLAM forecasts. The
comparison among the three datasets has been carried
out continuously over a time period greater than two
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annual cycles. The present study provides a comparison
in a region that is climatically very different from the
Baltic (Yang et al. 1999) and the midwestern United
States (Smith et al. 2000), and, thus, provides additional
important insight for effective use of the data.

2. GPS data processing

a. Network design, station distribution, and data flow

The data processing carried out for the MAGIC project
includes data from 51 permanent GPS stations (Fig. 1).
In order to reduce the computational load of the network
geodetic solution, we divided the GPS network into three
subnetworks—one in France, one in Italy, and one in
Spain—with each subnetwork containing six common
International GPS Service (IGS) reference stations. The
three estimates of tropospheric delay at the common IGS
stations are used to monitor the consistency of each sub-
network solution and are used for testing the sensitivity
of the ZTD solutions to the network geometry.

The GPS data are collected daily in the receiver-in-
dependent exchange (RINEX) format with a 30-s sam-
pling rate from the IGS data centers and other agencies
responsible for permanent regional station archives. Sur-
face meteorological data taken at the GPS sites (pres-
sure, temperature, relative humidity) are also down-
loaded where they are available. The RINEX data are
quality checked and stored until the final precise IGS
orbits (Kouba and Mireault 1998) become available,
approximately 2 weeks later.

The GPS data are processed at three institutions in-
volved in the MAGIC project to ensure consistent results
independent of the software used. The Centre National
de la Recherche Scientifique (CNRS) Géosciences Azur
laboratory in France processes all MAGIC stations, us-
ing the GPS at Massachusetts Institute of Technology
(GAMIT) software (Bock et al. 1986; King and Bock
1999). The Institute for Space Studies of Catalonia
(IEEC) in Spain processes a subset of IGS stations using
the GPS Inferred Positioning System (GIPSY) software
point-positioning strategy (Webb and Zumberge 1997;
Zumberge et al. 1997; Ruffini et al. 1999; Flores et al.
2000). The Italian Space Agency (ASI) in Italy pro-
cesses the Italian stations using the GIPSY software and
has tested both a network-processing and a point-po-
sitioning strategy (Pacione et al. 2001). The ZTDs es-
timated by the three centers are then archived so that
an ongoing, routine comparison among subnetworks,
processing centers, and radiosonde and HIRLAM data
can be used to validate the results. The entire procedure
has been automated and runs routinely with very limited
user input. Here, we present the results from the CNRS
Géosciences Azur data-processing center.

b. Zenith tropospheric delay retrieval

The quantity observed by the GPS receiver is the
interferometric phase measurement of the distance from

the GPS satellites to the receiver. The processing soft-
ware must resolve or model the orbital parameters of
the satellites, solve for the transmitter and receiver po-
sitions, account for ionospheric delays, and solve for
phase cycle ambiguities and clock drifts, in addition to
solving for the tropospheric delay parameters of interest.
This requires the same type of GPS data-processing soft-
ware as that which is used for high-precision geodetic
measurements. We use the GAMIT software (Bock et
al. 1986; King and Bock 1999), which solves for the
ZTD and other parameters using a constrained batch
least squares inversion procedure.

The tropospheric delay for a zenith path is the integral
of the refractivity N over height in the atmosphere. The
refractivity can be described as a function of temperature
T, the partial pressure of dry air Pd, and the partial
pressure of water vapor e (Smith and Weintraub 1953;
Thayer 1974; Davis et al. 1985):

P e edN 5 k 1 k 1 k , (1)1 2 3 2TZ TZ T Zd w w

where k1, k2, and k3 are constants that have been de-
termined experimentally, and Zd and Zw are the com-
pressibilities of dry air and water vapor, respectively.
The best statistical estimates of the constants based on
published results (Bevis et al. 1994) are k1 5 0.7760 K
Pa21, k2 5 0.704 K Pa21, and k3 5 0.03739 3 105 K2

Pa21.
The ZTD is, therefore,

toa

26ZTD 5 10 N dzE
zant

toa P e ed265 10 k 1 k 1 k dz, (2)E 1 2 3 2TZ TZ T Zd w wzant

where zant is the height of the GPS antenna and toa is
the top of the atmosphere.

Using an equation of state of the form Pi 5 riRiZiT,
for the ith component of a mixture of gases, this can be
rewritten as

toa

26ZTD 5 10 k R r dz1 d E
zant

toa

261 10 R (k 2 «k ) r dzy 2 1 E y

zant

toa ry261 10 R k dz, (3)y 3 E Tzant

where r is density, ry is the contribution of water vapor
to the density of the air, Rd is the gas constant for dry air,
Ry is the gas constant for water vapor, and « 5 Rd/Ry is
the ratio of the gas constants for dry air and water vapor.

The ZTD may now be considered as the sum of two
terms,
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FIG. 1. MAGIC GPS station distribution. Shaded circles indicate sites with radiosonde sites
within 50 km. Boxes indicate the six sites used as common reference sites in the processing.

ZTD 5 ZHD 1 ZWD, (4)

where the hydrostatic delay is
toa

26ZHD 5 10 k R r dz, (5)1 d E
zant

and the nonhydrostatic or ‘‘wet’’ delay is

toa

26ZWD 5 10 R (k 2 «k ) r dzy 2 1 E y

zant

toa ry261 10 k R dz. (6)3 y E Tzant

The zenith hydrostatic delay (ZHD) typically ranges
from 2.0 to 2.3 m at sea level, and the zenith wet delay
(ZWD) varies from approximately 0.05–0.06 m at the
Poles to 0.30–0.35 m in the Tropics.

The GPS measurement is made along the line of sight
from the ground station to the satellite, which is rarely
in the zenith direction. Therefore, mapping functions
are needed to take into account the dependence on sat-
ellite elevation. We use the Neill mapping functions,
which are different for the hydrostatic and wet com-
ponent of the delay. These have been shown to be less
sensitive to the lower limit of elevation angles when
compared with other mapping functions (Niell 2000).
The mapping is solely a function of elevation and not

azimuth. This is valid when the data used are limited
to measurements collected more than 108 above the ho-
rizon and when the time of the measurement is long
enough to average out the smaller-scale variations that
provide the largest azimuthally dependent signals. It has
been shown that the values obtained for zenith delays
are insensitive to whether lateral gradient parameters
are included in the solution (Bar-Sever et al. 1998). The
total tropospheric delay is then modeled as

h wZTD(Q) 5 ZHD 3 M (Q) 1 ZWD 3 M (Q), (7)

where M(Q) is the mapping function that accounts for
the elevation angle and first-order refractive bending of
the pathlength through the troposphere, the superscripts
h and w refer to hydrostatic and wet, respectively, and
Q is the satellite elevation angle.

The GAMIT software parameterizes ZTD as a sto-
chastic variation from the Saastamoinen model (Saas-
tamoinen 1972), with piecewise linear interpolation in-
between solution epochs. GAMIT is very flexible in that
it allows a priori constraints of varying degrees of un-
certainty. The variation from the hydrostatic delay is
constrained to be a Gauss–Markov process with a spec-
ified power density of 2 cm h21/2, referred to below as
the ‘‘zenith tropospheric parameter constraint.’’

We designed a 12-h sliding window strategy in order
to process the shortest data segment possible without
degrading the accuracy of ZTD estimates. The Gauss–
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TABLE 1. Table of parameters used in the MAGIC data processing.

IGS final orbits are used; orbits are reestimated across day bound-
aries.

Reference frame is the ITRF97.
Network station constraints are provided on six IGS sites.
Data are processed in three subnetworks.
Zenith parameters constraint is a Gauss–Markov process with pow-

er density 2 cm (h)2½.
Cutoff satellite elevation angle is 108.
12-h sliding window is used, with ZTD extracted from the central

4 h.
GPS data sampling interval is 60 s.
Antenna phase-pattern corrections are applied following the IGS

recommendations (Mader 1999).
Zenith delay is estimated at 15-min intervals.
Tropospheric delay is mapped into zenith delay using the Niell

mapping functions (Niell 2000).
GPS observables are doubly differenced LC (ionosphere free) ob-

servations, ambiguity free solution.
Bad satellite and station observations are removed automatically,

based on the corresponding phase observation residuals.

Markov process provides an implicit constraint on the
ZTD estimate at a given epoch from observations at
preceding and following epochs, which means that the
accuracy is expected to be lower at the beginning and
end of each window. We, therefore, extract ZTD esti-
mates from the middle 4 h of the 12-h window and then
move the window forward by 4 h.

Station coordinates are constrained to values from a
precise long-term geodetic solution in order to avoid any
correlation between coordinates and ZTD estimates. Any
errors in the coordinates, in particular the height com-
ponent, would otherwise directly bias the estimated ZTD.
Tregoning et al. (1998), for instance, showed that a 5-
cm height error at a fixed station could map into a 0.5-
mm ZTD bias at another site 800 km away. Precise es-
timates of both station coordinates and velocities in the
same reference frame as the IGS satellite orbits are need-
ed to take into account the station position change caused
by global and regional tectonic movements. We, there-
fore, compute a geodetic solution from the data accu-
mulated on a weekly basis in order to account for the
GPS site motions and to ensure the best possible a priori
site position. We tightly constrain the positions of six
stations of the IGS network (GRAZ, KOSG, NOTO,
VILL, WTZR, ZIMM) to the latest 1997 International
Terrestrial Reference Frame (ITRF97) values and the sat-
ellite orbits to the final IGS ephemerides. We fit new
parameters to the IGS ephemerides in order to have
smooth orbit estimates across the day boundary. These
processing parameters are summarized in Table 1.

To refine our data-processing strategy, we performed
a systematic test of all the parameters that could have
a significant impact on the ZTD estimates during the
GPS analysis: the cutoff satellite elevation angle, the
tropospheric constraint, the variation of orbit quality
[using Scripps Institution of Oceanography (SIO), Jet
Propulsion Laboratory (JPL), and IGS precise final orbit
products], the reference network, and uncertainties in

station coordinates. The test network included the
MAGIC reference network (six IGS stations) and eight
other stations, most of them having radiosonde obser-
vations within 50 km. We performed the test on a dataset
that covers the period from 10 May to 10 June 1999.
The maximum differences are on the order of 0.1 6 1.5
mm of delay. In addition, we compared the solutions of
the three processing centers (ASI, CNRS, and IEEC),
using different software packages and strategies, and
found differences of 1 6 7 mm delay. This standard
deviation of 7 mm is the best estimate of the random
error of the GPS ZTD measurements.

For the main objectives of the MAGIC project, the
GPS-derived ZTD, rather than integrated water vapor,
will be used directly as an assimilated variable in the
3D variational system. However, at eight stations of the
network, surface pressure measurements are available
for part of the 2.5-yr period. For these sites, the hydro-
static delay is calculated and the ZTDs are transformed
routinely into IWV for validation purposes in the fol-
lowing manner. Saastamoinen 1972 (see, also, Davis et
al. 1985) derived an expression for the ZHD given in
Eq. (5) using the hydrostatic assumption and adopting
a standard atmospheric temperature profile. This yields
a function for the gravitational acceleration at the center
of mass of the atmospheric column, which is a function
solely of latitude u and height above the geoid H:

21ZHD 5 [(0.002 276 8 6 0.000 000 5) m hPa ]

P03 , (8)
f (u, H )

where P0 5 surface pressure (hPa),

22g 5 0.784 m s [ f (u, H ) 6 0.0001], and (9)m

21f (u, H) 5 1 2 0.002 66 cos2u 2 0.000 28 km 3 H.

(10)

In order to derive an expression for wet delay, fol-
lowing Askne and Nordius (1987), we define the mean
temperature of water vapor in the atmospheric column
as

toa

r dzE y

zant
T 5 . (11)m toa r dzyE Tzant

The definition of IWV (kg m22) of a column above
height zant is defined as

toa

IWV 5 r dz. (12)E y

zant

Using these expressions, the wet component of the delay
ZWD can be written as
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R R k IWVd d 326 26ZWD 5 10 (2k « 1 k )IWV 1 10 ,1 2« « Tm

and this can be inverted to solve for IWV:

610
IWV 5 ZWD. (13)

k3R 2k « 1 k 1y 1 21 2Tm

Bevis et al. (1992) derived a linear relationship between
Tm and the surface temperature Ts, based on radiosonde
profiles from 9000 sites in the United States,

T 5 70.2 1 0.72T ,m s (14)

in order to estimate IWV without access to information
about the whole atmospheric column to provide Tm.
Emardson and Derks (2000) improved the derivation of
Tm by fitting 120 000 radiosonde profiles from 30 sites
in Europe with a quadratic regression. This is the for-
mula that we use to transform ZWD to IWV:

2ZWD 5 (a 1 a DT 1 a DT )IWV,0 1 2 (15)

where DT 5 Ts 2 Tav; Ts is the surface temperature; and
where Tav, a0, a1, and a2 are the following constants:

T 5 283.49 K,av

3 21a 5 6.458 m kg ,0

22 3 21 21a 5 21.78 3 10 m kg K , and1

25 3 21 22a 5 22.2 3 10 m kg K . (16)2

Whereas previous studies have concentrated on dem-
onstrating the quality of GPS-derived IWV, we have
concentrated on evaluating zenith tropospheric delay as
the final product rather than precipitable water or in-
tegrated water vapor. This is done, first of all, because
the ZTD is a more direct product of the raw GPS ob-
servations that is free of errors due to pressure sensors
and uncertainties in the derivation of Tm. Second, ZTD
is expected to become the preferred measure in modern
NWP models using 3D or 4D variational data assimi-
lation. Such systems combine different types of obser-
vations with a recent forecast field in an optimal way,
resulting in the statistical best estimate of the current
state of the atmosphere. For this to work properly, a
precise statistical description is necessary for the errors
of each type of observation (and any existing correla-
tions), as well as the errors of the forecast variables. If
supplementary observations at the GPS site exist, it is
beneficial to assimilate them in parallel with ZTD in the
NWP systems rather than to use them to transform ZTD
to IWV. However, certain data assimilation systems need
IWV rather than ZTD. Similarly IWV will be preferred
in certain types of climate studies. Note that 1 kg m22

of IWV or 1 mm of PW corresponds to approximately
6.4 mm of zenith tropospheric delay.

3. Characteristics and time variability of the GPS
ZTD data

The GPS ZTD time series have been analyzed for 2.5
yr for the majority of the 51 sites of the network. The
ZTD time series for a typical station, such as ZIMM
(Fig. 2), shows an annual variation with lower values
in the winter months and higher values in the summer
months. We determined the annual variation for each
site as the best-fit sinusoid. The annual variation in ZTD
ranges from 25 to 75 mm, depending on the site, with
most sites around 40–50 mm. Sites on the Atlantic coast
have lower-amplitude annual variation, probably be-
cause of the moderating effect of the ocean on climate
(Fig. 3). Sites on the lee side of the Alps have higher
annual variation, possibly due to the combined effects
of a rain shadow in the winter and high moisture from
the Mediterranean in the summer. The annual variation
is due primarily to the wet component, even though the
wet delay is only 5% of the total delay.

We estimate the higher-frequency variability by tak-
ing the rms of the ZTD time series after removing the
sinusoidal annual variation. This higher-frequency var-
iability ranges from 22 to 40 mm of delay, once again
primarily due to the wet component. The variability
depends on the total water vapor content and, hence,
shows a dependence on altitude of the station (Fig. 4).
Higher-altitude inland stations tend to have lower var-
iability. Sites with some of the highest variability are
found at coastal Mediterranean stations. The northern
Mediterranean stations, in particular, are located in a
region well known for large abrupt changes in the
weather associated with secondary cyclogenesis in the
Gulf of Genoa (Doswell et al. 1998).

An often cited advantage of the GPS ZTD data, rel-
ative to other sources of data, is the high sampling rate
of 1 per 15 min, which comes at no extra operational
cost. The spatial resolution of the GPS ZTD data is
effectively limited by averaging raw observations over
an elevation angle range from 108 to the vertical. Given
a humidity scale height of 2 km and an average velocity
of advection of air masses on the order of 30 km h21,
this implies that independent measurements of the hu-
midity structure would be made at about 40 min inter-
vals. The 15-min ZTD interval oversamples the ex-
pected time variation, and so we apply a ZTD variance
constraint in the processing with a power density of 2
cm h21/2. Though the same constraint was applied to all
sites, we found that the true variance of the ZTD data
is different depending on the geographic location.

Structure functions are one way to characterize the
temporal variability of the time series, as shown by
Jarlemark and Elgered (1998). We calculate structure
functions D for the ZTD time series using the definition

2D(t) [ ^[ZTD(t 1 t) 2 ZTD(t)] &, (17)

where t is the time epoch of the measurement, t is the
time lag, and the angle brackets indicate the expected
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FIG. 2. From top to bottom: zenith tropospheric delay (mm), zenith wet delay (mm), integrated water vapor (kg m 22),
surface specific humidity, surface temperature (8C), surface pressure (hPa), difference between GPS ZTD and HIRLAM
ZTD (mm of delay), and difference between GPS ZTD and radiosonde ZTD (mm of delay) measured at site ZIMM
from 1 Jan 1999 to 31 Dec 1999.

value or average. The structure function generally fol-
lows a power law,

aD(t) 5 c 3 t , (18)

where c is a constant, termed the variance rate, and a
is the power-law index, with values ranging between 1

(Jarlemark and Elgered 1998) and 2/3 (Treuhaft and
Lanyi 1987). Examples of average structure functions
from two high-latitude (ZIMM and WTZR) and two
low-latitude (NOTO and LAMP) sites for the entire
length of the time series are shown in Fig. 5. The value
at the lower-limit time lag indicates the sample-to-sam-
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FIG. 3. Geographical dependence of the amplitude of the annual
variation of GPS ZTD. A symbol scaled with the size of the annual
term is plotted at the location of the GPS site.

FIG. 4. High-frequency variability, measured here as the rms var-
iation of the ZTD time series after the annual term has been removed,
is on the order of 20–40 mm of ZTD. The variability shows a de-
pendence on the water vapor content through the inverse dependence
on altitude of the site.

FIG. 5. Structure functions for low-latitude sites NOTO and LAMP
(gray) and high-latitude sites ZIMM and WTZR (black). Average
structure functions are calculated for time lags from 30 min to 1 day
using 2 yr of data.

ple variance at 30-min intervals. We fit a constant, c,
to the structure function for each site for time lag from
30 min to 2.5 h, assuming a value for a of 1. We find
a variance rate that ranges from 500 to 2000 mm2 day21,
depending on the site, with sites at lower latitudes, in
general, having higher variance rates. We believe this
indicates that water vapor fields have higher variability
in the low midlatitudes because the distribution is less
dominated by synoptic-scale dynamics. The time vari-
ability and its latitudinal dependence will be discussed
further in the HIRLAM comparison section.

Most, but not all, of this variability is predicted by a
simple correlation with temperature and surface humid-
ity because of the combined effects of increasing evap-
oration and a strong increase in the water vapor satu-
ration pressure. Mendes (1999) reviewed the accuracy
of several models for calculating ZWD based solely on
surface parameters and a simple functional dependence
on height. Based on radiosonde data, he determined that
the ZWD could be predicted with a standard deviation
of 627 mm for sites in the continental United States.
We calculate a regression fit to ZWD as a function of
specific humidity measured locally at the antenna
height, qsurf. This gives a correlation coefficient of 0.88
and a residual of 623.9 mm:

4ZWD 5 1.7555 3 10 q 2 5.0 6 23.9 mm.surf (19)

The mean wet delay over this time period is 123.0
mm. The standard deviation of 623.9 mm, which is not
correlated with surface humidity measurements, is due
to the humidity variations in the upper atmosphere. This
upper-atmosphere signal is 4 times the 7-mm precision
level of the GPS ZTD data that was estimated from the
processing methodology intercomparison. This gives an
indication of the significance of the impact GPS data

would have in data assimilation over a simple clima-
tological representation based on surface measurements.

4. Comparison with radiosonde data

Radiosondes are the primary operational source of
upper-air humidity observations. Therefore, they are a
good source of independent validation data for dem-
onstrating the potential value of GPS ZTD data for fu-
ture assimilation.



NOVEMBER 2003 1555H A A S E E T A L .

a. Radiosonde data processing

The radiosonde profiles come from the World Mete-
orological Organization (WMO) Global Telecommuni-
cations Service (GTS) and, for the purpose of this project,
are provided by the Danish Meteorological Institute
(DMI). As part of the automatic processing procedure,
we download radiosonde data regularly from the DMI
for launch sites closer than 50 km to the GPS sites. To
generate values from the radiosonde profiles that are di-
rectly comparable to the GPS ZTD data, the integral in
Eq. (3) is transformed from an integral over geometric
height to an integral over pressure, using the assumption
of hydrostatic equilibrium, dP 5 2g(z)r(z)dz,

Pant 1
26ZTD 5 10 k R dP1 d E g0

Pant 1 k3261 10 R q 2k « 1 k 1 dP, (20)y E 1 21 2g T0

where Pant is the pressure at the antenna height, and q
5 ry /r is the specific humidity.

The calculation of the ZTD from RS records for com-
parison with GPS ZTD is done in a number of steps as
follow: 1) quality checking of radiosonde profiles; 2)
conversion of dewpoint temperatures to relative and spe-
cific humidity; 3) transformation of the radiosonde pro-
file to correct for altitude offsets between GPS and ra-
diosonde sites; 4) numerical integration of the trans-
formed profile, calculating separately ZHD, ZWD, and
IWV, and compensating for the change in g with pres-
sure; and 5) addition of the contribution to delays from
above the radiosonde profile.

1) QUALITY CHECKING OF RADIOSONDE PROFILES

First we reject profiles that start high above ground
level, leading to initial pressure levels that are not within
100 hPa of that expected for a standard atmosphere at
that latitude and altitude. Then, we reject profiles that
have large gaps (greater than 200 hPa) in pressure be-
tween recordings of temperature or humidity, which can
occur when unreliable data are discarded, particularly
for air temperatures below 2408C. A decrease in hu-
midity within the profile at the 100–200-hPa level would
otherwise go undetected.

2) CONVERSION FROM DEWPOINT TEMPERATURES

TO SPECIFIC HUMIDITY

We minimize systematic biases that can be introduced
when converting between dewpoint and relative or spe-
cific humidity using inconsistent methods (J. Elms 2000,
personal communication). The bias is on the order of
2.3 mm of ZTD between certain standard conversion
formulas (Vedel 2000, 2001). First, we invert the con-
version formula used by Digicora radiosonde stations,
the most widely used in Europe, leading to an approx-

imation of the relative humidity actually measured by
the sensor,

esat (T )approx dewrh ø , (21)
esat (T )approx

where Tdew, and T are taken from the GTS radiosonde
report; and the function for the saturation pressure
esatapprox is given by

R (T 2 T )3 0esat 5 R exp , (22)approx 2 [ ]T 2 R4

with R2 5 611.21 Pa, R3 5 17.502 K, R4 5 32.19 K,
and T0 5 273.16 K.

This approach gives good estimates of relative hu-
midity in an average sense (Vedel 2000, 2001), because
most of the sites are Digicora stations. Second, the cal-
culated estimate of the measured relative humidity is
converted to the specific humidity using a more precise
formula [taken from the NWP HIRLAM model, e.g.,
Sass et al. (1999)],

(«)(rh)(esat )(T )HIRLAMq 5 , (23)
P 2 (rh)(esat )(T )(1 2 «)HIRLAM

with P and T provided from the radiosonde report, and
rh from Eq. (21). The formula for esatHIRLAM is given by

R (T 2 T )3 0esat 5 R exp , (24)HIRLAM 2 [ ]T 2 R4

with R2 5 610.78 Pa, T0 5 273.16 K, R3pice 5 21.875
K, R3pliquid 5 17.269 K, R4pice 5 7.66 K, R4pliquid 5 35.86
K, with the ‘‘ice’’ constants being used below 2158C
and the ‘‘liquid’’ constants above freezing, and a gradual
change, linear in T, from the ice constants to the liquid
constants from the 2158 to 08C interval.

3) CORRECTION FOR ALTITUDE OFFSETS BETWEEN

SITES

The GPS and radiosonde sites are not collocated. For
the comparisons we have selected pairs with separations
of less than 50 km, which will limit the effects of hor-
izontal variations in atmospheric properties. It is nec-
essary, however, to correct for vertical offsets, because
the delay is a strong function of surface pressure or
mass, which varies strongly with altitude. The largest
altitude offsets are on the order of 1.7 km, but most are
much smaller.

We convert the GPS heights, which are geometric
heights relative to the 1984 World Geodetic System
(WGS84) ellipsoid, to a height relative to mean sea
level, using the geoid 1996 Earth Gravitational Model
(EGM96) (Lemoine et al. 1997). For GPS antenna levels
above the lowermost radiosonde level, the properties at
the antenna level are found by interpolation. For GPS
antenna levels below the radiosonde launch level, the
properties at the antenna level are estimated by extrap-
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olation, assuming a constant temperature lapse rate of
20.006 55 K m21, and constant relative humidity at the
value of the lowermost radiosonde level. The outcome
in both cases is a transformed profile, valid from the
GPS antenna level to the top of the radiosonde record.
We do not attempt to shift or preserve the boundary
layer structure, considering these errors are smaller than
the assumptions that horizontal variations between the
radiosonde and GPS site locations are negligible.

4) INTEGRATION OF ZHD, ZWD, AND IWV OVER

THE TRANSFORMED RADIOSONDE PROFILES

ZTD is calculated as the sum of the hydrostatic and
wet delays. Having access to both T and P, we tested
the precision of the Saastamoinen formula for the hy-
drostatic term that is based on an assumed average tem-
perature profile.

In the integrations we do not use the geopotential
heights provided in the radiosonde data that are based
on certain assumptions for g. We take into consideration
the height dependence of g as

2Rsg(z) 5 g , (25)s1 2R 1 zs

where gs ø 9.780 356 m s22 (1 1 a1 sin2u 1 a2 sin22u),
a1 5 5.2885 3 1023, a2 5 25.9 3 1026,

ReR ø , (26)s
2 2 2Ï(R /R ) sin u 1 cos ue p

Re ø 6378.1 km, and the average Pole radius is Rp ø
Re 221.5 km (Lide 1992). Using instead a constant
value of g will result in significant offsets. For g 5
9.806 65 m s22, such a bias is of the order 25 mm at
midlatitudes.

The relation between pressure and height is deter-
mined from the hydrostatic equation and the equation
of state, yielding

1
R T 1 2 q 2 1 D lnP 5 2gDz. (27)d 1 2[ ]«

We use this to numerically calculate g as a function of
pressure, which is then used in Eq. (20) to find ZTD.

The integrated water vapor is calculated by numerical
integration of Eq. (28) (which is exact for a hydrostatic
atmosphere), once again taking into account the height
variation of gravitational acceleration, and the differ-
ence in height between the GPS antenna and the radio-
sonde launch:

Psite q
IWV 5 dP. (28)E g0

5) CONTRIBUTION FROM ABOVE THE MEASURED

PROFILES

The first term of the integral in Eq. (20), the hydro-
static component, includes a significant contribution
from above the radiosonde profile. We derive an ex-
pression for that based on the assumptions of a hydro-
static atmosphere, constant temperature from the top of
the radiosonde profile and above, and

2R 1 zs 1g(z) 5 g , (29)11 2R 1 z 1 zs 1

which gives

k R P R T1 d 1 d 1DZHD ø 1 1 25g (R 1 z )g1 s 1 1

2R Td 11 2 , (30)6[ ](R 1 z )gs 1 1

with T1, g1, z1, and P1 being the values at the top of the
known profile. Here, DZHD is added to the ZHD derived
by numerical integration over the measured profile,
yielding the total ZHD. The water vapor density is neg-
ligible above the top of the radiosonde profiles; there-
fore, no contribution is added to ZWD or IWV.

The results for the hydrostatic component, ZHD, are
found to be very close to the results based on the Saas-
tamoinen formula, with maximum systematic offsets of
less than 0.5 mm of delay (Vedel 2001). The assumption
of a constant temperature profile, as adopted by Saas-
tamoinen, has no significant negative effect upon the
estimate of ZHD, and the Saastamoinen formula can,
in general, safely be used to estimate ZHD from the
surface pressure data.

In the comparisons, it important to keep in mind that
the radiosonde data also have errors associated with
them. There are random errors in the temperature of
60.58C. The relative humidity sensor has errors of
62%–3%. There are gross outliers that are removed to
some extent by the screening employed above. More
important, there may be systematic errors in the radio-
sonde data (Eskridge et al. 1995; Parker and Cox 1995).
Historically, these have been due to differences in in-
strumentation, though instrumentation in western Eu-
rope has become standardized before the start of our
experiment. Thermal lag and radiative characteristics of
radiosonde thermometry affect the perceived pressure
level at which temperature measurements are reported.
These lag and radiative effects increase with height.
Daytime radiation corrections are typically 278C be-
tween 100 and 30 hPa. Because these vary with solar
radiation, then the time of launch, as well as balloon
size and rate of ascent, can produce errors in the data.
These errors show up as systematic differences between
night and day radiosonde launches (WMO 1996). Sys-
tematic differences in albedo (over ocean surfaces or
clouds) also increase errors in the radiative corrections.
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TABLE 2. GPS ZTD–radiosonde comparison table. Comparison of the zenith tropospheric delay derived from the GPS measurements with
those integrated from the radiosonde profiles. The column Dis gives the horizontal distance between the radiosonde launch site and the GPS
antenna; dz is the difference in altitude between the GPS antenna and the radiosonde launch site.

GPS name Radiosonde ID Dis (km) dz (m)
GPS altitude

(m) Bias (mm) Std dev (mm)
No. of data

points Correlation

ACOR
AJAC
BRST
CAGL
CART

08001
07761
07110
16560
08430

2
3

10
15
48

252
45

274
187

219

15
54
21

192
43

6.7
6.9

11.9
14.3
12.6

11.7
11.5
11.7
13.3
18.1

674
47

221
2487

576

0.958
0.949
0.966
0.953
0.901

CASC
GRAZ
HFLK
KOSG
MEDI

08579
11240
11120
06260
16144

26
9
6

44
15

282
144

1743
49

21

23
491

2336
53
10

7.9
24.1

1.6
2.9
3.3

14.7
7.6
6.6

10.6
9.2

531
418
457

2946
1083

0.947
0.987
0.980
0.976
0.984

OBER
SJDV
VILL
ZIMM
ALL

10868
07481
08221
06610

—

27
35
32
40
—

107
142

238
417

—

596
382
595
908
—

6.1
5.2
9.1
6.1
6.8

8.9
10.8
11.3
11.5
12.3

1291
1192

906
1427

14256

0.980
0.969
0.952
0.961
0.996

FIG. 6. Avg and std dev of the difference between GPS ZTD and
radiosonde ZTD for each station. Stations are sorted alphabetically.
Avg and std dev for all stations together are shown by ALLp. There
is only 1 month of data for AJAC.

Data-processing algorithms for treating humidity mea-
surements below 20% and those made at low ambient
temperatures have been inconsistently applied (Elliott
and Gaffen 1991; Elliott 1993; Wade 1994). Liljegren
et al. (1999) have shown that the age of the radiosonde
at the time of launch has contributed to biases in the
humidity measurements, which led to differences up to
2 mm of integrated water vapor, if uncorrected. These
possible error sources will be considered in later dis-
cussions of the comparison results.

b. Results of the GPS–radiosonde comparison

We compared GPS and radiosonde-derived ZTD cal-
culated at the 14 GPS stations for which we have ra-
diosonde profiles nearby (Table 2, Fig. 1). Because of
the uncertainty between the atmospheric state at the two
sites, which may be separated by as much as 50 km,
there is a limit to the level of agreement that can be
expected. However, the extremely low scatter of the
residuals shows very good agreement of the two data-
sets.

Table 2 and Fig. 6 show the result of the comparison,

together with the horizontal separation and difference
in altitude between the GPS and the radiosonde launch
sites. The standard deviation of the residuals is 612.3
mm, which is the equivalent of approximately 2 kg m22

of integrated water vapor error. Nine sites show small
biases, less than 7 mm of delay, that are systematically
positive (GPS ZTD greater than RS ZTD). The standard
deviation for the best sites is near the level obtained in
the comparisons carried out between different GPS pro-
cessing centers, 67 mm, indicating that the agreement
is at the limit of the precision of the GPS technique.
The correlation coefficients between the datasets are
very high, greater than 0.9 at all sites (Table 2).

There is no correlation of the bias with the altitude
difference between the radiosonde launch site and the
GPS site (Table 2). This demonstrates that the height
correction applied before integration of the radiosonde
profiles was successful in removing the first-order ef-
fects of this difference, even for sites with vertical off-
sets as large as 1700 m. If uncorrected, the difference
in ZTD would be on the order of 0.28 mm of delay per
meter of height difference. The sites where large vertical
corrections are necessary tend to be sites in mountainous
regions where, because of the high altitude, the inte-
grated water vapor is generally lower. NWP algorithms
must take into account the vertical offset between the
GPS observation altitude and the model orography be-
fore the data can be assimilated. The standard deviation
of the radiosonde residual and the bias show a depen-
dence on the absolute site altitude, with the lowest-
altitude stations having much higher residuals. The low-
altitude stations also have the highest humidity, and the
horizontal variability between the GPS and radiosonde
site is probably greater.

Figure 2 displays an example of the 1-yr time series
and the GPS–radiosonde residuals. There is a strong
seasonal signal that is visible in the residual time series,
with the standard deviation significantly higher in the
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summer than in the winter. The mean and the standard
deviation of the residuals are calculated for each station
for each month (Figs. 7a,b). The standard deviation in-
creases from about 7 mm of ZTD in the winter to about
15 mm of ZTD in the summer. A few sites, such as
CAGL and CART, have exceptionally high residuals.
The level of agreement of 7 mm of ZTD for most sites
during the winter months indicates that the measure-
ments are consistent with the precision level of the GPS
ZTD measurements.

The observation of an increase in standard deviation
of the residuals with increasing humidity could have
several possible origins, either in the GPS ZTD data,
the radiosonde data, or the natural variability of the
water vapor fields themselves. The summertime stan-
dard deviation of 15 mm of ZTD would correspond to
an error of approximately 2–3 kg m22 of integrated
water vapor, or 6%–9% of typical values of integrated
water vapor for these stations. This is significantly high-
er than the specified random error level of the radio-
sonde humidity sensors, which is nominally less than
5%. The most likely source for this seasonally depen-
dent error is the spatial variability of the humidity fields.
During periods of high humidity, the distribution of wa-
ter vapor is more heterogeneous and, thus, more likely
to have significant lateral variations in the structure that
would lead to higher disagreement between the GPS
and radiosonde measurement sites.

In terms of integrated water vapor, the comparison
with radiosonde measurements shows a bias of 0.4 kg
m22 and a standard deviation of 2.3 kg m22. The level
of agreement is consistent with previous studies (Bevis
et al. 1992; Rocken et al. 1995; Duan et al. 1996; Emard-
son et al. 1998; Tregoning et al. 1998), and slightly
better in terms of bias. The better agreement could be
caused by the fact that, having processed a very long
time series, our estimates of the bias is less sensitive to
transient signals in the humidity.

The distribution of the residuals is bimodal. For ex-
ample, at MEDI, the radiosondes launched at noon show
a bias of 6.5 mm, while the ones launched at midnight
show a bias of 0.3 mm (Fig. 8). There is no significant
difference in the standard deviation of 8.1 versus 8.9
mm. This is true for the entire dataset. Furthermore, the
midday bias varies seasonally, but the midnight bias is
relatively constant over the year (Figs. 7c and 7d). One
cannot argue that the biases are higher during the day
because of higher humidity and higher variability, be-
cause we show that the mean GPS ZTD is the same
during the day and night (Fig. 7e). This indicates that
the seasonal biases between the GPS and the radio-
sondes seen in Fig. 7 are most likely due to the day–
night humidity bias present in the radiosonde measure-
ment, rather than in a humidity bias related to the GPS
measurement. The fact that this day–night radiosonde
bias scales with humidity produces the seasonal depen-
dence. The day–night bias of radiosondes has been doc-
umented in simultaneous flight tests comparing many

standard radiosondes with a reference radiosonde
(WMO 1996). Our results indicate the effects of these
biases on the humidity measurements. On the other
hand, we have no basis for distinguishing the origin of
the small positive bias of GPS ZTD relative to the mid-
night radiosonde data, which could equally likely be
attributed to a GPS or a radiosonde error source. The
standard deviation of the GPS minus radiosonde ZTD
has the same seasonal variation both in the midday and
the midnight radiosonde comparisons.

5. Comparison with the DMI HIRLAM NWP
model

We wish to compare modeled versus observed ZTD
at higher temporal resolution than the typical 6-h in-
terval, typically available from archived analysis fields.
Therefore, we implemented a version of the operational
HIRLAM running at the DMI specifically for the MAG-
IC project that was centered on the western Mediter-
ranean. The model has a resolution of 0.38 with 31 ver-
tical levels. The region extends from 2338 to 39.38 lon-
gitude and from 248 to 55.58 latitude. Analyses (assim-
ilation of new observational data without including the
GPS ZTD data) are made every 6 h (0000, 0600, 1200,
1800 UTC). The maximum forecast length for the data
provided are 6 h. The boundary fields come from the
European Centre for Medium-Range Weather Forecasts
(ECMWF). Except for the limits of the region and the
necessary modifications to extract the data for the MAG-
IC project, the model we run is the same as the oper-
ational model being used at DMI.

We calculate the ZTD values from the model fields
of HIRLAM, extracting the data at the locations of the
GPS points every 15 min from the 6- and 12-h forecast
run. The properties of the atmosphere above each GPS
site are calculated first by a horizontal interpolation
within the HIRLAM grid. Second, a vertical transfor-
mation is applied to the atmospheric profile at the GPS
site to allow for the offset in altitude between the HIR-
LAM surface and the real surface (the specified altitude
of the GPS antenna). Here, we adopt a method described
by Majewski (1985), which is widely used for mapping
meteorological data from one model grid to another.
After the vertical shift of the atmospheric profile, we
derive estimates of the 2-m temperature and humidity.
Then, we carry out a numerical integration of the model
fields to estimate ZTD, ZWD, and IWV at the GPS
antenna level. The integration uses the same method-
ology as that used for the radiosonde profiles.

The comparison statistics between the ZTD values
extracted from HIRLAM and those derived from the
GPS analysis are shown in Table 3 and Fig. 9. The bias
in ZTD is 3.4 mm, with a standard deviation of 18.1
mm. The equivalent error in terms of IWV, assuming
most error is associated with the wet component and
not the hydrostatic component, would correspond to a
0.5 kg m22 bias and 3 kg m22 standard deviation. These
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FIG. 7. (a) Time-dependent behavior of the mean GPS–radiosonde ZTD difference over a 2.5-yr time period, (b) std
dev of the GPS–radiosonde ZTD difference, (c) mean GPS–radiosonde ZTD residuals for midday radiosonde launches,
(d) mean GPS–radiosonde ZTD residuals for midnight radiosonde launches, and (e) mean GPS ZTD values for each
site with midday launches (triangles) and midnight launches (squares). The mean residuals are much lower for midnight
launches and have no annual variation even though the mean humidity (represented by mean GPS ZTD) is the same
for midday and midnight.
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FIG. 8. Histogram of GPS–radiosonde ZTD residuals for station
MEDI. Dark curve is midday launches with mean of 6.5 and std dev
of 8.1 mm of ZTD; light curve is midnight launches with mean of
0.3 and std dev of 8.9 mm of ZTD.

results are close to those obtained by Kuo et al. (1996)
and Yang et al. (1999), which are on the order of a 0.5
kg m22 bias and 2.5 kg m22 rms. The bias and standard
deviation for the 6-h forecast is not significantly dif-
ferent than the 12-h forecast.

The correlation between the GPS and HIRLAM ZTD
is high, but it is lower than that for the radiosonde ZTD
(Table 3). The correlation decreases for lower-latitude
sites (Fig. 10).

Figure 11 shows that the agreement between GPS and
HIRLAM increases when the altitude of the site in-
creases, contrary to what might be expected, given the
resolution of the model orography. This is consistent,
however, with the observation that the agreement is bet-
ter for low humidity and, hence, low-humidity vari-
ability situations. It is also consistent with the GPS–
radiosonde residuals. The bias is systematically positive
for all but three stations.

There is a strong correlation between the standard
deviation of the GPS–HIRLAM residuals and the lati-
tude of the site (Fig. 11). This correlation is not obvious
in the radiosonde comparison, and the standard devia-
tion is not nearly as high as for the GPS–HIRLAM
comparison. This, and also the fact that the correlation
decreases at lower latitudes, indicates that HIRLAM
does not model the moisture as well at low latitudes.
This is not unexpected for the implementation of HIR-
LAM at the Danish Meteorological Institute, which has
been tuned to run within higher-latitude limits. It could
also be the case that HIRLAM forecasts better for high
latitudes where dynamical forcing dominates, rather
than in the Mediterranean where the evolution of het-

erogeneous high-humidity fields may be more domi-
nated by physics. It could also indicate that the scale of
variability is smaller-or has higher temporal variability
at low latitudes, than the HIRLAM resolution is adapted
to model. This also can be seen in Fig. 12 where sites
where GPS and HIRLAM agree less well are also sites
that have a high variance rate in the structure function.
In any case, the humidity information provided by GPS
would be expected to have the greatest impact for as-
similation in lower latitudes, based on this observation.

There is no obvious correlation between the HIR-
LAM–GPS bias and standard deviation and the prox-
imity of a radiosonde launch site. The agreement might
be expected to be better because the humidity infor-
mation in HIRLAM derives almost exclusively from the
radiosonde observations. However, that is not the case.
This may be indicative that the timescale of humidity
variation is much shorter than the typical 6- or 12-h
radiosonde observation interval.

Once again, there is a strong seasonal signal in the
residual time series, with the standard deviation signif-
icantly higher in the summer than in the winter. The
mean and the standard deviation of the residuals are
calculated for each station for each month. The standard
deviation increases from about 12 mm of ZTD in the
winter to about 24 mm of ZTD in the summer. All sites
are well above the 7-mm level of precision of the GPS
ZTD measurements. The mean across the network is
around 5 mm of ZTD. In contrast to the GPS–radiosonde
comparison, this mean does not vary between noon and
midnight measurements, and is very similar to the mid-
night mean GPS–radiosonde comparison. There is no
clear dependence of the mean GPS–HIRLAM differ-
ences on the season. Because the level is similar in both
comparisons, we suspect that the relatively stable 5-mm-
level positive bias may be a characteristic of the GPS
observations, though the source of this bias is unknown.

6. Error correlations

Part of the GPS ZTD data assimilation methodology
development that is undertaken in the MAGIC project
requires the characterization of the errors, and, in par-
ticular, the investigation into the horizontal correlation
structure of the data errors. The GPS–radiosonde resid-
uals are calculated at each epoch for a given pair of
GPS stations, and then the correlation coefficient be-
tween the residuals is calculated. The correlation co-
efficient is plotted as a function of the distance sepa-
rating the pair of GPS stations in Fig. 13. This is done
for each pair of stations that have nearby radiosonde
data. The GPS–radiosonde residual can be considered
as an estimate of the error, and for the purposes of
assimilation into NWP models, it would be preferable
that the errors at one GPS site were not correlated with
another GPS site. However, there is some indication that
the correlation coefficient is higher for GPS stations
pairs that are closer together. The correlation coefficient
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TABLE 3. Comparison of the zenith tropospheric delay derived from the GPS measurements with those calculated from the HIRLAM 6-h
forecasts. The Alt is the altitude of the GPS antenna relative to mean sea level, and dz is the difference between the GPS antenna altitude and
HIRLAM orography. This height difference is taken into account by an interpolation or extrapolation of the model fields.

Station Lat (8N) Lon (8E) Alt (m) dz (m)
ZTD bias

(mm)
Std dev
(mm)

No. of data
points Correlation

ACOR
ALAC
AQUI
BELL
BZRG

43.364 38
38.338 92
42.368 84
41.599 62
46.499 02

28.398 93
20.481 23
13.350 34

1.401 14
11.336 80

14.9
14.3

667.2
803.6
279.5

2120.9
2215.9
2419.4

309.0
21162.4

1.7
6.7
0.7
3.8

22.6

19.8
19.9
16.8
17.0
19.2

16 153
19 417
15 661
29 230
29 856

0.88
0.89
0.90
0.92
0.94

CAGL
CART
CASC
CHAT
COSE

39.135 91
37.586 75
38.693 41
45.304 14
39.201 42

8.972 75
21.012 04
29.418 52

6.358 56
16.310 41

191.8
43.5
22.8

799.3
618.2

57.1
25.0
28.6

2959.4
211.0

5.1
5.4
0.8
3.6
5.6

19.3
20.0
24.4
17.7
22.6

32 138
13 562
23 042
16 969
10 173

0.89
0.88
0.82
0.90
0.81

CREU
EBRE
ESCO
FCLZ
GENO

42.318 84
40.820 89
42.693 57
45.643 00
44.419 39

3.315 60
0.492 36
0.975 66
5.985 68
8.921 14

83.8
57.7

2455.2
1308.7

110.8

65.8
2239.1

916.8
542.9

2164.5

5.4
2.8
3.5
6.4
5.2

19.9
21.6
11.3
12.6
20.1

26 521
31 037
18 749
29 519
33 185

0.92
0.92
0.93
0.95
0.93

GINA
GRAS
GRAZ
HFLK
KOSG

43.675 72
43.754 74
47.067 13
47.312 90
52.178 43

5.786 98
6.920 57

15.493 48
11.386 09

5.809 64

331.5
1269.4

490.9
2336.0

53.5

2128.9
561.3

279.8
809.5

36.1

3.4
2.0
2.1
2.9
1.1

16.7
15.0
13.8

9.7
12.8

31 161
26 093
31 524
30 175
32 264

0.94
0.94
0.96
0.96
0.97

LAMP
LLIV
MAHO
MARS
MAS1

35.499 77
42.478 13
39.897 36
43.278 77
27.763 74

12.605 66
1.973 05
4.268 50
5.353 79

215.633 28

19.9
1415.8

50.1
12.4

155.4

19.4
2121.7

40.2
293.8

35.8

8.6
6.7

24.0
1.4
0.1

25.0
13.9
23.1
18.7
24.2

27 847
16 913

9613
24 441
22 562

0.81
0.93
0.81
0.92
0.78

MATE
MEDI
MELI
MICH
MODA

40.649 13
44.519 96
35.289 90
43.924 16
45.213 78

16.704 46
11.646 81

22.939 24
5.717 35
6.710 08

490.0
9.7

11.5
577.4

1129.1

265.7
276.0
263.3
230.2

21009.9

1.0
1.3

23.1
3.3
7.2

17.8
17.2
23.0
15.4
16.9

32 231
32 835
12 404
30 659
30 425

0.91
0.95
0.82
0.94
0.92

MTPL
NOTO
OBER
SFER
SJDV

43.637 44
36.876 11
48.086 17
36.464 34
45.879 08

3.864 84
14.989 81
11.279 87

26.205 65
4.676 57

91.3
85.2

595.7
39.5

382.4

215.6
277.1

18.5
12.6
20.9

11.1
5.8
3.6
1.9
3.7

17.8
25.7
12.9
21.8
14.8

14 446
26 681
32 787
30 476
28 720

0.93
0.83
0.96
0.82
0.94

TORI
TOUL
UNPG
UPAD
VILL

45.063 37
43.560 77
43.119 39
45.406 72
40.443 59

7.661 28
1.480 76

12.355 70
11.877 93

23.951 98

262.7
158.6
303.4

39.4
595.3

2151.0
27.6

293.6
16.7

2174.6

2.4
3.6
8.5
0.3
0.6

17.2
17.8
17.7
15.9
17.4

30 864
27 669
22 641
26 553
31 627

0.96
0.93
0.92
0.96
0.89

WTZR
ZIMM
OVERALL

49.144 20
46.877 10

—

12.878 91
7.465 28

—

619.2
907.5
—

72.4
22.2

—

2.5
7.7
3.4

12.2
13.2
18.1

32 741
31 719

1 073 283

0.96
0.95
0.99

is less than 0.3 at greater than 600-km separation, but
there are not enough data from the 14 GPS stations to
determine with confidence the distance dependence of
the error correlation at short distances.

The same is done for the GPS–HIRLAM 0–6-h fore-
cast residuals (Fig. 14). Once again, the residuals are
calculated at each time for a given pair of GPS stations,
and the correlation coefficient between the residuals is
calculated. The correlation coefficients are plotted as
crosses in Fig. 14 as a function of the distance separating
the pair of GPS stations. Here there are enough data to
average the correlation coefficients over bins in 25-km
distance ranges, shown as circles. The correlation drops
off quickly and on average is below 0.3 at less than
200-km distance, but there are a significant number of

station pairs that have a correlation greater than 0.3
between 200 and 400 km. An e-folding scale on the
order of 200 km is not unrealistic for error correlations
near the ground for HIRLAM variables, but further stud-
ies are needed to clarify how much of the correlation
can be attributed to the GPS data.

7. Discussion

In this section we discuss the implications the error
characteristics of the data have for ongoing and future
assimilation tests. Then, we discuss the main problems
in handling the data: carrying out the processing within
a short delay and handling the relatively large biases
that vary significantly over the timescale of 1 month.
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FIG. 9. Avg and std dev of the difference between GPS ZTD and
HIRLAM ZTD for each station. Stations are sorted by latitude with
latitude increasing to the right. Note the trend for smaller std dev for
higher-latitude sites. Avg and std dev for data from all stations to-
gether are shown by ALLp.

FIG. 10. Magnitude of the correlation coefficient between the GPS ZTD and HIRLAM ZTD
time series for each site, with sites sorted by increasing geographic latitude. The correlation
decreases with decreasing latitude.

Last, we review the possible remaining sources of error
that merit further investigation in both the radiosonde
and GPS dataset.

The objective of this study was to investigate the
potential for improving initial humidity fields in NWP
models based on the available quality of the data. The
outlook is promising because of the better agreement of
the GPS ZTD data with the radiosonde data than with
the HIRLAM fields. The GPS–HIRLAM residuals have
a standard deviation of 18 mm of ZTD. To put this in
context, the standard deviation of the ZTD time series
with a sinusoidal yearly signal removed is 33 mm, and
the standard deviation of the ZTD minus an estimated
ZTD based on a linear regression on the surface hu-
midity is 23 mm. Therefore, there is on the order of 24
mm of variation in the ZTD data due to the signal from
upper-level humidity. The best estimate of the precision

of the GPS data is 12 mm based on the radiosonde
comparison. Thus, there is a potential additional vari-
ance reduction of at least 55% to be achieved in assim-
ilating the GPS ZTD data as compared with the 40%
variance reduction in going from surface predictions of
total column humidity to the HIRLAM-modeled values.
An important further benefit from GPS ground obser-
vations is the order-of-magnitude increase in reporting
frequency in comparison with present observations of
the upper-air humidity field: observations are available
at fractions of hours as compared with the typical launch
frequency of 12 h for radiosondes. Likewise they will
increase the spatial resolution of the upper-air humidity
observing network, which is currently poorer than for
most other important atmospheric properties.

The GPS data processing strategy has been modified
to run in near–real time (NRT) (Ge et al. 2000). In
operational weather prediction, meteorological obser-
vations are typically assimilated every 6 h. With the
new generation of meteorological satellite observations
provided at intervals of 1 h 40 min and the new gen-
eration of 4D variational models, which can assimilate
observations made at any time rather than the histori-
cally chosen 6-h intervals, the reporting delay currently
required by the World Meteorological Organization
(WMO 1996) is approximately 1 h 45 min at the latest.
We have compared the NRT estimates with the precise
postprocessed estimates of ZTD from 1 month of data
at 15 sites in western Europe, and there is a negligible
bias and a standard deviation of less than 6.1 mm in
the ZTD estimates in comparison with using IGS final
orbits. This is less than the 7-mm level of precision of
GPS-derived ZTD from IGS final orbits, based on the
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FIG. 11. (a) The std dev of the difference between the GPS ZTD
and the HIRLAM 6-h forecast decreases as altitude increases. The
model is successful in reproducing the observed ZTD in mountainous,
high-altitude terrain, even though the HIRLAM model orography is
of very low resolution. (b) The std dev decreases as latitude increases,
indicating dynamics are better modeled by HIRLAM in higher-lati-
tude regions than in the Mediterranean.

FIG. 12. The std dev of the GPS–HIRLAM ZTD residuals increases
as the ZTD structure function variance rate for each site increases.
The variance rate gives an indication of the variance of ZTD for short
time lags. A high variance rate means high-amplitude rapid temporal
variations in ZTD.

intercomparisons of results from different software.
While future operational assimilation would use the
NRT estimates of ZTD, currently the number of stations
whose data are available in NRT in Europe is not suf-
ficient to carry out a detailed analysis. Therefore, the
results presented in this paper were the postprocessed
estimates of ZTD derived from the final IGS orbits with
a 2-week delay. The total number of sites is rapidly
approaching the number of radiosonde sites, 51 GPS
sites as compared with 123 radiosonde sites, used in
this study. The installation of new GPS stations is in-
creasing at a rapid rate in Europe. This steady increase
in the quantity of available data in comparison with
other observations will soon provide sufficient weight
for definitive NRT NWP impact tests.

Throughout the comparisons that we carried out, cor-
relations exist that indicate that the bias and the standard

deviation increase with increasing humidity. This is par-
ticularly obvious in the monthly comparisons where
there is a higher standard deviation for higher-humidity
summer months. It is also clear in the elevation depen-
dence of the standard deviation, where low-elevation
stations that are closer to sea level have higher humidity
and a high standard deviation of GPS–radiosonde re-
siduals. High-altitude stations, even though there may
be a large topographic height correction applied, gen-
erally have much lower biases and standard deviations
because they tend to have less overall humidity. This
also shows up in the comparisons where the standard
deviation of the residuals increases with lower-latitude
stations, consistent with higher averages of water vapor
content at lower latitudes.

Through the comparisons, we demonstrated that there
is a significantly poorer fit of HIRLAM to the GPS data
as latitude decreases and as mean integrated water vapor
increases. This indicates that there is a high potential
benefit for improving model forecasts in the Mediter-
ranean region, in particular. The low-latitude sea level
sites, with high humidity due to their proximity to the
warm Mediterranean Sea, are particularly poorly mod-
eled. This will be tested in future assimilation studies.

The most important drawback to the current dataset
is the relatively large biases we have shown in the com-
parisons. There is some indication that the errors are
not random and independent at the level of 1 kg m22

of water vapor (about 6.4 mm ZTD). The biases at three
individual stations in the radiosonde comparison exceed
the equivalent of 1 kg m22 in water vapor. This does
not reduce the potential impact of the GPS ZTD data,
if the biases are understood well enough to be removed.
For example, if they are constant over some temporal
scale at each site, then the data can be empirically cor-
rected and assimilated without serious complications.
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FIG. 13. Correlation coefficient for ZTD GPS–radiosonde differences compared between sites
as a function of separation between the GPS sites.

FIG. 14. The correlation coefficient for the GPS–HIRLAM6 differences compared between sites
as a function of separation. The circles are the correlation coefficients averaged over 50-km bins.

The standard deviation is relatively well understood and
shows similar trends in both the radiosonde and HIR-
LAM comparisons. It is well below the signal level;
therefore, we do not expect it to pose any particular
problems.

We also showed that significant biases exist in the
radiosonde data that are most likely due to day/night
biases and that reach up to 15 mm ZTD during humid
summer months. Temperature biases have been shown
to exist in radiosonde comparisons where multiple types
of radiosonde equipment have been flown simultaneous-
ly with a reference radiosonde (WMO 1996). There is
a background positive bias of less than 5 mm of ZTD
that is present in both day and night radiosonde data

comparisons that does not correlate with seasonal var-
iations in humidity. This is the maximum likely bias
that may be attributed to the GPS data or data-processing
method.

The biases show a coherent regional pattern over
timescales on the order of 1 month, indicating that they
are more or less typical for a given geographical lo-
cation. In addition, however, there is some seasonal var-
iation in the amplitude of these biases. One possible
approach is to remove a monthly or weekly mean bias
from the GPS ZTD data before assimilation into an NWP
model. However, it is not the best approach for consid-
ering future applications for climate studies, where the
long-term seasonal biases may interfere with the inter-
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pretation of long-term trends in the GPS ZTD data.
Interestingly, long-term biases are small or nonexistent
in the comprehensive studies that have been carried out
by NOAA in the midwestern United States. The most
obvious difference would be the scale of the topography
and resulting complications in synoptic weather pat-
terns, such as secondary cyclogenesis in the Alps and
Mediterranean, as compared with the relatively flat and
homogeneous land surface of the midwestern United
States.

The GPS–radiosonde biases are not unambiguously
correlated with the GPS–HIRLAM biases, making it
likely that there are several remaining sources of bias
in the datasets. We now provide a short discussion of
these potential error sources.

a. ‘‘Instrumental’’ GPS error sources

The mapping function describes the elevation angle
dependence of the geometrical ray path and assumes a
horizontally stratified atmosphere with no azimuthal
variations in the volume sampled by the receiver. We
use the Niell mapping functions, which provide empir-
ical relations for that mapping based on atmospheric
datasets with typical scale heights. If the average vertical
structure at the site is significantly different from that
on which the functions were based, or varies seasonally,
then this could create biases. The Niell mapping func-
tions have been shown to be the best average functions
for reducing these biases (Fang et al. 1998; Niell 2000)
and in fact, this is true for our dataset as well, averaged
across the entire network. The regional and seasonal
variations in the biases could be due to systematic local
variations, and should be the subject of further study.
Some stations may be placed where the axisymmetric
assumption is not true over hours, days, weeks, or even
over the year. A site at the coast, on average, may have
a marked difference in atmospheric properties to the
inland and seaside, at least during periods of days and/
or over the diurnal cycle during certain weather con-
ditions. Likewise, a site that has mountains to the one
side and lowlands to the other may not be symmetric
because of differences in the boundary layer or problems
with the ability of the receiver to monitor down to the
same elevation angle in all directions. Even for axisym-
metric structures, upper-level moisture that creates a sig-
nificant departure from an exponentially distributed hu-
midity profile would tend to produce a high bias from
the mapping function approximations. It would most
likely create a positive bias, because the ray pathlength
variation would tend to be positive. The magnitude of
any bias, based on the differences that could be observed
using a range of nonoptimal mapping functions in past
studies (Fang et al. 1998), would probably be on the
order of 5–10 mm of ZTD.

Local multipath of the GPS signal can cause system-
atic variations in the data at low elevations that could
possibly cause a bias in the ZTD. Normally, the geodetic

sites that are used here have good sky visibility and
multipath-reducing choke-ring antennas in order to re-
duce this effect. Recently, in the Japan GPS Earth Ob-
servation Network (GEONET), it was found that the
metallic structure of the geodetic monument changed
the antenna phase-center and multipath variations sig-
nificantly, leading to biases as large as 7 mm of ZTD
(Ohtani 2002). The possibility that this could be a prob-
lem at the Mediterranean sites is less likely, because the
monuments are typically concrete pillars. This could be
tested, however, by running a nearby standard antenna
on a tripod at a site with a high bias. Multipath-induced
errors would not be a likely cause of biases that had
seasonal variations. Foliage on trees blocking visibility
to the site could produce a seasonal variation in mul-
tipath; however, the MAGIC network sites have no such
obstructions.

Persistent large-scale horizontal gradients in atmo-
spheric structure could lead to regional biases. Solving
for ZTD gradient parameters in orbit calculations has
been shown to decrease the rmse of the orbits. Thus,
there is some trade-off that should be the subject of
future investigation, through examination of systematic
variations in vertical coordinates and orbital geometry.
Whether this type of bias could attain levels comparable
to the biases that are seen (5–10 mm of ZTD) is not
known.

Atmospheric and hydrologic loading are phenomena
where the earth’s atmosphere or the distribution of con-
tinental water exerts loads on the surface and depresses
the crust. The vertical motion due to this deformation
is large enough to be detected in the signal by the GPS.
This would create a signal that is correlated with the
dry delay term of the tropospheric delay, but would tend
to average out for periods greater than the tidal cycle.
High pressure systems would create a positive bias in
the GPS signal, though not as large as the 15-mm ZTD
biases that we have observed. The feasibility of first-
order modeling of the signal and separating it from the
zenith delay signal requires further investigation.

b. Radiosonde errors

Radiosondes have typical instrumental temperature
sensor standard errors between 0.2 and 0.5 K, and rel-
ative humidity standard errors are 5%. In multiple flight
comparisons, the two-standard-deviation nighttime
flight-to-flight variation of temperature is within this
standard error. However the flight-to-flight temperature
variation during the day is 2–3 times as high. There are
biases between types of radiosondes that have been doc-
umented as a result of comparison tests (WMO 1996).
These show that variations in solar radiation heating of
the instruments remain a significant cause of systematic
errors in measured temperature and humidity. This
shows up most in differences between day and night
radiosonde launches where temperatures can be biased
by 0.9, 1.3, and 2.2 K at 300, 100, and 30 hPa, re-
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spectively, for the type of sonde most frequently used
in western Europe. Software corrections are applied for
solar radiation heating but are based on average flight
conditions. Radiosondes that fly over the relatively low
albedo ocean where backscattered radiation is lower
may have corrections applied that may be too large by
at least 20%. Backscattering from thick upper clouds
with high albedo may result in a software correction
that is too small.

Most radiosondes are corrected for the thermal lag of
the sensors, which can be given by a time constant mul-
tiplied by the velocity of ascent and the temperature
gradient. The error is from 0.1 to 0.3 K. However, in
strong temperature inversions the errors may be very
much larger.

Biases between types of relative humidity sensors
show systematic differences after passing through low
clouds or fog, where the external temperature sensors
have clearly become wet. This increases relative hu-
midity by at least 10% on average (Nash et al. 1995).
The dewpoint pressure that is reported is calculated from
the relative humidity measurement multiplied by the
saturated vapor pressure derived from the radiosonde
temperature. An error of 21.5% at 50% humidity can
result because the thermal lag of the relative humidity
sensor is usually much longer than the thermal lag of
the temperature sensor. This error can decrease the rel-
ative humidity by 4%–5% at temperatures from 2108
to 2308C. The actual correction for this error was not
determined in the radiosonde comparison because the
error seemed to affect all types of radiosondes in a sim-
ilar manner. The flight-to-flight sonde error (two stan-
dard deviations) for typical European radiosondes is 6%
from 40%–90% relative humidity and 4% from 10%–
20% relative humidity.

Last, significant humidity errors have been found to
depend on the age of the radiosonde, because of the
gradual absorption of materials in which the radiosondes
are stored that impede the influx of water molecules to
the sensor (Liljegren et al. 1999). This has been shown
to lead to an increase in the bias between the microwave
radiometer and radiosonde data of 1.55 kg m22 of in-
tegrated water vapor during the summer humid season
or about an increase of 10 mm ZTD, and an increase
in the standard deviation during the summer months as
well. This can now be corrected if the model number
of the radiosonde is known. For our study, we did not
have direct access to this information. While this error
has properties similar to the observations made about
our data, it does not explain the low bias for nighttime
launches.

In general, modern radiosondes typically used in
western Europe provide high-accuracy measurements,
and a good deal of progress has been accomplished
through the intercomparison tests to derive correction
algorithms. However, we see that there are some types
of situations that may still cause systematic errors: these
are the day–night differences, differences due to solar

radiation because of significantly different albedo, sys-
tematic errors due to thermal lag in ascent through in-
version layers, systematic humidity errors due to flight
through fog, and systematic errors due to the age of the
radiosonde. These represent potential systematic sources
of bias that in some cases could correlate with local site
conditions, such as coastal sites that sample cases pref-
erentially over the ocean or land, depending on the sea
breeze. Further pursuing such possible correlations is a
subject of future study.

8. Conclusions

The MAGIC project GPS ZTD data, because of its
long-term continuous comparison with radiosondes and
NWP model fields, is a unique dataset for evaluating
the error statistics of GPS ZTD data over several com-
plete annual cycles. The dataset is also unique in that
the HIRLAM forecast output is available at 15-min in-
tervals for the entire period, not the typical 6-h forecast
interval, so that comparisons can be carried out at a
large range of timescales. The dataset contains 51 sites
and covers 2.5 yr. The dataset also covers an altitude
range from sea level to 2500 m, with the climatic con-
ditions varying from the warm, humid climatic condi-
tions of the Mediterranean to Alpine conditions.

The GPS ZTD data show annual variations with am-
plitudes from 30 to 70 mm and shorter-timescale vari-
ability with an rms of up to 40 mm. The variation of
GPS ZTD on the annual timescale is positively corre-
lated with temperature and the temperature-induced hu-
midity variations. The annual mean GPS ZTD is de-
pendent on the pressure and, hence, altitude of the site.

Comparing 14 sites with radiosonde data within a
distance of 50 km shows that the two datasets are in
very close agreement, with biases less than 7 mm of
ZTD for 9 out of 14 sites, and standard deviations of
12 mm. The high-bias sites tend to be high-humidity,
low-altitude coastal sites. The biases increase during the
summer months, but only for the daytime launches, il-
lustrating that at least part of these biases are most likely
associated with day/night radiosonde biases and are not
an artifact of the GPS data processing. The scatter of
the residuals increases during the summer months when
more humidity is present and the humidity fields have
more temporal variability.

In the comparison with ZTD estimates calculated
from HIRLAM, the GPS–HIRLAM biases are smaller
than for the radiosondes, only 3.4 mm of ZTD. The
standard deviation of the GPS–HIRLAM residuals is
greater than for radiosondes, more than 18 mm of ZTD.
This indicates there is significant additional information
contained in the GPS data that has the potential to im-
prove HIRLAM initial humidity fields. The strong sea-
sonal dependence of the errors must be considered in
the statistics used for assimilation.

Examination of temporal structure functions and anal-
ysis of the annual variability in the GPS ZTD data in-
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dicated that GPS ZTD data are sensitive enough to re-
liably show spatial variations in average upper-air in-
tegrated water vapor over yearly timescales. Compari-
sons with midnight radiosonde launches show that these
data are as reliable as radiosondes and with only a small
but stable bias. These are promising conclusions for the
potential use of GPS ZTD data for studying climatic
variations of integrated water vapor and validation of
regional climate models. However, the biases, which
have some seasonal variation and some coherent re-
gional variation on monthly timescales, must be further
investigated before their use in climate studies.
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