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Chemical shift perturbation (CSP, chemical shift mapping or complexation-induced changes in chemical
shift, CIS) follows changes in the chemical shifts of a protein when a ligand is added, and uses these to
determine the location of the binding site, the affinity of the ligand, and/or possibly the structure of
the complex. A key factor in determining the appearance of spectra during a titration is the exchange rate
between free and bound, or more specifically the off-rate koff. When koff is greater than the chemical shift
difference between free and bound, which typically equates to an affinity Kd weaker than about 3 lM,
then exchange is fast on the chemical shift timescale. Under these circumstances, the observed shift is
the population-weighted average of free and bound, which allows Kd to be determined from measure-
ment of peak positions, provided the measurements are made appropriately. 1H shifts are influenced
to a large extent by through-space interactions, whereas 13Ca and 13Cb shifts are influenced more by
through-bond effects. 15N and 13C0 shifts are influenced both by through-bond and by through-space
(hydrogen bonding) interactions. For determining the location of a bound ligand on the basis of shift
change, the most appropriate method is therefore usually to measure 15N HSQC spectra, calculate the
geometrical distance moved by the peak, weighting 15N shifts by a factor of about 0.14 compared to
1H shifts, and select those residues for which the weighted shift change is larger than the standard devi-
ation of the shift for all residues. Other methods are discussed, in particular the measurement of 13CH3

signals. Slow to intermediate exchange rates lead to line broadening, and make Kd values very difficult
to obtain. There is no good way to distinguish changes in chemical shift due to direct binding of the ligand
from changes in chemical shift due to allosteric change. Ligand binding at multiple sites can often be
characterised, by simultaneous fitting of many measured shift changes, or more simply by adding substo-
ichiometric amounts of ligand. The chemical shift changes can be used as restraints for docking ligand
onto protein. By use of quantitative calculations of ligand-induced chemical shift changes, it is becoming
possible to determine not just the position but also the orientation of ligands.

� 2013 Elsevier B.V. All rights reserved.
Contents
1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2. Origins of chemical shift effects in proteins . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2.1. Calculation of chemical shifts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2.2. Proton shifts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.3. Ca and Cb shifts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.4. 15N and 13C0 shifts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
3. Rates and affinities. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
4. Locating the binding site using fast exchange shifts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
4.1. Choice of nuclei . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
4.2. Weighting of shifts from different nuclei . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
4.3. Threshold value . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
5. Slow and intermediate exchange, and broadening . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
6. Multiple binding modes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
6.1. Ligand binding or conformational change? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
6.2. Does the ligand bind at several sites? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

http://crossmark.dyndns.org/dialog/?doi=10.1016/j.pnmrs.2013.02.001&domain=pdf
http://dx.doi.org/10.1016/j.pnmrs.2013.02.001
mailto:m.williamson@sheffield.ac.uk
http://dx.doi.org/10.1016/j.pnmrs.2013.02.001
http://www.sciencedirect.com/science/journal/00796565
http://www.elsevier.com/locate/pnmrs


2 M.P. Williamson / Progress in Nuclear Magnetic Resonance Spectroscopy 73 (2013) 1–16
6.3. Disentangling multiple binding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

7. Use of CSPs to guide docking. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
7.1. Docking using CSPs to define the binding site . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
7.2. Definition of ligand orientation from differential shifts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
7.3. More quantitative approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
7.4. The future . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1. Introduction

Chemical shift perturbation (CSP, also known as chemical shift
mapping or complexation-induced changes in chemical shift, CIS)
is a very simple experimental technique for studying binding to a
protein. In the standard experiment, one needs an 15N-labelled
protein plus an unlabelled ligand, which can be a small molecule
or another macromolecule. The ligand is titrated into the protein,
monitored at each stage of the titration by acquiring a 2D HSQC
spectrum [1]. Using a moderately highfield spectrometer with a
cryocooled probe, one can acquire HSQC spectra in about 30 min
for proteins at concentrations of 200 lM or more. This means that
one can acquire a complete titration in about a day. With TROSY
and perdeuterated protein [2] one can observe proteins of several
hundred kDa, so that (for a well-behaved protein, and with a bit
of effort) one can acquire CSP data on most targets of interest. If
one is studying the binding of two proteins to each other, then each
protein can be labelled in turn, providing information about both
partners: indeed, by use of 13C labelling on one protein but not
the other, one can observe both 15N-labelled proteins separately
and simultaneously, in relatively small systems at least [3].

The chemical shift change is very sensitive to structural
changes, and can be measured very accurately, meaning that al-
most any genuine binding interaction will produce CSPs. The anal-
ysis is also simple, at least in its basic form: measure the chemical
shifts at each titration point, follow the movement of peaks, and
measure how each peak moves throughout the titration. The peaks
that move the most are very likely to map to the binding site for
the ligand. Moreover, the shape of the titration curve (chemical
shift vs. concentration of ligand) can often be fitted straightfor-
wardly to obtain a value for the dissociation constant of the ligand,
Kd. CSP is the only technique that can directly provide both a Kd va-
lue and a binding site from the same set of measurements [4]. The
only important caveat, as with any quantitative measurement, is
that during the titration, it is important to keep experimental con-
ditions as consistent as possible. In particular, it is important to use
the same buffer for protein and ligand, because small changes in
pH or salt concentration can alter protein signals and confuse the
analysis. Similarly, if the ligand is only soluble in an organic solvent
such as DMSO, then the titration must be set up in such a way as to
keep the DMSO concentration constant.

The technique can be useful even without a chemical shift
assignment of the HSQC spectrum. Most usefully, if a ligand does
not bind, then there will be no chemical shift changes seen. CSP
is widely used in drug discovery for this reason: many other tech-
niques such as spectrophotometry, calorimetry or enzyme assay
are prone to giving false positive results, whereas CSP in general
does not. It is thus a useful and moderately high-throughput meth-
od for checking whether potential ligands really do bind, and forms
the basis for the ‘SAR by NMR’ methodology [5]. Furthermore, CSP
can be used to obtain Kd values in the absence of assignments; and
one can compare which signals move on addition of different li-
gands, and thus ascertain whether different ligands bind in the
same binding site or not. CSP is however much more powerful
when the assignments are known. Fortunately, triple resonance
techniques mean that backbone assignments are often obtainable
quickly and even automatically [6]. CSP can be used with solid-
state spectra as well as solution, making it even more versatile [7].

CSP is remarkably reliable as a guide to interaction sites, both of
ligand with protein and of protein with protein. Provided that the
crystal structure of the protein is known and the spectrum as-
signed, a big advantage of this method is that it is not necessary
to calculate an NMR structure; one can use the crystal structure
and simply map chemical shift changes onto it. Alongside this,
the increased number of assignments of proteins with known
structures, and the vastly increased speed of computers, has also
meant that we are now better able to understand the origins of
chemical shifts in proteins. CSPs are thus entering an exciting
new phase, in which we can make quantitative use of the shift
changes to probe the geometry of the interactions.

We therefore start with a brief discussion of the origins of
chemical shifts in proteins, and go on to consider how CSPs can
be applied. Because CSPs are experimentally and conceptually sim-
ple, there has been surprisingly little analysis of their application:
remarkably, this is the first article specifically on CSPs to appear in
Progress in NMR Spectroscopy. Hiding behind the simplicity, there
are a range of issues that one needs to be aware of, most impor-
tantly to do with multiple binding modes, as discussed below;
and with the problems arising when the system is not in fast ex-
change – a situation not always easy to spot.
2. Origins of chemical shift effects in proteins

2.1. Calculation of chemical shifts

There are two main approaches towards the calculation of
chemical shifts in proteins. One is to use quantum chemical meth-
ods, most commonly standard packages such as Gaussian 98 [8],
which calculate the electron densities in molecules, and therefore
allow calculations of the shielding of nuclei from the external mag-
netic field by their electrons, which is what ultimately is responsi-
ble for the observed chemical shifts. In the past, the problems with
these methods have been that their accuracy (by which we mean
the agreement with experimentally determined shifts) is question-
able, and they are slow, implying that they can only be applied to
very small molecular fragments. There is a more subtle difficulty
with quantum chemical methods, in that the result is essentially
just a calculated shift for a given molecular configuration, which
offers little help in understanding what aspect of the structure
has produced the calculated shift. The user therefore has to select
his or her structural models carefully, in order to gain useful in-
sight. The methods are improving rapidly, as are the computers
that they run on, and quantum chemical calculations are now the
method of choice for 15N and 13C0 nuclei, and probably for other
carbon nuclei also. For 1H, the difficulty is that chemical shift ef-
fects arising from through-space interactions are just as important
as through-bond interactions; and that the shielding of the proton
by its surrounding electron is weaker than that of heavier nuclei,
implying that the chemical shift range for 1H is smaller than it is
for 15N or 13C, and thus calculations need to be relatively more
accurate. Chemical shifts in 1H therefore are harder to calculate
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to useful accuracy, and often need inclusion of more atoms, to ac-
count for through-space effects properly. At present it is true to say
that quantum chemical calculations have not been as helpful in
understanding chemical shifts in 1H in proteins as they have for
other nuclei.

The second method is an empirical one. Chemical shifts are
modelled as being the summation of a number of independent ef-
fects. Equations are written for each of these effects, based on the-
ories as to possible origins of chemical shifts (or even just
geometrical factors such as distances: [9]), and the parameters in
these equations are fitted so as to obtain the best fit between
experimental and observed shifts. Clearly there are also problems
with this approach. Firstly, the method is only as good as the equa-
tions used. Second, any problems with the experimental data will
introduce inaccuracies in the calculation: these could include er-
rors in the experimental shift tables (a common problem though
probably not a major source of error, although errors in referencing
remain an irritation), or differences between the structures used in
the calculations and the ‘real’ structures. The structures used in the
calculations are usually crystal structures, while of course the ‘real’
structures giving rise to the measured chemical shifts are solution
ensemble averages. There is thus an error arising from the slight
differences between solution and crystal structures, and from any
conformational averaging effect. Conformational averaging clearly
does have an effect on shifts [10]. Related to this is the observation
that in an empirical method, one takes the experimental distribu-
tion of shifts, and tries to fit some equation to it. The fitting process
inherently and necessarily smoothes the data, with the result that
extreme and unusual shifts are never predicted well.

Empirical methods have done surprisingly well: it does indeed
appear that most chemical shift effects are simply additive. These
methods are probably the most useful for calculations of 1H shifts,
and remain useful for 13Ca and 13Cb shifts. The factors governing
15N and 13C0 shifts have so far proved too complex for empirical
methods, which have only recently become interpretable at all as
a result of quantum mechanical calculations. Thus, our under-
standing of chemical shifts in proteins is moving slowly from being
based on empirical methods to quantum chemical methods. In par-
Fig. 1. Range of chemical shift effects caused by ring currents, bond magnetic anisotropy
diamagnetic proteins. The calculations were carried out with the program total [14], in w
using a logarithmic scale for frequencies, because of the very large number of protons wi
large effects impossible to see. Although the ring current shifts have a narrower distribu
tend to be skewed towards upfield shifts, because protons above or below the plane of th
protons at the side of the ring (mainly because protons above or below the ring can appr
effects, and very few intermolecular effects will be as large. However, this demonstrate
ticular, Oldfield and Case have shown that by choosing suitable
molecular fragments, it is possible to put together a toolbox for
predicting shifts in proteins (as a series of look-up tables), which
complement and may eventually replace those derived from
empirical methods [11–13]. The descriptions that follow are based
largely on their work, and on our own empirical studies on both 1H
and 13C shifts [14–16].

2.2. Proton shifts

Different chemical environments of 1H cause very different pri-
mary chemical shifts: for example, backbone amide HN groups of
proteins generally resonate in the range 7–9 ppm whereas CH3-

groups generally resonate in the range 0–2.5 ppm. These shifts
are largely caused by inductive, through-bond effects, due to par-
tial charges on the heavy atoms. Conveniently, they can normally
be ignored by considering only the secondary shifts, which are de-
fined as being the difference between the observed shift and the
‘random coil’ shift, where ‘random coil’ means the ensemble of
structures adopted by an unstructured peptide. Clearly, this is a
slightly vague definition, but has served well. Lists of random coil
shifts have been compiled for various solution conditions [17–23].

Using this definition, we may define the secondary shift as
being composed of a sum of effects:

r ¼ rp þ rani þ rring þ rE ð1Þ

where rp arises from paramagnetic effects, rani arises from the
magnetic anisotropy around bonds, rring arises from aromatic ring
currents, and rE arises from electric fields caused by charged atoms.
rp can be ignored in most cases, except in proteins containing para-
magnetic centres. Of the remaining three, rring can cause very large
effects when it is present: in particular, when a proton is close to an
aromatic ring. rani mostly arises from carbonyls and amide groups,
which contain the most anisotropic distributions of electrons in
proteins. Many protons are close to such groups, and thus a large
number of protons experience sizeable secondary chemical shift ef-
fects from this origin, over a total spread of about ±1 ppm. rE is an
inductive effect, due to neighbouring charged atoms either pulling
and electric field effects, calculated for Ha and HN protons in a set of representative
hich no electric field effects are calculated for HN. The histograms are represented

th small effects, which would otherwise make the smaller numbers of protons with
tion, they produce more protons with strongly shifted signals. Ring current effects
e aromatic ring tend to have larger upfield effects than are the downfield effects to
oach it more closely than can those at the side). Note that these are intramolecular

s the maximum range expected.
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electron density away from a proton, or pushing it towards a pro-
ton. Individual fully or partially charged atoms can cause quite large
effects, but the overall sum from all neighbouring charged atoms is
small, partly because of the fairly uniform distribution of local
charges within a protein. It therefore causes the smallest effect of
the factors discussed here. Another reason for this is that the elec-
tric field effect is attenuated by the dielectric constant, which in
water is large. (Inside proteins, it is much smaller; nevertheless it
is still large enough to make rE a small effect compared for example
to the situation for small molecules in organic solvents.)

Fig. 1 shows typical ranges for the three effects. The dominance
of ring current effects is of particular interest because a large
majority of drugs (estimated as >95% [4]) contain at least one aro-
matic ring: we may therefore expect most of the direct effects on
protein chemical shift caused by titration with ligands to be due
to either ring current effects or hydrogen bonding to amide
protons.

These equations have been applied to a range of proteins, and
give fits with experimental shifts, with root-mean-square (RMS)
differences of approximately 0.25 ppm for 1H–C and 0.5 ppm for
1H–N. More sophisticated equations with more terms give better
fits, currently up to about twice as good [24]. The poor fit for HN
has a number of causes. The largest HN shifts generally arise from
hydrogen bonding interactions. We do not in general know what
hydrogen bonding interactions are made to solvent, and thus so
far there is no good way to calculate this effect. Secondly, because
hydrogen bonding interactions tend to be very short-range and
highly directional, the effect on HN chemical shift of very small
coordinate changes is large. Thus, small random errors in the struc-
ture used for the calculation (or small changes between the solu-
tion ensemble and the crystal) can have large effects on the
calculated shift. The conclusion is therefore that any change in
HN shift is likely to arise from a change in hydrogen bonding,
but the exact size of the shift is difficult to calculate.

In summary, 1H secondary shifts in proteins are dominated by
ring current effects and (for amide protons) hydrogen bonding,
and can be calculated reasonably accurately. However, the ob-
served shift changes are often the sum of a number of competing
smaller effects, implying that it is often difficult to relate a given
shift change to a single structural change.

2.3. Ca and Cb shifts

Carbon shifts, like proton shifts, arise from shielding of the nu-
cleus by electrons. The difference between carbon and proton is
that carbon has electrons in both s and p orbitals, whose hybridisa-
tion varies according to the geometry of bonds around the carbon.
Thus, carbon shifts are much more dependent than proton shifts on
local dihedral angles. The long-range effects described above for 1H
have the same effect on carbon as they do on proton (in ppm).
However, the total shift range of carbon is greater than that of pro-
ton (implying that the relative importance of long-range effects is
less), and in addition carbon atoms are normally less surface ex-
posed than protons, and so are further removed from any external
effects. Thus, through-space effects have only a minor effect on Ca
and Cb shifts.

The Ca and Cb atoms are in the ‘middle’ of an amino acid. The
consequence is that their secondary chemical shifts are affected
very little by neighbouring amino acids. There is a small sequence
effect, but very little effect from the conformations of neighbours.
Most of the effects on Ca and Cb shifts are from the backbone con-
formation of the amino acid itself, with small extra contributions
from the orientation of the amino acid sidechain and hydrogen
bonds to the amide bonds on either side. The backbone conforma-
tion contributes up to about 4 ppm to the secondary shift, while
sidechain conformation has an effect of up to 0.6 ppm, and hydro-
gen bonding up to 0.9 ppm, depending on main-chain conforma-
tion. There are programs available to calculate Ca and Cb shifts,
which are simple additive calculations.

This all means that any effects of ligand binding on Ca and Cb
shifts are most likely to be due to local structural rearrangements,
rather than any direct through-space interaction. The same is prob-
ably true of other sidechain carbon shifts.
2.4. 15N and 13C0 shifts

Nitrogen and carbonyl carbon shifts are by far the hardest to
calculate, because they are affected by so many different factors.
The identity and sidechain conformation of the preceding amino
acid causes nitrogen secondary shifts of up to 22 ppm, of which
up to 8 ppm can be contributed just by the sidechain conformation.
As is the case for Ca and Cb, there is a contribution (of up to
13 ppm) from backbone dihedral angles within the same amino
acid, but for 15N the w angle of the preceding residue also matters.
Finally, and significantly, hydrogen bonding has an effect of up to
8 ppm. Interestingly, the chemical shift of an amide nitrogen is af-
fected more by hydrogen bonding to its directly attached carbonyl
group than it is by hydrogen bonding to the amide nitrogen itself.
Thus there are many factors that contribute significantly to ob-
served shifts. Unfortunately, this means that at present there is
no simple way to calculate or interpret 15N chemical shift changes.
This is a pity, because of the importance of 15N HSQC in CSP.

Carbonyl carbon shifts follow much the same pattern as 15N
shifts, with the differences that all the effects are smaller, and for
carbonyls it is the following residue that is important, not the pre-
ceding one. Carbonyl shifts are thus at present equally difficult to
calculate.
3. Rates and affinities

For a protein P binding reversibly to a ligand L at a single site,
given by P + L M PL, characterised by rate constants for forward
and back reactions of kon and koff, the dissociation constant Kd is
equal to [P][L]/[PL], where [P], [L] and [PL] represent the concentra-
tions of free protein, free ligand and complex. Kd can be thought of
as the concentration of ligand and protein required to saturate half
the binding sites. The forward and back rates are given by [P][L]kon

and [PL]koff respectively. At equilibrium the forward and back rates
are equal, implying that the dissociation constant Kd is also equal
to koff/kon. For a diffusion-controlled binding (i.e., binding to a ste-
rically available site), kon is typically around 109 M�1 s�1[25]. There
is thus an approximate relationship between Kd and koff, that
koff � 109. Kd (with Kd expressed in M).

This has an important effect on the NMR spectra of an exchang-
ing system. We consider the HSQC spectrum of a protein as ligand
is titrated in. When the exchange rate is slow on the chemical shift
timescale, or in other words when koff is significantly slower than
the difference in Hz between the chemical shifts of free and bound
protein, then as ligand is titrated in, the free signal gradually disap-
pears and the bound signal appears, the intensities of the two
peaks reflecting the concentrations of free and bound protein. On
the other hand, when exchange is fast, i.e. when koff is much great-
er than the chemical shift difference, then the signals will move
smoothly from their position in the free spectrum to those in the
bound spectrum, with the frequency of the signal at any titration
point being the weighted average of free and bound shifts
(Fig. 2). When the exchange rate is similar to the shift difference,
then signals broaden and shift at the same time.

Importantly, most of this review assumes that exchange is fast.
On addition of a ligand, one might typically expect to see chemical
shift changes of up to about 0.5 ppm on 1H and 3 ppm on 15N. At



Fig. 2. The dependence of two-dimensional NMR peak shape on exchange rate.
(Left) Fast exchange: peaks move smoothly from free (blue) to bound (red). In the
limit of very fast exchange, peaks have the same shape throughout. As they move
out of this limit, peaks may become broader when in equilibrium between free and
bound, and then sharpen up again close to saturation. (Right) Slow exchange: the
free peak (blue) decreases in intensity as the bound peak (red) increases.
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600 MHz, these translate to 300 Hz for 1H and 180 Hz for 15N.
‘Much greater’ in the paragraph above means at least 10� faster,
implying that the fast exchange limit in practice means that koff

must be faster than about 3000 s�1. From the relationship above,
this means that Kd must be greater than about 3 lM to be in the
fast exchange limit, a useful rule of thumb. This value was however
based on assumptions that are sometimes incorrect. For instance,
in some cases, the on-rate is much slower than diffusion-con-
trolled, leading to slow exchange even for weak binding.

In passing, we note that amide groups may sometimes have 1H
resonances that are in slow exchange but simultaneously have 15N
resonances that are in fast exchange. This leads to strange titration
data, in which 2D crosspeaks in the 15N HSQC spectrum grow and
shrink in a slow-exchange manner, but their 15N shifts change dur-
ing the titration in a fast-exchange manner.

The rule of thumb described above can be relaxed a little and
still be useful. In particular, if there are two competing binding
events, one weak and one strong, then competition between the
two binding sites can make it possible to measure affinities at
the strong site even with dissociation constants below 10 nM
[26,27].

During a titration, one typically knows the total concentrations
of ligand and protein, which we can write as [L]t and [P]t. These are
the sum of free and bound forms:

½L�t ¼ ½L� þ ½PL� and ½P�t ¼ ½P� þ ½PL� ð2Þ

We also know that the observed chemical shift change in fast
exchange is the weighted average of the shifts in the free and
bound states, or in other words

dobs ¼ df ff þ dbfb ð3Þ

where ff and fb are the fractions of free and bound. Finally, because

ff þ fb ¼ 1 ð4Þ

this allows us to express the fraction of ligand bound as

fb ¼ ðdobs � df Þ=ðdb � dfÞ ð5Þ

A little algebra results in the equation⁄⁄

Ddobs¼Ddmax ð½P�tþ½L�tþKdÞ�½ð½P�tþ½L�tþKdÞ2�4½P�t½L�t�
1=2

n o.
2½P�t
ð6Þ

where Ddobs is the change in the observed shift from the free state,
and Ddmax is the maximum shift change on saturation (usually ob-
tained as part of the fitting procedure, because it is often not mea-
surable experimentally). This equation allows us to fit Kd from
measured values of the chemical shift at different concentrations
of protein and ligand. The fitting is easily set up in a spreadsheet
or other fitting routine.
It is worth making two points here on fitting of dissociation
constants. First, fitting many titration curves simultaneously (i.e.,
using the same values of Kd but different db) gives a much more
accurate estimate of Kd [26]. The more curves the better, at least
up to 20. Secondly, it can be difficult to know the exact protein con-
centration. In this case, the protein concentration can be treated as
another variable in the fitting, which often leads to significantly
improved fits [26]. This is however something that needs watching
carefully, since large changes in the protein concentration away
from the expected value are a sign that something is wrong
somewhere.

This equation shows that a good estimate of Kd can only be ob-
tained if the concentration of protein and ligand is somewhere
close to Kd. A more detailed analysis [28,29] shows that the opti-
mum value for the protein concentration [P]t is 0.5Kd. Values up
to a factor of 10 less or more are still usable, as long as the range
of concentrations of ligand is large enough, but the error in the
fit rises dramatically away from these conditions [30]. In particular,
the ligand should ideally span the range from 0.4[P]t to 10[P]t (Kd/5
to 5Kd), with the optimal number of titration points being in the
range 15–20 [28]. The lowest concentration of protein that can
usefully be employed for HSQC titrations under optimum condi-
tions of sensitivity is currently around 10 lM, implying that disso-
ciation constants stronger than about 1 lM are too strong to be
fitted from HSQC spectra. Fortuitously, this is also close to the limit
for fast exchange derived above. At the other end of the scale, CSP
data can be used to fit dissociation constants as weak as 10 mM,
which is close to the upper limit for biologically relevant affinities.
Thus, CSP data can be used to derive Kd values over a span of
roughly 104 in affinity, covering the ‘weak’ end of biological affin-
ities [31]. As it happens, a high proportion of binding events, both
protein/protein and protein/ligand, come into this range.

The range of protein and ligand concentrations described above
is set by the need to cover a range of fractional saturations of pro-
tein by ligand, ideally up to almost full saturation. In practice this is
often difficult to achieve, due to the solubility or availability of li-
gand (particularly if the ligand is another protein). For an ‘ideal’
protein concentration of Kd/2, and a maximum ligand concentra-
tion of 5Kd, the saturation still only reaches 82% (calculated using
Eq. (6) above), implying that it is very difficult to achieve complete
saturation of protein by ligand. If conditions close to full saturation
are not attainable, the error in the fitted Kd will be larger [28]. One
way to reduce the error is to use several different protein concen-
trations, or to deliberately dilute the protein during the titration,
either by starting with a concentrated ligand/protein solution
and diluting it, or using a dilute solution of ligand [30].

The saturation curve given by Eq. (6) is shown in Figs. 3 and 4,
which allows us to make two trivial (but often overlooked) points.
The first is that one needs significant curvature in order to be able
to fit effectively. The black curve shown in Fig. 3 corresponds to
very weak binding (Kd = 1 mM), and is not sufficiently curved to
give a reliable fit (i.e., the curve reaches nowhere near saturation).
By contrast, the red curve corresponds to very tight binding
(Kd = 1 lM), and is essentially two straight lines; again, it cannot
be fit, except possibly to give an upper limit for Kd. It is worth not-
ing that the position of the bend in the red curve corresponds to
1:1 binding: an error in the estimated protein or ligand concentra-
tion, or binding not in a 1:1 ratio, will give a ‘bend’ at some concen-
tration other than the expected equimolar point, and is a useful
pointer to such problems. The optimal curve (i.e. a protein concen-
tration of Kd/2, as discussed above) is close to the blue curve. The
second point is that the shape of the saturation curve depends
not just on the ratio of ligand to protein, or on the ligand concen-
tration, but on both ligand and protein concentration. It is therefore
not informative merely to show ligand concentration in such a plot
– one must describe the protein concentration too (and how it



Fig. 3. Calculated saturation curves for a single-site binding equilibrium. All curves
are calculated for a protein concentration of 100 lM, a maximum shift change on
saturation (Ddmax) of 1 ppm, and a highly concentrated solution of ligand, such that
the addition of ligand causes effectively no dilution of protein. The Kd values are
given in mM, implying that for the curve of Kd = 0.1 mM, the protein concentration
is the same as Kd.

Fig. 4. Calculated saturation curves for a single-site binding equilibrium, taking
into account dilution through the titration. Curves were calculated for a Kd of
0.1 mM. For the solid curves, the stock concentration of ligand was 5 mM, implying
that for the highest ligand concentration shown on the graph, the protein
concentration has been reduced by 17% as a result of addition of ligand. In the
dashed curve, the stock ligand concentration was 0.5 mM, implying that the protein
concentration is reduced during the titration from 0.1 mM to less than 10 lM by the
end, explaining why it crosses over the solid curve above it.
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varied during the titration). The curves in Fig 4 all correspond to
the same Kd, and the same range of ligand concentrations, but have
either different protein concentrations or simulate titrations done
in different ways, as explained in the legend.

Eqs. (2)–(6) above assume that the ligand binds to the protein in
a 1:1 ratio. This is by far the most common case. If the ligand binds
to multiple sites all with the same affinity, then Eq. (6) can be mod-
ified very simply [32]:

Ddobs¼Ddmax ðn½P�tþ½L�tþKdÞ�½ðn½P�tþ½L�tþKdÞ2�4n½P�t½L�t�
1=2

n o.
2n½P�t
ð7Þ

where n is the number of equivalent sites. If there is more than one
site and the affinities are different, the analysis is much more diffi-
cult and is discussed in Section 6.
4. Locating the binding site using fast exchange shifts

4.1. Choice of nuclei

In this section, we consider how chemical shift changes can be
used to map ligand binding, considering the different factors in-
volved, in order of increasing complexity of analysis.

By far the most common method of measuring chemical shift
changes in a protein is to use 15N HSQC spectra, which provide a
rapid and simple way of locating changes. This only requires 15N
labelling of the protein, which is usually an easy and cheap option.
The 15N HSQC spectrum is the easiest to assign, it is sensitive, and it
is usually well resolved, particularly in comparison with the 13C/1H
HSQC. It detects just one signal per amino acid, from the backbone
(excepting proline), plus a small selection of sidechain signals (Asn,
Gln and Trp, and sometimes, depending on the solution conditions,
Arg). As it happens, these are the functional groups that often tend
to form specific interactions with ligands, especially when we con-
sider that 15N shifts are strongly affected by hydrogen bonding to
the adjacent carbonyl (i.e., hydrogen bonding to the backbone car-
bonyl of residue i gives rise to large shift changes for the backbone
15N of residue i + 1), implying that direct interactions between li-
gand and backbone carbonyl will also be observed in the shift of
the adjacent amide nitrogen. Hydrogen bonding interactions with
the acidic sidechains of Glu and Asp often produce significant
changes in the backbone 15N, and in the 15N of the following resi-
due [33], and are thus also picked up using 15N HSQC. However, we
should bear in mind that by looking only at 15N HSQC spectra, we
may produce a biased view of the binding site, which downplays
hydrophobic interactions (and of course interactions with proline).
The bias against hydrophobic interactions does not in practice
seem to be a problem. Partly this is possibly because the most com-
mon way of mapping changes in HSQC spectra onto the protein is
to colour the surface of the protein by chemical shift change, col-
ouring the entire amino acid residue when any NH signal in that
residue changes. Thus, provided that it leads to a change in the
backbone HN shift(s), an interaction with a hydrophobic sidechain
exposed on the surface of a protein subjectively ‘looks’ inherently
important because of the large coloured area depicted on the pro-
tein surface, because hydrophobic sidechains often have a larger
surface area than hydrophilic sidechains [34]. It therefore appears
that the different biases for and against identification of hydropho-
bic binding work in opposite directions if the whole sidechain is
coloured: the biggest problem is probably that effects on Gly and
Ala look insignificant merely because they have a small surface
area.

As noted above, the other obvious spectrum to use, namely a 2D
13C HSQC, is often not useful because both the 13C and the 1H res-
olution is poor, because some signals will be obscured by the water
peak, and because chemical shift changes in 13CH are usually smal-
ler than those in 15N. However, it does have some advantages [35].
13C shifts are less influenced than 15N shifts by structural changes
in the protein, implying that 13C shifts may be clearer indicators of
direct binding-induced effects. In addition, the smaller chemical
shift changes for 13C may mean that the spectra are closer to fast
exchange, and therefore easier to interpret, in cases where the
off-rate is slow. The other quick and sensitive 2D experiment, 2D
13C HNCO, would be a good option, although more complicated
to interpret because it gives the shift of the 1HN in one residue
and 13C0 in another.

The question of which nuclei are the most informative has been
studied in detail. From the discussion in Section 2, one can con-
clude that 1HN shifts are sensitive both to hydrogen bonding and
to ring currents; 15N to hydrogen bonding (to the nitrogen and
the preceding carbonyl) and to conformational effects; 13C0 to
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hydrogen bonding (to the carbonyl and the following nitrogen) and
conformation; and aliphatic 13C to conformation only. Since our
interest is mainly in the effect of ligand binding, and explicitly
not conformational change, this would imply that we should not
use 13Ca and 13Cb. Schumann et al. [36] found that use of more nu-
clei provides better discrimination. 15N, 1HN and 13C0 were similar
in their ability to detect the binding site, with 13Ca slightly worse.
Stratman et al. [37] have looked at different nuclei for their power
in defining the location of the binding site, and conclude that 1Ha,
13Ca and 15N are the most useful, with 1HN and 13Cb being worse. It
therefore appears that for practical applications (acquiring the
most data in the shortest time), 15N HSQC spectra probably remain
the best option.

It is interesting to note that ligand-induced changes in 1HN and
15N shift are poorly correlated. Even for well-defined interactions
such as protonation of a sidechain, the changes are still uncorre-
lated [33]. There are probably two reasons for this. One is that
15N shifts are strongly influenced by hydrogen bonding to the car-
bonyl of the preceding residue, which has very little effect on the
proton shift. Second, electric field effects (such as hydrogen bond-
ing) have an effect proportional to the cosine of the angle to the
relevant bond (Fig. 5). These angles are quite different for 1H and
15N.

There are some cases where 13C shifts (from 13C HSQC spectra)
are clearly useful. In particular, there is growing interest in using
changes in 13CH3 signals. This is especially true for larger proteins,
where TROSY 15N HSQC spectra are relatively weak and crowded,
but methyl groups remain easily observable. Because there are
three protons in the methyl group and the signals are slowly relax-
ing and consequently sharp, these signals tend to be of high inten-
sity: an early study [38] showed that protein concentrations as low
as 15 lM give useful spectra. It is becoming common to label
methyl groups specifically, for example by feeding with 13C-methyl
labelled a-ketovalerate and a-ketobutyrate in an otherwise deuter-
ated and 12C background [39], which produces13C1H3 labels just in
the methyls of valine, leucine and isoleucine: there are also effi-
cient (though still somewhat laborious) methods for assigning
these methyl signals from such samples. Binding sites are fre-
quently rich in hydrophobic sidechains, making this a powerful
technique [40–42], though more challenging both in the protein
production and the assignment. This makes the observation of CSPs
in methyl groups a useful way of screening by detecting binding
and comparing binding sites, but a laborious way of mapping them
in detail [43]. The 13Ce resonance of methione is often well re-
Fig. 5. The electric field effect caused by a charged atom (shown as a sphere) is
proportional to qcosh/r2, where q is the charge on the atom [107]. The angle h is the
angle made to the bond along which electron density is pushed or pulled: where
there is a choice, this will be the most polarisable bond. For 1HN, this is the H–N
bond. For N, this is the N–C0 bond. Because the relevant angles for H and N can be
completely different, the effect on the chemical shifts of H and N can also be very
different.
solved, and in some proteins (for example calmodulin [44]) forms
a key part of the binding site, and has been used to detect binding
[45]. The low occurrence of methionines means that methionine
scanning (i.e., introduction of methionines by site-directed muta-
genesis residue by residue as probes of binding) could turn out
to be a useful technique [46], not least because the introduction
of single methionines one by one makes them easy to assign.

The sensitivity of cryocooled probes means that it is now prac-
tical to follow ligand titrations on methyl groups in unlabelled pro-
teins. A recent example used methyl SOFAST experiments to
measure HSQC spectra on 1 mM bovine serum albumin in 2 h each
[47].

4.2. Weighting of shifts from different nuclei

In this section, we move from considering which nuclei to use,
to considering how to weight the relative chemical shifts of the dif-
ferent nuclei. The standard practice (assuming one is using 15N
HSQC spectra) is to measure chemical shift changes in 1H and
15N shifts in ppm, multiply the 15N shift changes by some scaling
factor a, and then calculate the average (or summed) Euclidean
distance moved:

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2

d2
H þ ða � d

2
NÞ

� �r
ð8Þ

or more generally for several nuclei

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN

i¼1
ðaidiÞ2

r
ð9Þ

Is this the best method, and what value of a should one use?
There is no ideal or theoretically justifiable method. As we have

seen, the origins of 1H and 15N shifts are different, and some inter-
actions may cause large changes in one but not the other. There is
therefore no theory that can provide a weighting. It is perfectly
possible to treat 1H and 15N shifts separately [48], but for conve-
nient analysis it is preferable to combine them. Values of a used
have ranged from 0.1 [49,50] to 0.45 [51], with many examples
in between. To provide some kind of justification for a particular
value, several groups have taken the chemical shift range for 1H
and 15N, and used this to provide a scale. For example, if the range
of backbone 15N shifts is 130.8–108.8 or 22.0 ppm, and the range of
1HN shifts is 10.04–6.92 or 3.12 ppm, then the scale factor should
be 3.12/22.0 or approximately 0.14 [52]. However, each protein
gives a different value, so there is clearly no single experimentally
based scale either. A simple option is to use chemical shift changes
in Hz rather than ppm, which for 1H–15N HSQC data corresponds to
using a = 0.1 [53]. There is however no particular theoretical justi-
fication for this treatment either. One could use different values of
a for each amino acid. For example, it has been noted that the
spread of chemical shifts for glycine is different from other amino
acids [54], justifying a = 0.14 for most residues but a = 0.2 for gly-
cine [52,55].

This question has been examined systematically [36]. The
authors considered two other ways of combining shifts: either to
use a simple sum of absolute shift changes, d = |dH| + a|dN|, or to
consider also the sign of the chemical shift change. Their conclu-
sions were that consideration of the sign of the chemical shift
change gives a worse result (that is, a poorer definition of which
residues form part of the interaction site); and that simple summa-
tion and Euclidean distance are roughly equally effective. Similarly,
there is no obvious choice as to the best value of a. Our own results
[56], using a protein which undergoes very little conformational
change on ligand binding, so that almost all the shift changes de-
rive from direct binding interactions, suggest that a value of a of
0.1 is too small (Fig. 6). We therefore suggest that basing the value



Fig. 6. Chemical shift changes observed in the 15N HSQC spectrum of the family IIb
xylan binding module from Cellulomonas fimi xylanase D on addition of xylohexaose
[56]. Changes for sidechain and backbone HN are shown. Changes adjudged large
are shown as open circles. The line dividing large and small shifts is near the bottom
left of the plot: in this case it was calculated using a value of a = 0.25 (Eq. (8)).
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of a on the shift range, and thus the use of a = 0.14 for most resi-
dues, and a = 0.2 for glycine, is a reasonable compromise. We
therefore conclude that standard practice (Euclidean weighting,
with a � 0.14) seems to be roughly optimal.

The optimum value of a for carbon resonances is again similar
to the value one would obtain based on shift ranges, and is around
0.3 [57,58], being conveniently similar for Ca and C0.

4.3. Threshold value

This section addresses the question of how to decide which
shifts are large enough to be considered indicators of the binding
site. Standard practice is to calculate the standard deviation r of
the Euclidean chemical shift change, and to identify residues for
which the shift change is greater than r; or sometimes to use 2r
as the cutoff. Clearly, increasing the size of the cutoff reduces the
number of residues considered, and in general would be expected
to improve the specificity (residues included are genuinely in the
binding site) but decrease the sensitivity (some residues in the
binding site are missed).

The analysis of Schumann et al. [36] concludes that the best
method is to calculate the standard deviation r of the shift
changes; exclude any residues for which the shift change is greater
than 3r (to avoid biasing the distribution by including the small
number of residues with very large shift changes); recalculate r;
and iterate these calculations until no further residues are ex-
cluded. The corrected standard deviation was expressed as r0.
The cutoff to be used is then r0 itself. This will necessarily be a
smaller number than the r calculated by simply using all residues
together: it will therefore generate more false positives, but con-
versely include a greater number of genuinely interacting residues.
The authors also point out that removing buried residues from the
analysis and only considering surface-exposed residues helps.

The magnitude of the cutoff is always a balance between spec-
ificity and sensitivity, and the question of the best cutoff value
really depends on which factor one wants to emphasise. Having
said this, the benefit of a defined cutoff such as 1r0 is that it re-
moves the temptation to set one’s own level so as to produce the
desired result.

It is worth noting that the absolute shift measured varies widely
for different systems. Partly this is because of the degree of satura-
tion reached. If the ligand binds in a single well-defined site with a
single orientation, then there should be several chemical shift
changes (d) in excess of 0.2 ppm. In a fairly typical example of pro-
tein–protein interactions [59], the largest shift changes were of
0.8 ppm in 1HN, 1.5 ppm in 15N, and 1.0 ppm in 13C (leucine and
valine methyls). However, if the ligand binds in a less well defined
orientation, then the changes will be smaller. One study of a phen-
ylalanine-containing peptide binding to a protein found the largest
change in d to be only 0.08 ppm (although this study did not use a
saturating concentration of ligand as binding was very weak) [60].
Nevertheless, this represents genuine binding: it is small because
the ligand can adopt a range of bound conformations, and therefore
the shift is averaged, as discussed below.
5. Slow and intermediate exchange, and broadening

Slow exchange leads to a change in the appearance of the spec-
tra during a titration (Fig. 2) but does not affect the value of Ddmax.
Therefore in order to identify ligand binding sites, the same analy-
sis of shift changes can be made as for fast exchange, the main dif-
ference being that the assignment of the bound spectrum has to be
done all over again, as there is no straightforward way to assign the
bound spectrum from the free. This is often not a practical propo-
sition, and a number of authors have used a ‘minimum chemical
shift procedure’ [58,61], in which each free resonance is linked to
the signal in the bound spectrum that has moved the least from
the position of the free. In this way, a chemical shift change can
be ascribed to each resonance. The true shifts may be larger, but
they cannot be smaller. Therefore the only error introduced by
the procedure is to miss some signals that have in fact moved fur-
ther than assumed. It is of course possible that the bound signal
may have been missed because it is broadened beyond detection.
However, this would at least imply a change in the vicinity of the
amide group affected, and so is fairly unlikely to lead to false
conclusions.

Although, if in slow or intermediate exchange, the ligand bind-
ing site can be identified from large changes in a similar way as for
fast exchange, the same is not true for the measurement of Kd. As
soon as the system starts to deviate from fast exchange, the ob-
served shift is no longer simply the weighted average of free and
bound shifts. In the limit of slow exchange, the observed shift does
not move at all, it merely disappears. As the exchange regime
moves from fast to intermediate, the observed shift starts to move
less than predicted based on the simple weighted average. This
leads to a very strange-looking relationship between the observed
shift and the population-weighted average (Fig. 7a) [62,63]. The
consequence is that the protein titration curve has an odd sigmoi-
dal appearance (Fig. 7b). As noted recently, this shape looks decep-
tively like cooperative binding of two ligand molecules [64].
Significant deviations from the expected population-weighted
average like that shown in Fig. 7b would normally be accompanied
by severe line broadening and so should be easy to spot.

If the titration is done with observation of the ligand signal
rather than the protein signal, then at low concentrations of ligand,
and under conditions of intermediate exchange, the chemical shift
of the ligand remains close to fully bound for the initial part of the
titration: the titration curve for the ligand at low concentration
therefore lies above the magenta curve of Fig. 7b. In other words,
the affinity of the ligand appears to be greater than it actually is.
This can lead to apparent affinities up to 100 times stronger than
they really are [65].

When the system is genuinely in slow exchange, the affinity can
be determined by plotting the intensity of the signal as a function
of ligand concentration and fitting it to Eq. (6), because (as for
chemical shift in the fast exchange case) the intensity of the signal
is simply proportional to the concentration of free/bound protein.
It is preferable to use the intensity of the bound signal rather than
the free [66,67].



Fig. 7. (a) The apparent chemical shift of a protein signal as ligand is added in a case
where the binding equilibrium is in moderately fast exchange. Magenta: simple
population-weighted shift (fast exchange). Blue: apparent chemical shift for an off-
rate of 444 s�1. Green: apparent chemical shift for an off-rate of 222 s�1. Calculated
using the equations of [62] with free shift 200 Hz, bound shift 100 Hz. The green
line corresponds to an off-rate where free and bound shifts just coalesce, and the
blue line has an off-rate twice as large (corresponding respectively to Fig. 1D and
Fig. 1C of [62]). Thus in practice anything as extreme as the green line is unlikely to
be observed because the signals will be too broad. However, situations similar to
the blue line are feasible. (b) Simulated titration curve for a free shift of 200 Hz, a
bound shift of 100 Hz, Kd 100 lM, protein concentration 100 lM, and an off-rate of
444 s�1 (blue), compared to the standard titration curve for fast exchange
(magenta).
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From the discussion in Section 3, the exchange regime is likely
to be leaving the fast exchange limit when the fitted Kd becomes
stronger than about 10 lM, though if the off-rate is exceptionally
fast, it could remain in the fast-exchange limit up to considerably
stronger values of Kd. In the (not uncommon) situation where the
binding of the ligand is sterically hindered, so that on- and off-rates
are slower than those governed by simple diffusion limits, then the
signals can be affected by slow exchange at much weaker affinities.
Fig. 8. 15N HSQC signals from a titration between a carbohydrate binding domain and
broaden markedly during the titration and start to sharpen again with a large excess of l
thus have only small chemical shift changes. The Kd is 65 lM: protein concentration 50 l
the ligand binding to be outside the fast exchange regime. In each case, the shifts are no
showing a conformational change in the bound protein. Therefore the broadening is ver
Slow exchange usually leads to signal broadening, implying that
signal broadening during a titration is an indication of possible
slow exchange. However, signals broaden even in the moderately
fast-exchange regime [63]: interestingly, the maximum broaden-
ing occurs not at the midpoint (when half the protein is bound
and half is free) but when 1/3 is bound [63,65].

This argument has two implications: first, that it is not always
obvious from the spectra whether the system is in fast exchange
or not, and second, that if the system is not in fast exchange, then
the Kd values obtained by fitting to the standard Eq. (6) will be
inaccurate. In practice, if the fitted Kd is weaker than 10 lM and
there is no evidence of extensive line broadening, the fitted values
should be close (within 50%) to the true value; but one should al-
ways be aware of the possible errors. More accurate determina-
tions of affinities can be obtained by fitting the lineshapes. There
are reviews of this field [68–70]. Fitting of lineshapes is by no
means easy, especially in view of other complications discussed
below [64]. Probably the simplest way to derive reliable values
of Kd in intermediate exchange conditions is to use competition
experiments, in which high concentrations of a weak ligand are
used to displace a stronger ligand: this puts the exchange into
the fast regime [29].

It is a very common observation that signals broaden or even
disappear during a titration. Broadening is not necessarily a conse-
quence of intermediate-to-slow exchange, so in the rest of this sec-
tion, we consider some of the circumstances that can give rise to
broadening.

Broadening can be caused mainly by one of two effects: slow
tumbling or exchange. If the unlabelled ligand is of very high
molecular weight, or if addition of ligand leads to oligomerisation
or aggregation, then signals will broaden during the titration due
to a slowing down of the tumbling rate. In such cases, usually all
the signals of the labelled protein will broaden (except possibly
some from termini or other highly mobile regions), and very often
they will never recover, even at high ligand concentrations. This
behaviour can be a good indicator of binding (though not necessar-
ily specific binding), especially if peak intensity is restored on addi-
tion of a competitive ligand [71]. In the case of exchange
broadening, a range of phenomena (to be discussed next) can lead
to peak broadening during a titration, and it is important to
remember that broadening is not necessarily any indication that
the affinity is strong. In particular, the degree of broadening there-
fore should never be used as a measure of affinity. In such circum-
stances, it would be advisable to use other biophysical techniques
such as light scattering, analytical ultracentrifugation, or fluores-
cence to provide more information on the system.
a sugar. In this titration, signals located close to the binding site (not shown here)
igand. The figure shows three cross peaks that are further from the binding site and
M, with ligand:protein ratios of 0, 1.5, 4, 8 and 24. One would therefore not expect
t quite in a straight line, indicative of an intermediate formed during the titration,
y likely due to the slow conformational change rather than slow off-rate.



Fig. 10. Location of the large chemical shift changes shown in Fig. 6. The difference
from Fig. 9 is that in this figure all atoms of any amino acid whose backbone or
sidechain amide group has a large shift change are picked out in black. Even in cases
where the amide proton was buried in Fig. 9, some atoms of the corresponding
residue are surface-exposed and consequently show up in this representation.
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As discussed above, intermediate or slow exchange between
free and bound states leads to broadening. However, many other
exchange phenomena can also occur, which may also lead to
broadening. For example, there may be a pre-equilibrium confor-
mational change of the protein before binding ligand; or a struc-
tural rearrangement of the protein/ligand complex after binding;
or protein dimerisation before or after binding. For all of these,
even if the ligand-binding step itself is fast, broadening is observed
at the specific sites involved, which can look a lot like simple free/
bound exchange broadening. The clearest way to tell the difference
is that the equilibria described here all involve at least one addi-
tional state in addition to the free and bound states. This is likely
to lead to 2D spectra during the titration that move in a non-linear
manner from free to bound (Fig. 8) [72]. The deviations from line-
arity will depend on the populations of the intermediate states,
and can therefore be small and difficult to see. Further unusual
behaviour can also occur, such as linewidths that do not simply
broaden and then sharpen again during the titration, or splitting
of peaks during a titration. Thus, unusual changes in lineshape dur-
ing a titration indicate that there is something more complicated
happening, but it is not a simple matter to work out the origin of
the effect. In particular, it is in general not possible to derive affin-
ities from any simple measure of linewidth. One cannot even be
confident that the signals that are most broadened represent the
binding site: they could easily arise from allosteric change or
dimerisation.
6. Multiple binding modes

6.1. Ligand binding or conformational change?

When a ligand binds to a protein, it can produce chemical shift
changes either by direct interactions at the binding site, or by
inducing a conformational change in the protein, which we can
consider as some kind of allosteric change. In either case, the
chemical shift change is similarly dependent on the fraction of pro-
tein bound, implying that the two types of interaction cannot be
separated on the basis of shift changes (see Section 6.3).

Provided that a ligand binds in a single location, it is likely that
any shift changes far from that location must be due to conforma-
tional effects. This would include of course chemical shift changes
Fig. 9. Location of the large chemical shift changes shown in Fig. 6. Only those
atoms having large shifts in Fig. 6 are identified, as large black spheres on the amide
proton. All other atoms are depicted with 0.6� van der Waals radius, to facilitate
observation of buried atoms. The viewing angle is approximately directly above the
binding site, which in this case is an extended site running from top centre to right
centre of the diagram.
inside the protein (that is, in residues with zero surface area),
which are almost invariably a result of conformational change. In-
deed, it has been suggested that chemical shift changes that do not
map to a single area can be a good indicator of conformational
change [1]. A good example is provided by carbohydrate binding
proteins, since they usually have a well-defined binding site, they
are relatively rigid, and the ligand has no aromatic rings, and so
would not be expected to have any direct effects on chemical shift
at interior residues. The chemical shift changes seen on binding of
xylan to a xylan binding module are shown in Fig. 6. Of the large
chemical shift changes in Fig. 6, almost all are from HN groups very
close to or at the surface (Fig. 9). Interestingly, when one adopts
the normal practice and colours in all the atoms from any amino
acid that has large HN shift changes, virtually all the changes are
from residues on the surface: most of the shifted HN that are below
the surface have exposed sidechains (Fig. 10). Thus in this protein,
essentially all the large effects seen, including all the large effects
seen on the surface, can be ascribed to residues in direct contact
with the ligand. Because the ligand has no aromatic rings, the larg-
est effects (of up to 0.6 ppm in 1H and 2.5 ppm in 15N) are direct
hydrogen bonds to the amide group. This is an unusually clean
example, because conformational change within the protein is very
limited, and the direct ligand-induced chemical shift changes are
so large. Nevertheless it is a surprisingly common observation that
the largest shift changes on addition of a ligand are local and due to
direct binding: in other words that the chemical shift changes aris-
ing from large-scale conformational changes on binding often
seem to be small.

There are of course many counter-examples of large shift
changes seen on ligand binding that can only be due to conforma-
tional rearrangement within the protein. An early example comes
from work on dihydrofolate reductase (DHFR) [73]. NADPH, a
cofactor in the reaction of DHFR, was added to a complex of DHFR
with its inhibitor methotrexate. Large chemical shift changes were
seen near the NADPH binding site, but a number of additional
chemical shift changes were seen extending well away from the
binding site, which were suggested to be due to a rigid-body mo-
tion of a helix abutting the NADPH binding site. This is an example
of allosteric changes resulting from an enzyme binding to its spe-
cific substrate/cofactor, and similar large-scale effects have been
seen in protein-DNA interactions [74], where many of the large
chemical shift changes are a long way from the binding site.



Fig. 12. Fraction of ligand bound at a weaker secondary site, compared to that
bound at the primary site. Calculations were done for a protein concentration of
1 mM, and a dissociation constant at the primary binding site of 5 lM. The
dissociation constant at the secondary binding site was 50 lM (dashed line) or
200 lM (solid line). For the 50 lM secondary binding, a 1:1 ligand:protein ratio
already has 30% of the ligand binding at the secondary site – the concentration of
[Protein.Site 1] is 610 lM, while the concentration of [Protein.Site 2] is 190 lM.
However at a 0.5:1 ligand:protein ratio, only 8% of the ligand is bound at the
secondary site (bound concentrations of 430 lM and 35 lM respectively). With a
secondary binding dissociation constant of 200 lM, a 0.5:1 ligand:protein ratio
produces only 2% of ligand bound at the secondary site.
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One can argue that the proteins that are more likely to have
large chemical shift changes arising from conformational change
are enzymes and large multi-domain systems. It is therefore per-
fectly possible that such effects are still rare in the literature be-
cause most NMR studies are still on systems that are too small to
have big conformational change. In a genuinely allosteric system,
a small fraction of the shift changes were over 0.5 ppm in 1H
[48]. There is thus no law that says that allosterically derived shift
changes must be small. We therefore have to conclude on the same
point that we made at the start of this section, that there is no way
from the data alone to distinguish between shift changes that are a
direct result of binding, and shift changes that result from an allo-
steric change in the protein structure.

6.2. Does the ligand bind at several sites?

Multiple binding modes can be readily detected by conducting
HSQC titrations and plotting the results as 15N shift vs. 1H shift
(for example, by superimposing the HSQC spectra). If there is only
a single binding mode, then the titrations should produce a straight
line in such a plot, whereas multiple binding will in general pro-
duce curved plots, because the secondary interactions will almost
always have different effects on the chemical shifts than the pri-
mary interaction [75] (Fig. 11).

The above result raises an interesting point. On examination of
Fig. 11, it can be seen that the NH signals move in a straight line
(indicating binding at a single site) up to roughly 0.5 equivalents
of ligand bound (black to cyan). After this point, secondary binding
effects start to be seen, due to weaker binding at a second site. In
this case [26], the two dissociation constants were fitted to be 24
and 164 lM. From a consideration of binding equilibria, this is
what we would expect: if the primary binding event has an affinity
at least 10 times greater than any secondary event, then added li-
gand will initially bind almost exclusively to the primary site, but
once most of the primary binding sites are full, then the ligand will
start to bind in other places. This implies that the simplest way to
reduce the effect of secondary binding is to titrate in ligand only as
far as approximately 0.5 equivalents. For typical affinities, this will
reduce the fraction of ligand bound at secondary sites to less than
10% (Fig. 12). If the aim is to determine a ligand binding site, and
not to measure Kd, there is no need to titrate the ligand in to obtain
complete saturation of the binding site!

Nonlinear plots do not necessarily imply multiple interactions:
they can also be caused by something more complicated than a
two-state binding interaction. A conformational change, either as
Fig. 11. A small region of the 15N HSQC spectrum of 15N-labelled TAZ2 titrated with
unlabelled p53 AD1 domain (residues 13–37). The colour of the cross-peaks
changes from black (free protein) to magenta (1:5 ratio). Adapted with permission
from M. Arai et al. J. Am. Chem. Soc. 2012 134:3792–3803. Copyright (2012)
American Chemical Society.
P þ L$ P� þ L$ PL;

or

P þ L$ PL$ P� L

will also give rise to curved titrations (and very often broadened
signals), and can produce some remarkably messy and intractable
results.

Multiple binding turns out not to be as problematic as might be
expected. The most common type of multiple binding is strong
binding at a specific site, accompanied by weak non-specific bind-
ing, often at multiple sites. Non-specific binding usually causes lit-
tle conformational change in the protein, and the interactions are
not well localised. Hence the chemical shift changes caused are
generally small. For example, a study of a phenylalanine-rich pep-
tide binding to its specific target protein reported specific chemical
shift changes at the binding site of only 0.06 ppm [60]: small
though these were, they were larger than almost all non-specific
effects.

Protein–protein interactions are also subject to multiple bind-
ing modes, and here again the non-specific chemical shift changes
are small, even for reasonably localised binding [76]. A good exam-
ple can be found in interactions between cytochrome c and partner
proteins [77]. Cytochrome c has a positively charged patch near the
surface-exposed part of the haem group, and interacts with partner
proteins in a relatively undefined geometry dominated by charge–
charge interactions. In the complex with its physiological partner
cytochrome c peroxidase, the largest Ddav values are only
0.1 ppm or less (with the exception of a single value of 0.3 ppm).
In the complex with adrenodoxin, a ferredoxin that can transfer
electrons to cytochrome c but is not a physiological ligand, the
largest Ddav is 0.05 ppm. In both these cases, the largest chemical
shift effects are consistent with a single binding surface close to
the haem group. By contrast, in the complex between cytochrome
b5 and myoglobin, which is weak and very dynamic, the largest
Ddav are less than 0.02 ppm, and no specific binding surface is
evident.

In all these cases, titrations with substoichiometric amounts of
ligand are usually enough to distinguish specific from nonspecific
binding [78]. A similar strategy was used for the binding of cytidyl
triphosphate (CTP) to the dimeric enzyme CTP:glycerol-3-phos-
phate cytidyltransferase (GCT) [48], which binds one CTP with a



Fig. 13. 1H and 15N titration curves for 15N-labelled TAZ2 titrated with unlabelled p53 AD2 domain (residues 38–61). Some signals show tight binding, saturating at a 1:1
ratio, indicated by the sharp bends at this point (compare Fig. 3, red curve). Others show a weaker binding, the curves running from 1:1 and bending more gradually at a 1:2
ratio. Adapted with permission from M. Arai et al. J. Am. Chem. Soc. 2012 134:3792–3803. Copyright (2012) American Chemical Society.
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dissociation constant Kd of 65 lM, and a second with a much
weaker affinity of 400–800 lM. On addition of one equivalent of
CTP, chemical shift changes can be mapped to a contiguous region
of surface, consistent with localised binding of one molecule of CTP
to the dimer. On addition of further CTP, almost all of the shift
changes are due to the weaker allosteric binding.
6.3. Disentangling multiple binding

If a ligand binds at two sites with different affinities, then a
graph of shift against added ligand will not be a simple saturation
curve but will have a more complicated shape. Curve fitting against
a model can be used to extract not only the affinities for the two
sites, but also the shift differences for each site, and therefore the
locations of the two sites. An elegant example comes from Arai
et al. [26]. Individual titration plots (Fig. 11), and a comparison of
saturation curves (Fig. 13), clearly show multiple binding. Their
analysis required two key elements. The first is that saturation
curves from all titrating sites were fitted simultaneously. This is
important, because it produces a much better and more reliable
fit than fitting each curve independently (see also [79]). Second,
they used a statistical method called singular value decomposition
(SVD) to analyse the data. SVD is a multivariate technique (similar
to the more familiar Principal Component Analysis or PCA) which
achieves two things: it can estimate the number of meaningful
components contributing to the shift change, and it obtains the
best values for the contributions to these components. The number
of meaningful components limits the complexity of the binding
model. A simple two-state binding has only two components, free
and bound. Independent binding at two sites has three compo-
nents (free, Bound1 and Bound2), while binding at two sites that
can interact has four components contributing to the shift changes
(binding at both sites gives rise to a chemical shift change that is
not simply a sum of the two separate effects). Thus SVD provides
a statistically validated assessment of the least complicated model
that satisfies the data. The importance of the second feature, the
best values for the contributions, is that these are consensus (i.e.,
much less noisy) estimates of the shift changes for each binding
event. Armed with the outcome of the SVD analysis, one can then
fit the (less noisy) titration curves to obtain affinities. This permits
a more accurate fitting of the affinity; alternatively, it allows one to
estimate values for extremely weak or extremely strong affinities,
where one is working at the edge of the range of reliable data. In
this way, they were able to measure an affinity of 32 nM for the
stronger binding event. The paper [26] devotes considerable effort
to demonstrating that such a strong affinity can be measured reli-
ably, not least because in this case it is effectively a competition
experiment [29].

Other groups have used other multivariate techniques. Konuma
et al. [80] used Principal Component Analysis (PCA) to analyse the
binding of 1-anilinonaphthalene-8-sulphonate (ANS) to b-lacto-
globulin, and were able to obtain affinities and sites for two bind-
ing events. For one of these, two molecules of ANS bind in a
concerted manner. Selvaratnam et al. [81] also used SVD, to ana-
lyse the binding of a series of related ligands to a multidomain pro-
tein named EPAC. Having obtained the consensus shift maps, as
described above, they then applied a covariance analysis in con-
junction with a clustering method, to analyse patterns of shift
changes from different ligands. In this way they separated out
chemical shift effects due just to binding (which vary from ligand
to ligand) from effects due to allosteric change (which are the same
for all ligands), along the way identifying chemical shift changes
due to allostery, of which few were larger than 0.2 ppm (calculated
as the sum d = |dH| + 0.2|dN|).
7. Use of CSPs to guide docking

7.1. Docking using CSPs to define the binding site

There are many programs that have been developed for docking
a ligand onto a protein. It is generally agreed that docking calcula-
tions are not yet sufficiently fast, and do not reproduce energies
sufficiently well, for docking algorithms to work well purely based
on the separated structures: they generally need additional infor-
mation to guide them [82]. Calculations have shown that as few
as three distance restraints can be enough to guide docking suc-
cessfully [83]. Similarly, CSPs alone are not enough to dock two
molecules together [84]. The simplest way in which shift changes
can be used is to say that any nucleus with a shift change larger
than a defined cutoff (as defined in Section 4.3 for example) is in
the interface. The most popular program using this method is HAD-
DOCK [85]. In this method, active residues are ones that are found
in the interface as defined above, and in addition are on the surface.
HADDOCK also defines passive residues, which are surface residues
that either have a smaller shift change than the active residues or
are close to the active residues. It then defines Ambiguous Inter-
molecular Restraints or AIRs, which are restraints between any
atom on an active residue on one partner and any atom on all ac-
tive plus passive residues on the other. They are ambiguous in the
sense that for each active residue, they restrain one atom on that
residue to be close to one atom on any active or passive residue
on the target. (Strictly, the restraint is that the sum of (r�6)�1/6

should be less than 3 Å. This is the same function as used for
1/r�6-summed NOE restraints, and means that the restraint can
be satisfied either by a single short distance or alternatively by sev-
eral fairly short ones.) These restraints are expressed as energies,
and are often enough to direct a docking algorithm to the correct
solution. One can of course add extra restraints from other exper-
iments, such as residual dipolar couplings or paramagnetic relaxa-
tion. These two experiments in particular provide complementary



Fig. 14. Docking of d(GC) onto the ribonuclease enzyme barnase. Ligand-induced
chemical shift changes are shown in panel b, colour code red > yel-
low > green > cyan. The largest single change is to Glu60, whose sidechain makes
two hydrogen bonds to the guanosine: this chemical shift change is thus not a ring
current effect at all. The j-surface constructed from these changes is shown in panel
a. There is a large sphere at the top of the figure due to Glu60, but the densest region
of the surface (formed by the overlap of spheres from several residues) is in the
middle. The most likely location for the ligand is at the centre of this densest region,
and is shown by the magenta sphere in panel b. This location was then used to dock
d(GC) onto the protein, using the detailed shift changes to optimise the position and
orientation of the ligand (c). The structure shown using sticks in panel (c) is a
typical structure close to the average of the ensemble. Adapted with permission
from M. Cioffi et al. J. Biomol. NMR 2009 43:11–19. Copyright (2009) Springer
Science + Business Media B. V.
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information to chemical shifts (orientation information and longer
range distances respectively), and often help to improve the dock-
ing markedly. One can also add information on which residues are
in the interface derived from analysing mutational data.

Similar programs have been described by others but have not
achieved the popularity of HADDOCK. The program BiGGER [86]
carries out a docking, and then uses chemical shift changes as a fil-
ter: any nucleus with a shift change larger than the cutoff must be
within 5 Å of an atom on the partner. If not, this solution is rejected
[87,88]. AutoDockFilter [89] works in a similar way. Clore and
Schwieters described a very similar method to HADDOCK [90].
The program LIGDOCK [84] also uses AIRs to provide the experi-
mental restraints, and combines them with van der Waals energies
from the docked models to identify the best solutions.

For AutoDockFilter [89], a better result was obtained by doing a
manual filter of the residues with shifts greater than the cutoff, by
deleting residues that were spatially isolated or a long way from
the major cluster of residues. Bonvin and colleagues have refined
this to an automated and unbiased method called SIMPLEX, which
weights the selection of a residue as perturbed or not by the
weights of its neighbours [91]. This method thus downgrades the
effect of outlying single residues with large shift changes, often ob-
served as a result of conformational change in the protein, which it
is claimed significantly improves the search efficiency.

7.2. Definition of ligand orientation from differential shifts

As discussed so far, the magnitude of chemical shift changes has
been used just to impose a cutoff on which changes are significant
and which are not. The rest of this section looks at methods that
have attempted a more quantitative approach, using chemical
shifts to derive structural information more directly. In particular,
a more quantitative use of shifts might allow one to make deduc-
tions about the orientation (‘pose’) of the ligand.

An early attempt to do this came from the drug discovery group
at Abbott Labs [92]. They pointed out that if one has a series of clo-
sely related ligands that all bind to a target protein in the same
way, then they should produce different chemical shift changes
in the target, the differences being localised to the regions of the
ligands that differ. One can thus pinpoint where different parts of
the ligand are binding to the target. The method was illustrated
by binding of ascomycin and derivatives to FK506 binding protein.
The authors note that this idea can be readily extended to protein/
protein complexes: comparison of a protein/protein complex with
a complex in which one residue in one of the proteins has been
mutated should give good information on the near neighbours of
the mutated residue. When this method works, it is quick and
effective, allowing it to be applied in a high-throughput manner
[93].

The problem comes when different ligands do not bind in the
same way: unfortunately, this is a common problem, and one that
bedevils structure/activity relationships. Even small changes to the
ligand can often change its orientation. Riedinger et al. [94] had
this problem with the binding of a series of related ligands, and
plotted 1H and 15N chemical shift changes residue by residue, for
the whole series of ligands. They found that some ligands clustered
together in their effects, and concluded that each cluster binds in
the same orientation. By mapping these clusters onto the binding
site in the protein, they were able to propose how the different li-
gands bind, and rationalise why.

7.3. More quantitative approaches

Over the last 10–15 years there has been a major increase in our
ability to calculate chemical shifts in proteins: that is, to go from
the structure of a protein to its chemical shifts. We are now begin-
ning to work out ways of going the other way, from chemical shifts
to structure. Two significant papers [95,96] have shown that it is
possible to use chemical shifts to score potential structures gener-
ated by computer prediction, and therefore effectively to begin to
use shifts to calculate structures. If we can do this for proteins,



14 M.P. Williamson / Progress in Nuclear Magnetic Resonance Spectroscopy 73 (2013) 1–16
why not do something similar for what should be a simpler prob-
lem, namely the docking of a ligand into a rigid or semirigid
protein?

A simple application of such a more quantitative use of shifts
was proposed by McCoy and Wyss [34]. They pointed out that
most protein ligands (roughly 95% of leads in one major drug de-
sign database [4]) contain aromatic rings; and that the ring current
shifts generated by these rings should be the largest single effect
on the shift changes induced by ligand binding. Interestingly, in
their first implementation, the authors used 1Ha shift changes
rather than the more conventional 1HN changes, because 1Ha shift
changes are more likely to be due exclusively to ring current shifts,
whereas 1HN changes can be due to hydrogen bond and solvent
rearrangement, and are in general less well predicted than 1Ha
shifts [34]. Although this is generally true, it is not as easy to mea-
sure 1Ha shifts, as discussed above.

McCoy and Wyss [97] noted that the aromatic ring current shift
can be approximated by the equation

Dd � ðB=r3Þð1� 3 cos2 hÞ ð10Þ

where B is a proportionality constant, r is the distance to the centre
of the ring, and h is the angle between the proton-ring vector and
the ring normal. This can be simplified even further, such that the
maximum possible chemical shift change due to an aromatic ring
(when h = 0, that is when the proton is directly under the ring) is
proportional to r�3. Thus, for any given shift change, one could draw
a sphere around the proton, within which the ring centre should lie.
For example, for a benzene ring the sphere has a 4.8 Å radius for a
shift change of +0.2 ppm, and a 6.0 Å radius for a shift change of
�0.2 ppm.

The method then consists of taking each proton with a binding-
induced shift, and drawing an appropriately sized sphere around it.
If there is a single location for the ligand, then all the spheres from
all the shifted protons should intersect, the common volume defin-
ing the allowed ring locations. In practice, this is done by calculat-
ing dot densities within each sphere and then calculating the
highest resultant dot density on the protein surface. The calcula-
tion can be improved by removing dots located within the protein,
which are not possible locations for the ligand. The resultant distri-
bution is described as a j-surface (Fig. 14). As one might expect,
best results are obtained when there are many experimental data
points available. In this case, calculations were made using 1HN
shifts. Interestingly, the standard chemical shift mapping proce-
dure provides a rather imprecise location for the ligand, mainly be-
cause the single largest shift change (large sphere at the top of
Fig. 14a and red sidechain at the top of Fig. 14b) is a hydrogen
bonding interaction from a sidechain, whereas the more quantita-
tive method identifies a very clear location, which is convincingly
placed just off the van der Waals surface of the protein. The fact
that a single well-defined site is identified suggests strongly that
the protein structure is not perturbed by ligand binding. The calcu-
lation is extremely fast, and is a very useful way of checking for
simple single-site binding, as a precursor to a more complete quan-
titative search, as described below.

The j-surface is a good way of defining the binding site for an
aromatic ligand, but is poor at generating orientations. Cioffi
et al. therefore combined the j-surface with a more detailed calcu-
lation of ligand-induced chemical shift changes [98–100]. The
j-surface was used to locate the binding site; this location was then
fed into a docking program, which produced 100–1000 ligand/pro-
tein ‘poses’. For each of these poses, the ligand structure was used
to calculate the expected 1H shift changes in the protein, as de-
scribed in Section 2.2; and the position of the ligand was varied
to optimise the match between calculated and experimental shift
changes [98]. The resultant poses (location and orientation) match
structures derived from crystallography well, and in some cases
are actually more accurate [100]. As one might expect, the method
is less good if the protein structure alters on binding ligand [99]. A
similar method has been described using quantum mechanical
(MNDO) shift calculations [101,102]. A more recent attempt along
these lines determines the match between calculation and experi-
ment using a correlation coefficient rather than an RMSD; this
avoids the need to estimate the degree of saturation of the protein
binding site, and reduces the impact of outliers, for example caused
by allosteric change [103]. It also applies the shift calculation at the
stage of initial docking, thus giving a high hit rate of useful poses. A
recent version of HADDOCK also uses this approach [37]: it uses
shifts in the standard qualitative way first, to locate the binding
site, but then uses a more complete calculation (using the empiri-
cal calculation carried out by ShiftX [104]) to optimise the poses.
The authors note that this two-stage approach works much better
than a straightforward chemical shift-based approach. They also
note that the best shifts to use for the detailed calculation are
1Ha, 13Ca and 15N, but not 1HN.

None of these methods works well if the protein structure
changes substantially on binding to ligand. In this case, it has been
shown that docking based only on the shift changes can work
[105]. Crystal structures of two proteins were used to dock them
together, using a procedure that allows flexible parts of the pro-
teins to move during the docking. For each complex structure gen-
erated, chemical shift calculations (again based on ShiftX [104])
were carried out and used to score the structure. This chemical
shift-based ‘biasing’ of the energies calculated during the docking
is enough to produce the correctly docked structures as the lowest
energies. The authors comment that although the chemical shift
restraints do not provide detailed information on the complex,
the simultaneous use of a large number of shifts is sufficient to pro-
duce a well-docked structure. They have even suggested that
chemical shifts can be used to generate the structure of a complex,
even if the structures of the free proteins are not known [106].

7.4. The future

The examples presented here show that a rigorous statistical
treatment of CSPs not only gives better estimates of binding affin-
ities, but also has the potential to separate strong binding from
weak secondary binding, and possibly even to separate shifts
caused by binding at the binding site from allosteric effects. This
would be a major improvement in the reliability of CSPs for map-
ping ligand binding. The use of methyl labelling, particularly in lar-
ger proteins, is likely to grow considerably, and probably gives a
much more reliable indicator of binding because the chemical
shifts of 13C and 1HC are likely to be more directly affected than
those of 15N by ligand binding rather than allosteric effects. Meth-
ods for the calculation of chemical shifts in proteins continue to
improve, and are likely to lead to much more accurate determina-
tion of the binding orientation of ligands.
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CIS: Complexation-induced change in chemical shift
CSP: Chemical shift perturbation
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NADPH: Nicotinamide adenine dinucleotide phosphate, reduced form
PCA: Principal component analysis
RIS: Root mean square
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