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Abstract—This letter presents a new feature normalization technique to normalize the temporal structure of speech features. The temporal structure of the features is partially represented by its power spectral density (PSD). We observed that the PSD of the features varies with the corrupting noise and signal-to-noise ratio. To reduce the PSD variation due to noise, we propose to normalize the PSD of features to a reference function by filtering the features. Experimental results on the AURORA-2 task show that the proposed approach when combined with the mean and variance normalization improves the speech recognition accuracy significantly; the system achieves 69.11% relative error rate reduction over the baseline.

Index Terms—Feature normalization, robust speech recognition, temporal structure, temporal filter.

I. INTRODUCTION

SPEECH recognition performance degrades dramatically when speech is corrupted by background noise and channel distortion. To address the problem, several normalization techniques have been proposed to counter the adverse environmental effects, e.g., cepstral mean normalization (CMN) [1], cepstral variance normalization (CVN) [2], and histogram equalization (HEQ) [3] techniques. The CMN technique removes the mean of speech features in an utterance to reduce the effect of convolutional interference. The CVN technique normalizes the variance of the feature to a fixed range and is usually used together with the CMN to counter noise and channel effects. The HEQ technique equalizes the histogram of the speech feature to a reference function, e.g., Gaussian function, through nonlinear transformations. From a statistical viewpoint, all these methods attempt to normalize the distribution of speech features. The CMN and CVN normalize the first and second order moments of the speech features respectively, while the HEQ normalizes the probability distribution function.

A sequence of speech features can be viewed as a realization of a random process, and can be described in two aspects: one is the statistical distribution of the individual samples of the process, the other is the temporal structure of the process, partially represented by the autocorrelation function or the power spectral density (PSD) function. When speech is corrupted by noise, both its statistical distribution and temporal structure are distorted. Hence, it is desirable to normalize the temporal structure of the features as well.

Recently, several filters have been proposed to smooth the speech feature along the temporal axis. In the MVA [4] technique, the mean subtraction (CMN), variance normalization (CVN) and low-pass autoregressive moving average (ARMA) filtering operations are cascaded for post-processing of features. The MVA technique is motivated by the observation that the PSD of the noisy speech feature usually has a larger high-frequency component than its clean counterpart. Despite its simplicity, the MVA achieves significant performance improvement in the AURORA-2 task. In another approach, a filter is designed for each feature based on certain criteria, such as linear discriminant analysis (LDA), principal component analysis (PCA), and minimum classification error (MCE), to project the speech feature into a subspace for enhanced discriminative ability. These filters are reported to be effective in a connected Chinese digital string task [5].

The above filters are typically designed offline. We believe that better performance can be achieved if we are able to dynamically adapt the filter to the acoustic environment utterance by utterance. To this end, we propose two methods to estimate the reference functions from the clean speech utterances and carry out utterance-based temporal structure normalization (TSN) with respect to the reference functions. The proposed technique is evaluated on the AURORA-2 framework [9].

II. NORMALIZATION OF TEMPORAL STRUCTURE

A. Temporal Structure Varies With Noise

Consider using the Mel-scaled filterbank cepstral coefficients (MFCC) for speech recognition. Let \( x_k(n) \) be the cepstral coefficient of the \( r^{th} \) frame and \( k^{th} \) MFCC channel of an utterance. Hence, we have \( K \) time series, \( x_k(n) \) to \( x_k(n) \), where \( K \) is the number of channels. In our experiments, the raw features are the \( c0\text{--}c12 \) cepstral coefficients, delta and acceleration coefficients, thus \( K = 30 \). The time series of these raw features are first processed by CMN and CVN, referred to as mean and variance normalization (MVN) hereafter, then normalized by the proposed temporal structure normalization (see Fig. 1). The MVN preprocessing removes the DC offset and normalizes the power so that the features are scaled roughly to the same range under different noise conditions. We are interested to study the temporal structure of these time series from the viewpoint of their PSD functions.

Without loss of generality, we examine a speech utterance that is corrupted by additive car noise. Fig. 2(a)–(c) shows the time series of the first MFCC feature \( c1 \) after MVN processing for three SNR levels. Fig. 2(d) illustrates their corresponding
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PSD functions. We observe that the PSD functions of the feature for the same utterance under different SNR levels differ due to noise. An interesting observation is that the noisy PSD functions are close to the clean PSD function in the low frequency range (less than 10Hz) but have higher power in the high-frequency range. This explains why the noisy features are more spiky than the clean one as illustrated in Fig. 2(a)–(c). Motivated by the success of other normalization techniques [1]–[3], we propose to normalize the feature PSD to reduce noise effect. It is however not desirable to match the feature PSD functions of every utterance to a single group of reference functions exactly, as that will reduce the discriminative power of the features. We propose to only normalize the trend of the feature PSD functions for each utterance. The effect of normalizing the feature PSD is the same as that of normalizing the temporal structure of the feature time series. The task of normalizing the PSD can be divided into two subtasks, one subtask is to find a reference PSD function, and the other subtask is to filter the speech feature to equalize the feature PSD to the reference function. We call the filter for this purpose the temporal structure normalization (TSN) filter (Fig. 1).

B. Normalizing Temporal Structure Using TSN Filters

We first introduce the proposed filtering technique in this section, and then discuss the training of the reference functions in the next section. Given a reference PSD function for each channel, we can find the required filter transfer functions of the TSN filters in the frequency domain for each utterance, and then estimate the FIR filters’ weights using the windowed method [8]. Let $X_k(\omega)$ and $Y_k(\omega)$ denote the two-sided utterance-dependent PSD and reference PSD for the $k^{th}$ channel respectively, where $\omega$ is the normalized angular frequency. To equalize the noisy PSD $X_k(\omega)$ to the reference PSD $Y_k(\omega)$, the required magnitude response of the filter is

$$|H_k(\omega)| = \sqrt{Y_k(\omega)/X_k(\omega)}, \quad \omega \in [-\pi, \pi],$$

(1)

Using the above magnitude response, the PSD function after filtering will be $\hat{X}_k(\omega) = |H_k(\omega)|^2X_k(\omega) = Y_k(\omega)$. The filter’s weights can be found by

$$u_k(l) = \text{IDFT}(|H_k(\omega)|), \quad l = 1, \ldots, L$$

(2)

where IDFT(·) represents the inverse discrete Fourier transform and $L$ is the number of weights. The weights $u_k(l)$ are symmetric w.r.t. the center tap and the most significant weights are concentrated around this tap. Only the central weights are extracted to form the filter of a desired length. By not using all the weights, the realized filter’s transfer function is smoothed. The number of weights to use is chosen such that the filter will mainly normalize the trend of the PSD function and leaves the detailed speech information less affected. A Hanning window is applied to the truncated weights to reduce truncation effect. Finally, the sum of the windowed weights are normalized to one to ensure that features are properly scaled. The filters for all channels thus designed have identical linear phase response.

C. Finding the Reference PSD Functions

As each MFCC channel possesses an unique temporal characteristic, we design a reference PSD function for each channel. Each reference PSD function is trained using the same clean speech data as that for the acoustic models training. As the feature PSD of each utterance is partially dependent on both speech content and speaker, we propose to average the PSD over a collection of utterances to produce for each channel a general reference function. Similar PSD averaging scheme has been used by Nadeu et al. [6] to analyze the properties of speech features. The averaging process reduces speaker effect that is detrimental for speaker-independent speech recognition. The averaging process also smooths out the speech detail but retains the common trend of the clean feature PSD. The obtained reference functions are found to be suitable for the design of the TSN filter in Section II-B.

In addition, we also consider to perform a low-pass filtering operation on the features before training the reference functions. This is motivated by the observation that smoothing the speech features improves recognition performance [4], [5]. Our experimental results show that TSN using reference functions with additional low-pass filtering produces slightly better performance for the AURORA-2 task.

III. EXPERIMENTS AND RESULTS

A. Experiment Settings

The sampling rate of the feature time series is the same as the frame rate which is 100 Hz. The autoregressive model used in the Yule-Walker PSD estimation method has an order of 15 to obtain the desired smoothness for the PSD. The number of bins for the two-sided PSD is 256 to ensure sufficient samples in the...
frequency domain. As described in Section II-C, we propose two reference function training schemes, Scheme A and B. They are summarized as follows.

- **Scheme A**: \( \text{features} \rightarrow \text{MVN} \rightarrow \text{PSD estimation} \rightarrow \text{Averaging} \rightarrow \text{Scheme A's ref. functions} \)
- **Scheme B**: \( \text{features} \rightarrow \text{MVN} \rightarrow \text{ARMA filter} \rightarrow \text{PSD estimation} \rightarrow \text{Averaging} \rightarrow \text{Scheme B's ref. functions} \)

The ARMA filter in Scheme B is the same as that in MVA with its order \( M \) empirically set to be 3. The TSN filter’s length is empirically set to 21. We use the same 1000 utterances to train the reference functions of the two schemes. The utterances are extracted from the clean training set of AURORA-2 [9] with selection based on gender and speaker balance.

### B. Normalization Effect

1) **TSN With Scheme A Reference Functions**:

   Fig. 3(a) shows the same PSD as that in Fig. 2(d) along with the reference PSD function. Fig. 3(b) illustrates the magnitude response of the TSN filters for the different SNR levels. For the clean case, the magnitude response is slightly high-pass while for the SNR = 15 dB and 5 dB cases, the filters are both low-pass. Fig. 3(c) shows that the normalized PSD functions are very similar to the reference PSD function.

   Fig. 4(b)–(d) compare the normalized version of the time series of Fig. 2(a)–(c) with their original clean version in Fig. 4(a). It is observed that the smoothness of the filtered features in different SNR levels are similar. In particular, the normalized clean features are almost identical to the original clean features. This indicates that the filtering process does not alter the clean features adversely. On the other hand, the normalized SNR = 15 dB and 5 dB features are much smoother than their original features. This shows that the TSN filters the features of different SNRs differently.

   From the magnitude responses in Fig. 3(b), under noisy cases the filters attenuate high-frequency components that are mainly due to noises while preserving low frequency speech information. This agrees with the findings by Kanedera et al. [7] where it is reported that the most important modulation frequencies of the features for recognition are around 4 Hz.

2) **TSN With Scheme B Reference Functions**:

   Fig. 5, 6 show the normalization effect using the same configurations as those of Figs. 3 and 4 but using the Scheme B’s reference functions.

   As a result of the additional low-pass ARMA filtering, the reference PSD function of Scheme B Fig. 5(a) has a lower power density in high frequency than that of Scheme A Fig. 3(a). The filters in Fig. 5(b) for all three SNR levels are low-pass filters, with the gain for high-frequency decreasing with SNR level. Like the previous example, the normalized PSD for all three SNR levels in Fig. 5(c) are very similar to the reference PSD. Fig. 6(b)–(d) shows the features after normalization. As compared to Fig. 4(b)–(d), all the features are smoother, including the clean one. This is attributed to the smoothing of MVA in

---

**Fig. 3.** Effect of Scheme A on the feature PSD of Fig. 2(d).

**Fig. 4.** Effect of Scheme A on the speech features of Fig. 2(a)–(c).

**Fig. 5.** Effect of Scheme B on the feature PSD of Fig. 2(d).

**Fig. 6.** Effect of Scheme B on the speech features of Fig. 2(a)–(c).
performs TSN + A in general. This suggests that, besides temporal structure normalization, proper smoothing to both clean and noisy features are beneficial for speech recognition, which agrees with the findings in other recent reports [4]–[7].

D. Discussion

The MVA method [4] and the data-driven filters [5] smooth the features without explicitly normalizing its temporal structure. The utterance-based TSN introduces the normalization of the feature PSD as the objective for temporal filtering under different noise and SNR situations. Apparently a fixed filter would not be optimal for varying acoustic environment. In this letter, we propose adapting filters utterance by utterance. Experimental results show that our method results in different degree of smoothing for different noise and SNR situations and improves the accuracy across all SNR levels over reported results in [4].

We note that TSN introduces extra computational cost by involving the IDFT and Yule-Walker PSD estimation operations. Both operation however can be implemented by efficient algorithms, such as the fast Fourier transform (FFT) and the Levinson-Durbin recursion [8], respectively.

IV. Conclusion

In this letter, we studied the TSN filter to normalize the speech feature’s temporal structure explicitly in the form of PSD utterance by utterance. The TSN method filters the speech features aiming to equalize the feature PSD functions of an utterance to the desired reference functions. Experimental results show that TSN improves the recognition accuracy in both clean and noisy cases for the AURORA-2 task and its improvement is greater than that of MVA [4] due to the adaptive filtering mechanism.
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