Abstract. Current methodologies for automatic translation cannot be expected to produce high quality translations. However, some techniques based on these methodologies can increase the productivity of human translators. The basis of one of these methodologies are finite-state transducers, which are adequate models for computer assisted translation. These models have proved its efficiency in many pattern recognition and artificial intelligence tasks such as speech recognition, handwriting recognition and machine translation for specific domains.

These finite-state models present some advantages. On the one hand, finite-state models can be learnt from bilingual corpus to infer transducers. On the other hand, there are well-known and efficient algorithms to perform the parse of the best translation according to these models (e.g., Viterbi search). In this paper, the concept of interactive search will be introduced along with some efficient techniques that solve the problem of producing a translation given a sentence in the source language and a prefix (from the output sentence) typed by the user. Needless to say that this system must run under real-time constraints to be useful for human translators.

This approach has been tested on a corpus of printer manuals and the first results reflect that human translators would only need to type the 25% of the characters of the whole translated text, increasing in this way their throughput and reducing their effort.

1 INTRODUCTION

Present translation technology has not been able to keep pace with the demands for high-quality translation. An alternative way to take advantage of the technologies developed is to use them in order to help human translators, as it is explained in [9]. In this paper, an approach that significantly increases the translator productivity is presented, having an enormous commercial potential. This work has been carried out in the TransType2 [11] project.

The aim of TT2 is the development of a Computer Assisted Translation (CAT) system that will help to solve a very pressing social problem: how to meet the growing demand for high-quality translation.

The innovative solution proposed by TT2 is to embed a data driven Machine Translation (MT) engine within an interactive translation environment. In this way, the system combines the best of two paradigms: the CAT paradigm, in which the human translator ensures high-quality output, and the MT paradigm [3], in which the machine ensures significant productivity gains.

This approach has two important aspects: the models need to provide adequate completions and they have to do so efficiently. To fulfill these two requirements, Stochastic Finite-State Transducers (SFST) have proved in the past to be able to provide adequate translations [13, 7, 1, 6, 2]. In addition, it is shown in this paper that efficient parsing algorithms can be easily adapted in order to provide translations.

Moreover, hybrid finite-state and statistical translation techniques can be used to produce efficient SFSTs. The learning of SFST is improved by using statistical word-aligned training pairs together with n-gram language models [5]. The parsing (search) with SFSTs is carried out by the Viterbi algorithm adapted to the CAT framework.

The rest of the paper is structured as follows. Next section introduces the general setting for machine translation and finite-state models. In section 3, the search procedure for an interactive translation is presented. Experimental results are shown in section 4. Finally, some conclusions and future work are explained in section 5.

2 MACHINE TRANSLATION WITH FINITE-STATE TRANSDUCERS

Given a source sentence \( s \), the goal of MT is to find a target sentence \( \hat{t} \) that maximizes:

\[
\hat{t} = \arg \max \Pr(\hat{t} | s) = \arg \max \Pr(t, s)
\]

A stochastic finite-state transducer (SFST) is a finite-state network whose transitions are labeled by three items:

1. an input symbol (a word from the input vocabulary);
2. an output string (a sequence of words from the output vocabulary) and
3. a transition probability.

Figure 1 shows a small SFST for Spanish to English translation. SFSTs are models that can be used to estimate the joint distribution \( \Pr(t, s) \) [10]. Given a SFST \( T \),

\[
\hat{t} \approx \arg \max \Pr_T(t, s)
\]

SFSTs have been successfully applied into many translation tasks [13, 1, 6]. Current parsers for SFSTs produce a target sentence from a source sentence using the Viterbi algorithm [14].

In the CAT paradigm, the decoder must produce one (or n-) best translation prediction(s) given a source sentence and a prefix of the sentence in the target language. Given a SFST \( T \), a source sentence \( s \) and a prefix of the source sentence \( t_p \), the goal is to find a suffix of the target sentence \( \hat{t} \).
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\[ t_s = \arg \max_{t_p} \Pr(t_s | s, t_p) \approx \arg \max_{t_p} \Pr_T(t_p, s) \]  

This equation is similar to the one for general translation but in this case, the optimization is performed on a set of target suffixes rather than the set of whole target sentences.

The inference of such SFSTs can be carried out by the Grammatical Inference and Alignments for Transducer Inference (GIATI) technique (the previous name of this technique was MGTI - Morphological Inference and Alignments for Transducer Inference) [4]. Given a finite sample of string pairs, it works in three steps:

1. Building training strings. Each training pair is transformed into a single string from an extended alphabet to obtain a new sample of strings.
2. Inferring a (stochastic) regular grammar. Typically, smoothed n-gram is inferred from the set of samples of strings obtained in the previous step.
3. Transforming the inferred regular grammar into a transducer. The symbols associated to the grammar rules are replaced by source/target symbols, thereby converting the grammar inferred in the previous step into a transducer.

\[ \hat{s} \approx \arg \max_{s} \Pr_T(s | t_p) \]  

This algorithm can be adapted for the purpose of CAT, as shown in the following sections.

3.1 Word graph derivation

A word graph represents the set of all possible translations for a given source sentence \( s \) that were embedded in the SFST \( T \). The derivation of the word graph is performed by intersecting the SFST \( T \) with the source sentence \( s \), defining a subgraph in \( T \) whose paths are compatible with the source sentence.

An example of word graph is shown in Figure 2. This word graph has been obtained from the SFST represented in Figure 1 and the source sentence “haga click en siguiente” (click next).

Interactive search can be simplified significantly by using this representation of the set of target sentences, since the inclusion of edition cost operations along with the search procedure, introduces some peculiarities that can be solved efficiently in the word graph.

Finally, there are a couple of minor issues to deal with in the construction of the word graph. On the one hand, the output symbol for a given transition could be empty (“(null)”) or could contain more than one word. Since the generated word graph is not deterministic, the inclusion of empty labelled transitions coming from the SFST is integrated easily. In case of transitions with more than one word, auxiliary states were created in order to assign only one word for each transition. On the other hand, it is possible to have words in the input sentence that do not belong to the input vocabulary in the SFST. This problem is solved with the introduction of a special “unknown word” in the input vocabulary of the SFST.

3.2 Search of \( n \)-best translations given a prefix of the target sentence

Once the word graph has been generated, the next step addresses the search for the \( n \)-best translations in the word graph for a given source sentence \( n \) (\( n \) is a number given by the human translator). These \( n \) translations will be the most probable translations for the source sentence, i.e. the most probable paths in the word graph.
The application of this type of search is aimed at the core of the CAT. At first, given only the source sentence, the human translator is provided with the list of $n$-best translations found in the word graph. Then, the human translator will proceed to select a prefix of one of these $n$-best translations as correct, changing it if is necessary. This new prefix along with the source sentence will generate a new set of best suffix translations, that will be again modified by the human translator. This process is repeated as many times as necessary to achieve the desired final translation.

This dynamic adaptation requires to search a target suffix in the word graph that maximizes the a posteriori probability given a prefix of the target sentence. This operation implies to find prefixes in the word graph that are compatible with the prefix suggested by the user. This compatibility is not always possible, so the target prefix is approximated through the minimum edition cost.

The beam-search [12] technique has been implemented to reduce the computational cost of the search. During the word graph construction, two beam coefficients were employed. One to penalize those transitions leading to backoff states and another beam coefficient less restrictive for those transitions arriving at normal states. Finally, a third beam coefficient controls how far, in terms of number of edition operations, the current hypothesis could be from the best hypothesis. The application of this technique is imperative because of the real-time constraints under which the prototype is required to run.

3.3 Sample session

In this section, a TT2 interactive prototype [8], which uses the searching techniques presented in the previous sections, is presented. The user can customize this prototype in different ways: number of suggested translations, length in number of words of these suggestions, etc. In the example below, the number of suggestions is set to five and the length of these suggestions has not been bounded.

Example 1 This example shows the functionality and the interaction between the TT2 prototype and a translator for a given sentence drawn from the Xerox corpus. The reference target sentence is given below:

Reference target sentence: Los requisitos de hardware mínimos para los controladores de impresora para Macintosh son:

Source sentence: The minimum hardware requirements for the Macintosh printer drivers are:

Hypothesis 0.0: El requisitos de hardware mínimos para esta:

Hypothesis 0.1: Los requisitos de hardware mínimos para esta:

Hypothesis 0.2: El requisitos para esta:

Hypothesis 0.3: El requisitos de hardware mínimos para los:

Hypothesis 0.4: El requisitos de hardware mínimos para el:

User interaction 0: Hypothesis 0.1 would be selected and the cursor would be positioned at the begining of the word "esta". Then, the translator would type "l", that is, the next character in the reference target sentence.

Prefix 0: Los requisitos de hardware mínimos para l

Hypothesis 1.0: Los requisitos de hardware mínimos para los:

Hypothesis 1.1: Los requisitos de hardware mínimos para los:

Hypothesis 1.2: Los requisitos de hardware mínimos para la:

Hypothesis 1.3: Los requisitos de hardware mínimos para las:

Hypothesis 1.4: Los requisitos de hardware mínimos para los controladores de impresora propios de CentreWare son:

User interaction 1: Hypothesis 1.4 would be selected and the cursor would be positioned between the character "p" and "r" of the word "propios". Then, the translator would type "a", that is, the next character in the reference target sentence.

Prefix 1: Los requisitos de hardware mínimos para los controladores de impresora pa

Hypothesis 2.0: Los requisitos de hardware mínimos para los controladores de impresora pa de CentreWare son:
Hypothesis 2.1: Los requisitos de hardware mínimos para los controladores de impresora pa de CentreWare:

Hypothesis 2.2: Los requisitos de hardware mínimos para los controladores de impresora pa de CentreWare son:

Hypothesis 2.3: Los requisitos de hardware mínimos para los controladores de impresora pa de CentreWare:

Hypothesis 2.4: Los requisitos de hardware mínimos para los controladores de impresora pa propios de CentreWare son:

User interaction 2: No hypothesis would be selected in this case. The translator would need to type the following character "r" in the reference target sentence. This last interaction would be repeated several times, since no hypothesis matches the reference target sentence. The translator would end up typing "para Macintosh".

Prefix 2: Los requisitos de hardware mínimos para los controladores de impresora pa Macintosh:

Hypothesis 3.0: Los requisitos de hardware mínimos para los controladores de impresora pa Macintosh son:

Hypothesis 3.1: Los requisitos de hardware mínimos para los controladores de impresora pa Macintosh CentreWare son:

Hypothesis 3.2: Los requisitos de hardware mínimos para los controladores de impresora pa Macintosh de CentreWare son:

Hypothesis 3.3: Los requisitos de hardware mínimos para los controladores de impresora pa Macintosh:

Hypothesis 3.4: Los requisitos de hardware mínimos para los controladores de impresora pa Macintosh CentreWare:

User interaction 3: Hypothesis 3.0 would be selected and the user would accepted the target sentence.

Final hypothesis: Los requisitos de hardware mínimos para los controladores de impresora pa Macintosh son:

4 EXPERIMENTAL RESULTS

4.1 Corpus features

The corpus employed for the experiments is the Xerox corpus. It involves the translation of technical Xerox manuals from English to Spanish, French and German and vice versa. The data used for training and test purposes are shown in Table 1.

Table 1. Features of the Xerox Corpus: training, vocabulary and test sizes are measured in thousands of words

<table>
<thead>
<tr>
<th></th>
<th>EN / ES</th>
<th>EN / DE</th>
<th>EN / FR</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRAINING</td>
<td>600/700</td>
<td>600/500</td>
<td>600/700</td>
</tr>
<tr>
<td>VOCABULARY</td>
<td>26 / 30</td>
<td>25 / 27</td>
<td>25 / 37</td>
</tr>
<tr>
<td>TEST</td>
<td>8 / 9</td>
<td>9 / 10</td>
<td>11 / 10</td>
</tr>
<tr>
<td>PERPLEXITY (3gram)</td>
<td>107/60</td>
<td>93/169</td>
<td>193/135</td>
</tr>
</tbody>
</table>

4.2 Translation quality evaluation

The assessment of the techniques presented in section 3 has been carried out using the Key-Stroke Ratio (KSR) that counts the number of key-strokes needed to achieve the reference target sentence plus the acceptance key-stroke divided by the number of running characters.

\[ KSR = \frac{\text{number of key strokes} + 1}{\text{number of characters}} \]

These experiments were performed with 3-gram transducers based on the GIATI technique. On the leftmost column appears the language pair employed for each experiment, English (En), Spanish (Es), French (Fr) and German (De). The main two central columns compare the results obtained with one translation and with five translations for a given source sentence. In the latter case, the target sentence out of those five translations that minimizes the KSR was selected. The results are shown in Table 2.

Table 2. Results for the Xerox Corpus comparing 1-best to 5-best translations

<table>
<thead>
<tr>
<th></th>
<th>KSR (1-best)</th>
<th>KSR (5-best)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Es-En</td>
<td>28.3</td>
<td>25.4</td>
</tr>
<tr>
<td>En-De</td>
<td>67.5</td>
<td>61.4</td>
</tr>
<tr>
<td>De-En</td>
<td>59.5</td>
<td>54.4</td>
</tr>
<tr>
<td>Fr-En</td>
<td>58.9</td>
<td>54.4</td>
</tr>
<tr>
<td>En-Fr</td>
<td>58.7</td>
<td>53.9</td>
</tr>
<tr>
<td>En-Es</td>
<td>34.5</td>
<td>30.7</td>
</tr>
<tr>
<td>Es-En</td>
<td>93/169</td>
<td>193/135</td>
</tr>
<tr>
<td>En-Fr</td>
<td>11 / 10</td>
<td>25 / 37</td>
</tr>
<tr>
<td>Es-En</td>
<td>9 / 10</td>
<td>11 / 10</td>
</tr>
</tbody>
</table>

The best results were obtained between English and Spanish language pairs, in which the human translator would only need to type 25% of the total characters of the reference sentences. In other words, this would result in a factor of 4 increase in the productivity of human translators.

Furthermore, in all cases there is a clear and significant improvement in error measures when moving from 1 to 5-best translations. This gain in translation quality diminishes in a log-wise fashion as the number of best translations increases.

Some pairs of languages such as English and French present somewhat higher error rates, as it is also the case between English and German, reflecting the complexity of the task.

5 CONCLUSIONS AND FUTURE WORK

As the results have shown, finite-state transducers are adequate models for computer assisted translation. Besides, they can be easily learnt from a parallel corpus.

The concept of interactive search has been introduced in this paper along with some efficient techniques (word graph derivation and n-best hypothesis generation) that solve the parsing problem, taking into account the prefix concept, under real-time contraints.

The promising results achieved in the first experiments provide a new field in machine translation still to be explored, in which the human expertise is combined with machine translation techniques to increase productivity without sacrificing high-quality translation.

Finally, the introduction of morpho-syntactic information and/or bilingual categories in finite-state transducers are topics that leave an open door to future research.
ACKNOWLEDGEMENTS

The authors would like to thank the researchers involved in the TT2 project who have developed the methodologies that are presented in this paper.

This work has been supported by the European Union under the IST Programme (IST-2001-32091).

REFERENCES


