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ABSTRACT

In this chapter, the authors present the performance of multi-antenna selective combining decode-and-forward (SC-DF) relay networks over independent and identically distributed (i.i.d) Nakagami-\(m\) fading channels. The outage probability, moment generation function, symbol error probability and average channel capacity are derived in closed-form using the Signal-to-Noise-Ratio (SNR) statistical characteristics. After that, the authors formulate the outage probability problem, optimize it with an approximated problem, and then solve it analytically. Finally, for comparison with analytical formulas, the authors perform some Monte-Carlo simulations.

1. INTRODUCTION

Cooperative communication has been an interesting topic for researchers in recent years. Cooperative communications refer to systems or techniques that allow users to help transmit each other’s messages to the destination. Most cooperative transmission schemes involve two phases of transmission: a coordination phase, where users exchange their own source data and control messages with each other and/or the destination, and a cooperation phase, where the users cooperatively retransmit their messages to the destination.

To enable cooperation among users, different relay technology can be employed depending on the relative user location, channel condition and
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transceiver complexity. There are some of the basic cooperative relaying techniques such as Decode-and-Forward (DF) in which the relay decodes the received signals and forwards it either as is or re-encoded to the destination regardless whether the relay can decode correctly or not.

The relay could also only forward the correctly decoded messages, which is referred to as the Selective DF (S-DF) protocol, Amplify-and-Forward (AF) in which the signal received by the relay is amplified, frequency translated and retransmitted, Coded Cooperation (CC) that can be viewed as a generalization of DF relaying schemes where more powerful channel codes (other than simple repetition codes used in the DF schemes) are utilized in both phases of the cooperative transmission. When using repetition codes, the same codeword is transmitted twice (either by the source or the relay) and, thus, bandwidth efficiency is decreased by one half and Compress and Forward (CF) schemes, which refer to cases where the relay forwards quantized, estimated, or compressed versions of its observation to the destination. In contrast to DF or CC schemes, the relay in CF schemes need not decode perfectly the source message, but need only to extract, from its observation, the information that is most relevant to the decoding at the destination. The amount of information extracted and forwarded to the destination depends on the capacity of the rely-destination link Dohler and Li (2010).

LITERATURE REVIEW

Because the relay selection schemes make an efficient use of time and frequency resources, several selective combining schemes have been introduced in recent years. In Blatxes et al. (2006), the authors introduced an opportunistic relaying method, which a single relay based on the best end-to-end instantaneous SNR criterion is selected and then forwards the message to the destination. They derived analytical results at high SNRs and the outage probability wasn’t derived in closed-form. The authors in Beaulieu and Hu (2006) and Hu and Beaulieu (2007) analyzed an adaptive DF relay method, which only a number of relays were selected to send the messages to the destination. They proved that increasing the number of relays could not always decrease the outage probability.

A selection combiner at the destination with AF relays have been studied in Sagias et al. (2008) on Nakagami-m fading channels where, a closed-form formula for the outage probability was derived. Different relaying schemes are investigated in Jing et al. (2009), the authors have calculated the diversity of some existing single-relay selection schemes. They have managed to develop the relay selection idea to the case in which more than one relay is taking part in cooperation. They have researched the complexity of these schemes, too. In Duong et al. (2009), the authors presented closed-form formulas for the performance of selective DF relaying in Nakagami-m fading channels without considering the direct link between source and destination. The authors in Ikki and Ahmed (2010) introduced a closed-form expression for the outage probability and average channel capacity using the best relay selection scheme over independent and non-identical Rayleigh fading channels. In Amarasuriya et al. (2010) the authors have developed a Multiple Relay Selection (MRS) scheme. In this method the relays are selected so that the output SNR satisfies a predefined SNR. The authors in Kalantari et al. (2011) have derived closed form expressions for the outage probability in opportunistic AF and DF relaying over Log-normal fading channels. In their method, the weakest channel of each relay is defined, and then the relay that its weakest channel is stronger than others is selected. The Log-normal distribution not only models the moving objects, but also the reflection of the bodies. Moreover, it
models the action of communicating with robots in a closed environment like a factory. In indoor radio propagation environments, terminals with low mobility have to rely on macroscopic diversity to overcome the shadowing from indoor obstacles and moving human bodies. However, to the best of our knowledge, no one derived exact closed-form expressions for the outage probability, symbol error probability and average channel capacity for multi-antenna SC-DF relay networks over Nakagami-m fading channels.

In this chapter, we present our derived closed-form formulas for outage probability, moment generation function, symbol error probability and average channel capacity. In addition, we minimized the outage probability with optimal and adaptive power allocation. The reminder of this paper is organized as follows. Section II introduces the system model under consideration. Section III gives an analytical approach to evaluating the outage probability, MGF, symbol error probability and average channel capacity of the system. In Section IV, we formulate outage probability problem to optimize the approximate version of our problem which leads to a closed from analytical solution. Finally, Section V presents Monte-Carlo simulation to verify the analytical results.

2. SYSTEM MODEL

Consider a cooperative relay system that consists of $K + 1$ users, one acting as the source and $K$ serving as the relays (see Figure 1 for the system model). Each relay has two receive antennas. Let us denote the source by $s$, the destination by $d$, and label the relays from 1 to $K$. $P$ is the source transmission power, $h_{s,k,1}$ and $h_{s,k,2}$ are the channel coefficients between source and first receiver antenna of relay $k$ (i.e., the $s-k-1$ link), and between source and the second receiver antenna of relay $k$ (i.e., the $s-k-2$ link), respectively.

$h_{k,d}$ is the channel coefficient between relay $k$ and the destination (i.e., the $k-d$ link). $\sigma_s^2$ and $\sigma_d^2$ are noise variances at relay $k$ and destination, respectively. Moreover, the instantaneous SNR for $s-k-1$, $s-k-2$ and $k-d$ links are given by

$$\gamma_{s,k,1} = \frac{P|h_{s,k,1}|^2}{\sigma_s^2}, \quad \gamma_{s,k,2} = \frac{P|h_{s,k,2}|^2}{\sigma_s^2} \quad \text{and} \quad \gamma_{k,d} = \frac{P|h_{k,d}|^2}{\sigma_d^2}.$$

In DF selection relaying, all relays attempt to decode the source’s message in phase I and act as candidate relays for selection in phase II only if it has successfully decoded the message. For simplicity, we assume the case where no diversity combining is employed at the destination. Hence, the system reduces to a dual-hop transmission where the maximum achievable rate is limited by the minimum capacity among $s-k$ and $k-d$ links. Given that relay $k$ was selected, the end-to-end SNR can be computed as

$$\gamma_{SC} = \max_{k=1,...,K} \min(\gamma_{s,k}^+, \gamma_{k,d})$$

where $\gamma_{s,k}^+ = \max(\gamma_{s,k,1}^+, \gamma_{s,k,2}^+)$

3. PERFORMANCE ANALYSIS

The SNR per symbol of the channel, $\gamma$, is distributed according to a gamma distribution given by Simon & Alouini (2005), where $m$ is Nakagami-m fading parameters and $\gamma$ is average SNR per symbol. The Cumulative Distribution Function (CDF) of this channel are given by Ikki & Ahmed (2007), where $\Gamma(b, x)$ is the upper incomplete gamma function which is defined as

$$\Gamma(b, x) = \int_e^{+\infty} e^{-t} t^{b-1} dt \quad \text{and} \quad \alpha = \frac{m}{\gamma}. \quad \text{Where} \quad$$

$$\alpha_k = \frac{m_1^k}{\Omega_k}, \quad \eta_k = \frac{m_2^k}{\Omega_2^k} \quad \text{and} \quad \beta_k = \frac{m_3^k}{\Omega_3^k}$$
channel parameters for $s - k - 1$, $s - k - 2$ and $k - d$ links, respectively.

Since $\gamma_{k,k}$ and $\gamma_{k,d}$ are independent gamma random variables and assuming that $m$ is integer and then by using $\Gamma(n, x) = (n - 1)!e^{-x}\sum_{i=n}^{\infty} \frac{x^i}{i!}$, Spiegel et al. (2009), the CDF of k-th branch can be written as (see appendix)

$$P_{k}(\gamma) = 1 - \left[1 - e^{-\sum_{i=0}^{m} \frac{m^{i-1} \gamma^{i}}{i!}}\right] \left[\sum_{i=0}^{m} \frac{m^{i-1} \gamma^{i}}{i!}\right]$$

$$= 1 - 2e^{-2\alpha} \sum_{i=0}^{m} \sum_{j=0}^{m} \frac{\alpha^{i+j} \gamma^{i+j}}{i! j!} + e^{-3\alpha} \sum_{i=0}^{m} \sum_{j=0}^{m} \sum_{k=0}^{m} \frac{\alpha^{i+j+k} \gamma^{i+j+k}}{i! j! k!}$$

(2)

The PDF of selective combining SNR can be written as

$$p_{\gamma_{sc}} = K \ P_{\gamma_{sc}}(\gamma)$$

(4)

Using multinomial coefficient as (5) and after some manipulations, (4) can be simplified as (6) (see Box 1).

Using multinomial coefficients and some simple manipulations, following relation is always held.

$$\sum_{i=0}^{m-1} \frac{\alpha^{i} \gamma^{i}}{i!} = \sum_{i=0}^{m-1} \sum_{j=0}^{m-1} \frac{(\alpha \gamma)^{i+j}}{i! j!}$$

(7)

Substituting (7) and (3) in (6) and after some simple manipulation the $p_{\gamma_{sc}}(\gamma)$ can be derived by that shown in Box 2.

After taking the Laplace transform of the PDF and some simple algebraic manipulations, the MGF can be determined by that shown in Box 3.
Box 1.

\[
(a + b + c)^{K-1} = \sum_{p=0}^{K-1} \sum_{q=0}^{K-1} \frac{K!}{p!q!(K - 1 - p - q)!} a^p b^q c^{K-1-p-q} 
\]

where

\[
p_{\gamma_k} = \sum_{p=0}^{K-1} \sum_{q=0}^{K-1} \left\{ \frac{K!}{p!q!(K-1-p-q)!} \left( -2 \right)^p e^{-2pq\alpha^2} \left( \sum_{t=0}^{p} \frac{\alpha^t \gamma^t}{t!} \right) \right\} \times p_{\gamma_k}(\gamma) 
\]

Box 2.

\[
p_{\gamma_k} = \sum_{u=0}^{m-1} \sum_{v=0}^{m-1} \zeta e^{-\tau \gamma^2} - \sum_{v=0}^{m-1} \sum_{w=0}^{m-1} \psi \gamma^\beta e^{-\lambda \gamma} 
\]

where

\[
\zeta_{p,q,u} = \frac{4}{u!(m-1)!} \prod_{t=1}^{2q} j_t! \prod_{t=1}^{2p} i_t! \frac{K!(-2)^p}{p!q!(K-1-p-q)!} 
\]

\[
\tau_{p,q} = (2(p + 1) + 3q)\alpha 
\]

\[
\varphi_{p,q,u} = \sum_{t=1}^{2q} j_t + \sum_{t=1}^{2p} i_t + m - 1 + u 
\]

\[
\psi_{p,q,v,w} = \frac{3}{v!w!(m-1)!} \prod_{t=1}^{2q} j_t! \prod_{t=1}^{2p} i_t! \frac{K!(-2)^p}{p!q!(K-1-p-q)!} 
\]

\[
\lambda_{p,q} = (2p + 3(q + 1))\alpha 
\]

\[
\phi_{p,q,v} = \sum_{t=1}^{2v} j_t + \sum_{t=1}^{2v} i_t + m - 1 + v + w 
\]

\[
\sum = \sum_{p=0}^{K-1} \sum_{q=0}^{K-1-p} \sum_{i=0}^{m-1} \sum_{j=0}^{m-1} \sum_{k=0}^{m-1} 
\]
The Symbol Error Probability (SEP) can be derived in closed-form using the MGF in (9). For M-PSK modulation, the SER is given by Simon & Alouini (2005) and approximation is given by Elkashlany et al. (2010).

The channel capacity can be computed as refer to Ikki & Ahmed (2010)

$$C = \frac{BW}{2} \int_{\gamma} \log(1 + \gamma) p_\gamma(\gamma) d\gamma$$  \hspace{1cm} (10)

where $BW$ is the transmitted signal bandwidth. By substituting (8) in (10) and using Prudnikov et al. (1992), the averaged channel capacity can be obtained in closed-form in (11)

$$\bar{C} = \frac{BW}{2 \ln 2} \left[ \sum_{u=0}^{m-1} \sum_{v=0}^{m-1} \frac{\zeta_u \psi_v}{(\tau + s)^{\psi_v + 1}} - \sum_{u=0}^{m-1} \sum_{w=0}^{m-1} \frac{\psi_u \phi_w}{(\lambda + s)^{\phi_w + 1}} \right]$$

where $G_{p,q}^{m,n}(\{\eta_j\})$ is the Meijer-G function referring to Prudnikov et al. (1992).

### 4. OPTIMIZATION PROBLEM

To minimize the outage probability, we define optimization problem as follows:

$$\min_{P_s, P_r} P_{out}$$

$$s.t. \quad P_s + P_r = P_{tot}$$

$$P_s > 0, \quad P_r > 0$$

where $P_{tot}$ is the total power of the system. Because of non-convexity of the above problem refer to Boyd & Vandenberghe (2004), we solved this problem numerically for Nakagami-m fading channels. We have compared the optimal power allocation with adaptive and equal power allocation. In adaptive power allocation, source and relay powers are allocated as follows:

$$P_s = \left( \frac{1}{\text{Ant} + 1} + \frac{\Omega_{k}}{\Omega_k + \Omega_3} + \frac{m_k}{m_k + m_3} \right) \frac{P_{tot}}{3},$$

$$P_r = \left( \frac{\text{Ant}}{\text{Ant} + 1} + \frac{\Omega_{k}}{\Omega_k + \Omega_3} + \frac{m_3}{m_k + m_3} \right) \frac{P_{tot}}{3}$$  \hspace{1cm} (13)

where $\text{Ant}$ is the number of antennas, $m_k = m_{1,k} = m_2$, and $\Omega_k = \Omega_{2,k} = \Omega_k$.

For the Rayleigh case, The problem can be formulated as follows:

$$\min_{P_k, P_{r}} \prod_{k=1}^{K} P_k = \min_{P_k, P_{r}} \sum_{k=1}^{K} \log(P_k)$$

$$s.t. \quad P_s + P_r = P_{tot}, \quad P_s > 0, \quad P_r > 0$$

By approximating the CDF of k-th branch, then we have refer to The Wolfram Functions Site (2011),
\[ P_{out} = \prod_{k=1}^{K} \left( \beta_k \gamma + \alpha_k \eta_k \gamma^2 - \alpha_k \eta_k \beta_k \gamma^3 \right) \] (15)

We can rewrite the problem as follows:

\[
\begin{align*}
\min_{P_s, P_r} & \sum_{k=1}^{K} \log \left( \frac{a_k}{P_r} + \frac{b_k}{P_s^2} - \frac{c_k}{P_s^2 P_r} \right) \\
\text{s.t.} & \quad P_s + P_r = P_{tot} \\
& \quad P_s > 0, \quad P_r > 0
\end{align*}
\] (16)

where

\[
a_k = \sigma^2 \gamma_{th,k} / \mu^2_{h,d}, \quad b_k = \sigma^2 \gamma_{th,k} / \mu^2_{s,k,k,1} \mu^2_{s,k,k,2} \quad \text{and} \quad c_k = \sigma^2 \gamma_{th,k} / \mu^2_{h,k,d} \mu^2_{h,k,d} \mu^2_{h,k,d}.
\]

\[\gamma_{th,k,1}, \gamma_{th,k,2} \text{ and } \gamma_{th,k,d} \text{ are exponentially distributed with means } \Omega_1_k = P_s / \mu^2_{s,k,k,1} / \sigma^2, \Omega_2_k = P_r / \mu^2_{s,k,k,2} / \sigma^2 \quad \text{and} \quad \Omega_3_k = P_r / \mu^2_{h,k,d} / \sigma^2, \text{ respectively.} \]

By introducing the Lagrange multiplier and by applying the KKT conditions Boyd & Vandenberghe (2004), after some simple manipulations, the power allocation equation can be obtained as

\[ P_s^3 + h_1 P_s^2 + h_2 P_s + h_3 = 0 \] (17)

where

Using Speigel et al. (2009) and after some simple manipulation, the optimal power allocation can be obtained as that shown in Box 4.

5. SIMULATION RESULTS

To verify our analytical results, we show statistical simulation results and compare them with our analytical for the outage probability, symbol error probability and average channel capacity.

In all simulation and analytical results we consider the system with 16PSK modulation and \( \gamma_{th} = 3 \) for two topologies:

1. Symmetric case e.g.,

\[ \Omega_1_k = \Omega_2_k = \Omega_3_k = 3, \quad m_1 = m_2 = m_3 = 2, \quad \text{and} \]

2. Asymmetric case e.g.,

\[ \Omega_1 = \Omega_2 = m_1 = m_2 = 1, \quad \Omega_3 = \Omega_2 = m_1 = m_2 = 2, \quad \Omega_3 = \Omega_2 = m_1 = m_2 = 3, \]

\[ \Omega_3_1 = m_3 = 3, \quad \Omega_3_2 = m_3 = 2, \quad \Omega_3_3 = m_3 = 1. \]

Box 4.

\[
\begin{align*}
P_s &= \begin{cases} 
S + T - \frac{h_1}{3} & D \geq 0 \\
2\sqrt{Q} \cos(\theta + \frac{4\pi}{3}) - \frac{h_1}{3} & D < 0
\end{cases} \\
P_r &= P_{tot} - P_s \\
\text{where} \\
Q &= \frac{3h_2 - h_1^2}{9}, \quad R = \frac{9h_1 h_2 - 27h_3 - 2h_1^3}{54}; S = \frac{3}{2} R + \sqrt{D}; T = \frac{3}{2} R - \sqrt{D}; D = Q^3 + R^2 \cos(\theta) = \frac{R}{\sqrt{-Q^3}}
\end{align*}
\]
In Figures 2 and 3, the outage and symbol error probability for DF relay selection scheme versus SNR for Nakagami-m fading channels are shown. As we can see, our proposed approach has more than 1 dB performance in comparison with Duong et al. (2009).

In Figure 4, the outage probability versus SNR in different number of relays and different number of relay antennas are shown. As we can see, as the number of relays increase, the double antennas case has more advantage versus single antenna case. Also, using 4 relays with two antennas has more advantage than using 5 relays with single antenna in considerable range of SNR.

It was shown that the average SNR gain increases with the number of the diversity combining antennas, but not linearly. The largest gain increment is achieved by going from one receiver antenna (no diversity) to two antennas. Increasing the number of receiving antenna from...
two to three will give much less gain than going from one to two refer to Adinoyi & Yanikomeroglu (2007). Therefore, in this paper we studied a relay system with two receiving antennas in order to have the largest gain increment and the least complexity increment.

In Figures 5 and 6, we have shown the outage probability of the SC-DF relay for Nakagami-m and Rayleigh fading channels, respectively. As we can see, the optimal power allocation has more than 1dB performance in comparison with equal power allocation. Also, approximate optimal power allocation is very close to optimal numerical optimization.

In Figure 7, the average channel capacity in analytical and simulation for Nakagami-m fading channels has been shown. Where \( K \) is the number of relays. As we can see, the average channel capacity increases as \( K \) increases. Moreover, SC scheme can outperform the direct transmission at higher SNR if the total number of relays \( (K) \) can be increased.
FUTURE RESEARCH DIRECTIONS

There are other channels that can be analyzed under this strategy such as Log-normal, Rican (Nakagami-n) and Hoyt (Nakagami-q) fading channels. From the practical point of view, Log-normal distribution is encountered in many communication scenarios. For instance, when indoor communication is used at which users are moving, Log-normal distribution not only models the moving objects, but also the reflection of the bodies. Moreover, it models the action of communicating with robots in a closed environment like a factory.

In indoor radio propagation environments, terminals with low mobility have to rely on macroscopic diversity to overcome the shadowing from indoor obstacles and moving human bodies. Indeed, in such slowly varying channels, the small-scale and large-scale effects tend to get mixed. In this case, Log-normal statistics accurately describe the distribution of the channel path gain. In most of the scenarios, we assume that the relay and the
destination have perfect knowledge of the channel gains; however, this is not practical. This scenario can be reconsidered by assuming that we do not have the perfect knowledge of the channel gains between the source-relay and the relay-destination. Another important relaying protocol that has not been considered in this chapter is the AF relaying. As we said, in this method there is an analog amplifier in the relay witch amplifies the received signal and then forwards it, and no digital processing such as coding and error estimation takes effect, so implementing AF relay based network is easy. Most importantly, if our area of work is in the high SNR, both AF and DF have the same performance, so we’d better use the AF relaying. One of other important drawbacks of the wireless communication systems is the delay feedback in which the selected relay index is sent from the destination to the relays.

Till we have slow varying channel compared to the time slot and the delay feedback, there will be no serious problem for the performance of the system; however, if the channel is varying fast, the channel gain of the selected relay will change, and the information will not be sent through the best channel.

CONCLUSION

In this chapter, we have analyzed the performance of a multi-antenna selective decode-and-forward relaying system over Nakagami-m fading channels without and with the direct link between source and destination. We have derived the outage probability, moment generation function, symbol error probability and average channel capacity in closed-form. Also, we derived an approximation problem to minimize outage probability and then we solved the problem. Simulation results verified the accuracy and the correctness of the proposed analysis. The complexity of double antenna case versus single antenna case, isn’t very high and instead of increasing the number of relays, increasing the number of antennas is a practical option.
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**ADDITIONAL READING**


Performance Analysis of Multi-Antenna Relay Networks over Nakagami-m Fading Channel


**KEY TERMS AND DEFINITIONS**

**Convex Optimization:** A convex optimization problem is one in which the objective and constraint functions are convex.

**Cooperative Communication:** Cooperation is referred to as any architecture that deviates from this traditional approach that is where a user’s communication link is enhanced in a supportive way by relays or in a cooperative way by other users.

**Decode-and-Forward:** DF detects the signal, decodes it and re-encodes it prior to retransmission.

**Multi-Antenna:** The case that each relay has more than one antenna called multi-antenna.

**Outage Probability:** The outage probability is defined as the instantaneous error probability exceeds a specified value, or equivalently the case in which probability that the output SNR falls below a certain threshold.

**Selection Combining:** In selection combining, best relay among all of relays will be selected.

**Symbol Error Probability:** The probability that a transmitted symbol receives with error is SEP.