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Abstract
This paper introduces a few research studies being conducted that are using multicore embedded systems, highlighting the challenges and questions relevant to R&D (Research and Development) in computer systems architecture, focusing on design aspects and optimization of embedded systems that needs to run security solutions or cryptographical algorithms using hardware acceleration, aiming for good performance, code optimizations, and the lowest energy consumption. Another aspects are the design of dedicated processors for specific purposes, multicore systems and GPUs for security solutions and specific applications requiring high performance, with the possibility to work with FPGAs or embedded platforms with embedded multicore paradigm.
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1. Introduction
The advances in integration technologies on integrated circuits are making viable integrated systems in a single chip. These systems integrate programmable processors and dedicated hardware components allowing them to be placed in a single chip in order to fulfill performance requirements for multitasking applications.

Projects with the aforementioned description are extremely complex as the decisions made in the beginning can have a strong impact on its final performance, the other reason is that integrated circuits have a rapid insertion in the Market. With new patterns, new application also arises, specially to satisfy this new applications, it is great to be able to provide programmability, reconfigurability and scalability in this sort of device, as great processing speeds can be achieved with small parameters adjustments in the architecture in order to adapt it to an specific purpose application [10, 34, 35].

With alternatives like these at disposal, it is easier for designers to base their chips and systems in a type of architecture that provides efficient and optimized solutions for an array of application domains, only tuning overall reconfigurable elements present in the architecture and system to work with the desired application.

The reconfigurable computing area (using programmable circuits –FPGAs) are being used as a technological alternative that can easily interface with a general purpose processor keeping the performance similar to those of dedicated hardware [17, 42].

With this speed and adaptability, reconfigurable computing has a great potential to be explored specially* in applications that need good performance with rapid prototyping (lowering time and design costs in any designing phase: development, implementation and testing) to work with real functioning parameters from the most modern applications found nowadays.
Most of these applications are industrial, or from the electro-electronics sector in industrialized or in technological modernization countries, with massive impact as an excellent alternative in research and development when associated with the needs of small and medium companies that need, use and make available in any way, circuits and computing digital systems.

With this last reason in mind, it is important to stress that the reconfigurable computing area can bring many academics, industrial and commercial benefits, allowing and making it easy for a larger interaction between researchers, professors, students, professionals and entrepreneurs from the most diverse sectors of economy. Besides, with the new ways of designing and developing integrated circuits brought by the use of FPGAs e SoC, it becomes desirable to use this technology in industrial applications in regions that are in the development stages.

Normally, reconfigurable systems are designed for applications which require data parallelism, high regularity and big throughput. Some examples of this sort of applications are: video compression (discreet transforms as DCT – Discrete Cosine Transform, and time estimative), image processing, multimedia, data encryption and transforms used in DSPs (Digital Signal Processing) [11, 22, 24, 33].

In this sense, the use of FPGAs in these applications is justified for the following reasons: (i) High Speed: it is possible to optimize speed tuning critical parameters to the system. (ii) Flexible Level of Security: It is relatively easy to adapt new architectures and systems to new insights and optimizations. (iii) Cost/Performance relation: It is possible to select and design functional units, taking into consideration cost and performance. Example: choosing between designing just a few and slow arithmetic units, or fast and varied ones. (iv) Lower Cost: a project that uses FPGAs are relatively low in cost.

The security in hardware area and its integration amongst different security services in embedded systems still need methods, techniques, and most importantly efficient prototypes in performance and power consumption.

For this reason, it is still possible to create, capacitate, teach, promote and develop new methodologies and expand the use of these emergent technologies in applications in fields such as education and industry, which use programmable circuits and other platforms of embedded systems. For this purpose, different R&D groups of embedded systems are focusing on research and development of security solutions (study, design, optimization of power consumption and performance of cryptography algorithm and security services) in hardware and embedded platforms, with strong emphasis in the design aspects of the project, architecture definition and design of processors for specific security applications. As a study case, it is desired to make a fully functional version of an IP of a TPM (Trusted Platform Module) [5] for VANETS networks [39, 40].

This paper presents an overview of different hardware projects and new platforms using multicore architectures focusing in hardware security, and we show and discuss some aspects which could be open for new researches.

This paper is organized in seven sections, and each one of them provides an information area and ends with questions which need to be further investigated. Section 2 presents information on security in embedded systems and specific hardware applied to aspects of information security. Section 3 approaches details of multicore and GPUs uses, highlighting subjects which can be researched in the near future. Section 4 emphasizes on techniques and research aspects of how to diminish and/or optimize the power consumption of computational applications, focusing on the need of tools which helps in the characterization of this consumption.
2. Specific Hardware for Security Solutions

The information security concept is more than wider than simply data protection in logical level. To provide real security it is required to pay attention to several internal and external details. Firstly, there is the need to characterize the system which is going to store the data to be able to identify threats, thus, being able to identify possible solutions.

According to Stallings (2008) and Paar (2011), there is the following subdivision: (i) **Isolated Systems** - The ones which are not connected to any sort of network, and, (ii) **interconnected Systems** – Nowadays, most computers are connected to a computer network, sending and receiving information from other places constantly. In this sort of system, there are potential risks.

One definition for cryptography is the study of mathematical techniques which relate information aspects, as well as confidentiality, information integrity, entrance authentication and data authentication in the origin [29, 30, 33].

On the other side, the cryptographic primitives are elemental structures used to build cryptosystems and cryptographic protocols. Menezes (2011) suggests the following criteria to evaluate such primitives:

(i) **Security Level** – Normally calculated based in the quantity of needed operations to reach its goal;
(ii) **Functionality** – The primitives need to be combined to reach information security goals. The ones which better serve these characteristics are determined by the properties of this primitive;
(iii) **Operation Method** – The use of these primitives depends on the possible operation modes;
(iv) **Performance** – The efficacy with the primitive executes its function;
(v) **Ease of Implementation** – The complexity demanded by the primitive for its implementation in hardware and software.

According to Srivaths (2005), the security functionality can be seen in 3 levels: cryptographic primitives, security protocols and security applications. In Figure 1 it is possible to observe different solution examples, in each one of this levels.

There are several implementations in books and groups researching the area of “hardware security”, however, this area still lacks efficient solutions which take into consideration performance and functionality aspects, strengthening the criteria of ease of implementation. As such, it is desired to focus mainly on level 1, cryptographic primitives, and in some modules of level 2, aiming to use modern cryptographic primitives in the integration of security services, always under the optics of specific and efficient hardware design so that these solutions can be implemented and used in embedded systems, similar to which was achieved in [16].

On the other hand, it is inevitable that Ill-intentioned individuals gather to launch smarter and more efficient attacks. In the same manner, integrated security systems must be created, mainly considering the importance of integrating security services to better prevent and detect strange situations [21, 22].

<table>
<thead>
<tr>
<th>Applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>VPN, Web Browser, DRM, Secure Storage</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Security Protocolos</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Security Protocols: SSL/TLS, WTLS, IPSEC, S/MIME</td>
</tr>
</tbody>
</table>
• DRM Protocols
• Biometric Algorithms and Applications (fingerprint, face, voice, keystroke, others)
• Integration of Security Services

Cryptographic Primitives

• Symmetrical Cryptography (RC4, RC5, DES, AES, others)
• Hash (Sha-1, MD5), SHA-3 (kecca)
• Criptografia Chave Pública (RSA, ECC, MQQ)
• Assinatura Digital (DAS, ecDSA)
• Key Exchange (DH, ecDH)

Figure 1. Classification of Security Solutions [37]

The existent integrity models of security services determine which relation between a set of specific security services in order for these to integrate information and prevent or treat anomalies in the system. However, the existent models propose solutions based on a limited set of services, ignoring or not considering the existence of others [41, 22]. Thus, the existence of difficulty in defining a strategy for the creation of an integrated security service model is verified.

2.1. Open Questions in Embedded Systems

Despite the many papers on embedded systems, there are a lot of questions yet to be answered which allows focus on research in specific architectures for hardware security applications and creating cryptographic solutions and integration of security services, evaluating its performance and power. Solutions in hardware must be efficient, with special emphasis on processors for specific applications and embedded platforms in the security area. In this process, it is also important the use of simulation techniques which can help in the investigation of architectural characteristics of the application in question, because the simulation make it possible to detect thresholds and/or critical performance points and power consumption.

Short to midterm, the following subjects were thought of:
• Study and implementation of algorithms (e.g., cryptography, compression, images, among others) in hardware, specifically FPGAs and SoC, and embedded platforms such as microcontrollers, DSP, sensor networks, platforms with low computational power, when compared to traditional computational systems;
• Design processors for specific applications for hardware security in FPGAs and SoC, efficient in performance and power consumption;
• Design processors for specific applications of signals and image processing, or hardware accelerators, in FPGAs and SoC, efficient in performance and power consumption;
• Have knowledge of, using simulation techniques, execution characteristics of some of these techniques in embedded platforms; to discover critical points of performance and power consumption, which are going to help in the proposal of optimization and improvements in the description of efficient and specific architectures;
• To propose specific architectures for these applications, aiming mainly on the design of processors for specific applications, with prototyping* on FPGAs, in the
security area, image processing, and accelerators in applications of critical performance;

- To characterize the use of memory and power consumption of some of these solutions when executing in embedded systems (embedded processors, microcontrollers, FPGAs, SoC, DSP, and embedded platforms);
- To analyze the possibility to create solutions which contains partial and/or reconfiguration, making use of reconfigurable technologies;
- To design security systems (modern cryptographic algorithms, such as MQQ, ECC – Cryptography with elliptic slopes and HECC – Cryptography with Hyper Elliptic Slopes, hashing of the SHA-3 pattern, integration of security services) in hardware(FPGAs, microcontrollers, DSPs, SoC) efficient in processing, speed, use of memory and power consumption.

3. Multicore in Security Solutions

A multicore processor is made of several processors in a single physical enclosure and its interface with a motherboard. Multicore processors were introduced in several academy and market segments. To Domeika (2008), the basic motivation is performance, because the use of multicore processors can result in a faster execution, higher throughput, and lower consumption necessary in embedded applications.

A multiprocessor system is designed of several processors in a single system. The processors which compose a multiprocessor system can be single core or multicore. Figure 2 shows three different layouts of systems: a single core/simple processor; a multiprocessor system; a multiprocessor system/multicore system.

![Figure 2. Three Configurations of a CPU-based System [9]](image)

A multicore processor has two or more cores in a single chip. According to Savage (2008) a multicore differs from multiprocessors in the following aspects: (i) communication latency - multicore usually have lower latency than a multiprocessor; (ii) broad of band – typically lower on a multiprocessor, as processors are physically closer, and; (iii) number of processors - multicore presents less processors than a multiprocessor.

A multicore processor classification is based on the sort of processor in the same chip [36]. A homogenous multicore is made of two or more processors containing the same set of instructions. A multicore heterogeneous is composed of processors with different instruction sets, with the advantage of choosing the right processor for the task in hand.

Following the suggestion made by Inoue (2009) [20], there is another classification or
multicore processors which take into account how the processors are placed in the embedded system as a whole. There are two classifications called symmetric and asymmetric, which differ in terms of access to the memory and the communication between processes.

As Meakin explains in [28], in the symmetric multiprocessing (SMP) the system processors have the same vision of the system and share the main memory. This means that values stored in the main memory can be accessed and modified by each one of the processors. In the asymmetric multiprocessing (AMP), the system view is different between the system processors and memory regions which can be separated implying that two or more processors cannot modify the same memory region.

The communication between processors in an SMP system happens by memory sharing and the operational system provide synchronization functionalities and exclusivity of access to memory regions.

In an AMP system with separated memory regions, the communication happens through messages which make it easy for servers to pack the data and send them from one SO to one that can use the data. A communication pattern that supports communication between processors in an AMP system is the Multicore Communication Application Programming Interface (MCAPI) [28]. Another technique to share values in an AMP system is to provide a memory mapping which uses specialized hardware to allow that two cores can use different address spaces.

According to Domeika (2008) [9], from the main market segments of multicore processors and their possible applications we can cite:

- Infrastructure of wireless telecommunication, in which each cellphone belongs to a processing set that receives and transmits information from another cellphones, traces routes for voice and data through the communication network and to be a link to other cellphones out of the range of covering* for the signal towers. The main benefit of multicore processors in this scenario is the throughput of data, the ability to control more calls. The main challenge in take advantage of multicore processors for many of these applications are the application themselves: they tend to be big which makes it difficult to convert them to multi-thread. Many of these applications run over proprietary operational systems which do not support SMP.

- Industrial Control permits that computers helps in the monitoring and directioning* of factories which manufactured a wide range of products used in the industrialized world. Efficient monitoring, data acquisition and distribution of information in the floor of the factory make the production more efficient. In this context, between the target industrial applications for multicore processors, important applications for test and measure instrumentation, interfaces human-machine, industrial PCs and control systems for automation.

- Military, aerial and governmental are fragments which have the two requisites before mentioned, besides the functional need of the application: firstly, the system must integrate easily with already developed systems and offer flexibility for future developments – This requirement is desirable to use commercial products from the shelves and save money, secondly, these systems need to operate in hostile environments, and still, for a long period of time.

- Data security infrastructure of companies and big corporations require a vast range of network products which can be tagged as a market segment for multicore processors. Some of these network products, like firewalls, virtual private networks, and Secure Sockets Layers (SSL), can demand high computational power in the event of an attack. Detection and defense of mass attacks require analysis of
packages which require high computational power, a scenario in which the use of multicore processors would be advantageous.

- The storage of data has its demand growing and devices capable of storing terabytes of data are becoming more common every day and needed for storing the most varied archives. Clients need to access their data everywhere and they demand security, and a safe backup method with proper data restoration in case of a failure is also required.
- The application segment for the medical and health area proposes that embedded systems deals with patient data, in handheld devices to access stored data, help with diagnosis, complex measures and systems for treatments. Multicore processors can offer high performance and low consumption for applications as systems for generation of 3D images from scanners which require big, fixed and complex machines, making them portable and faster.
- Digital surveillance uses video processing and security cameras to allow processing, analysis and storage of big volumes of data and video information to aid on criminal investigations. In these systems, automated processes can identify and trace points in faces, and also identify suspect movements. The use of multicore processors provides the ability to process high volumes of data with the most sophisticated processing algorithms available.

3.1. Multicores in FPGAs

In this section some academic works in prototyping and use in FPGA devices are presented. A FPGA provides the flexibility needed to the implementation and functional verification of several digital circuit designs [13, 14, 43].

One 4x4 multicore in a mesh network directed towards the use in FPGAs in the Altera company is presented by Minhas (2009) [31]. An interconnection system is used to connect 16 Nios II processors placed in 4 Altera Stratix II FPGA chips. In each FPGA are mapped 4 Nios II processors connect through an Address-Mapped Resource Network Interface (RNI). A hardware abstraction layer (HAL) was described, based on the message passing interface (MPI) pattern and the applications uses the HAL layer to communicate with the RNI. The RNI transfers messages with a maximum size of 512 bytes with 32 bits of data and 20 bits of header. The other authors in the paper state that MPI is a threshold in the system.

The switches are connected among them and to the interface. This interface provides the binding logic between the bridge and the nodes. The RNI communicates with Nios II processors through the Avalon BUS from Altera. This is connected in the system as an Avalon slave which allows for the RNI to assign a memory for the Nios II processor. Using memory offsets, data packages and control information can be read or written in the RNI.

To verify the functionality of the system, the authors developed an application based on lamps, which proved the communication between the system nodules. The application allows defining the destination node of the instruction which turns on or off the lamp in the destination.

In another paper, the authors Kavadias et al., (2010) [23] proposed a system composed of four Xilinx Microblaze processors. The use of local memory per core allows the direct communication between cores, with lower delay and power consumption comparing to the use of communication based on cache coherence, especially with CMP architectures, make them more diffused. In this paper the authors designed an interface for caches integrated in a network, which combined the use of cache flexibility and the efficiency of local memory. This paper presents and architecture which provides local and remote access to the memories,
for individual data words as well as multiple word blocks. The system was implemented in a Xilinx Virtex5 FPGA and four Xilinx Microblaze were integrated in the developed network. Figure 3 shows the system architecture developed in [23].

![Figure 3. System Prototype with 4 Xilinx Microblaze in Network [23]](image)

McCalpin (2011) [27] used a benchmark STREAM adaptation to evaluate the bandwidth of the system, which is destined to verify the bandwidth in different levels of memory hierarchy. The STREAM benchmark copies three data arrays from a remote memory to a local memory, runs simple calculations over elements from the array and sends back the results from these computations. Other patterned benchmarks were also applied to find out the scalability and performance of the system.

Another paper on the subject was written by Bobda et al., (2007) [6]. The authors presented a design technique for an adaptive multiprocessor on-chip, specifically for FPGA devices. The technique consists in two steps in which the hardware infrastructure is generated, and then, the processors, the peripherals and customizable hardware components are configured. To automate the design development, obtain as much freedom from the design tools as possible and hide its complexity to the designer, an independent platform was designed. As a study case the authors implemented a problem called singular value decomposition (SVD) in a Xilinx ML310 board with up to eight processors.

The system consists of a PowerPc and two MicroBlaze processors in a Virtex II Pro 30 FPGA. The bandwidth measured for the system was of 36 Mbytes/s including the complete transaction necessary to code, send and decode a message.

Ihrig et al., (2010) [19] present a tool for design flux automation called ACME which makes it easy to emulate hardware in new interconnection networks for wide multicore designs. The tools are intended to computer and network designers, which possess the digital design knowledge but do not feel comfortable with hardware description languages and synthesis fluxes. The ACME tool uses a graphical interface which allows a mixture of hardware components and software algorithms written in C, and each one of them contains user definitions in terms of delays e throughput in terms of system cycles. The ACME tool
automatically generates a hardware emulator with precise cycles, which integrates synthesized hardware with soft-cores processors which runs C code.

The paper written by Chun-Ming, et. al., (2009) [7] presented a silicon prototipation methodology for a Multi-Project System-on-a-Chip (MP-SoC). A platform for multiple designs was created to integrate designs of heterogeneous SoC in a single chip, and, to show the efficiency, a MP-SoC chip was implemented using eleven designs of heterogeneous sharing a common platform. This platform is called CONCORD, which is created as a tool for verification to emulate the MP-SoC before the chip is manufactured.

To reduce risks during the SoC design flux, FPGAs are usually used to emulate the hardware before the chip is concluded. For the MP-SoC project, the authors used an ARM platform [1] in its Versatile version [2], and the CONCORD platform for hardware emulation.

The Aeroflex Gaisler company developed Leon3 [12]. Leon3 is a 32 bit processor based on the SPARC V8 architecture with multiprocessing configuration support.

The processor is totally synthesizable and up to 16 processors can be implemented in asymmetric multiprocessing (AMP) or synchronous multiprocessing. One typical configuration composed of four processors is capable of achieving 1400 DMIPS of performance. The source code for the Leon3 multiprocessor is available under the GNU GPL license for evaluation, research and educational purposes. For commercial use, a low cost license is required. Figure 4 shows Leon3 internal architecture, which follows the pattern suggested by Aeroflex Gaisler.

![Leon3 Internal Architecture](image)

**Figure 4. Leon3 Internal Architecture [12]**

According to the Aeroflex Gaisler company, the Leon3 multiprocessor provides high performance with low frequency as in solutions with unique processors. This results in significant economy in costs and power, while it maintains total compatibility with existing EDA and development fluxes.

The Leon3 can be used in both SMP and AMP configurations. The processor provides support for coherence cache, processor enumeration and interruption set. A single depuration interface enables hardware depuration in a not invasive way for both systems with one or multiple processors and provides for all internal registers and memory. A round-robin scheme for the AMBA BUS provides an honest use for all processors.
Leon3 is high configurable. The configuration of each processor in terms of cache size, FPU and MMU use can be defined individually. Asymmetric configuration like two main processors with Floating Point Unit, MMUe with two I/O processors is supported.

For SMP configurations, Leon3 supports the VxWorks, Linux 2.6 SMP and eCos operational systems. For AMP configurations, Leon3 supports the RTEMS and μCLinux operational systems.

Leon3 main characteristics are: (i) high configurability; (ii) flexible implementation using one to 16 processors; (iii) data size and cache instruction in the range of 0k to 2 Mbytes in each CPU; (iv) SPARC V8 architecture with a set instruction compatible with multiprocessor; (v) 400 MHz in an ASIC process of 0.13 μm, achieving performance of 1400 Dhrystone MIPS with four processors; (vi) cache snooping embedded for data coherence; (vii) low consumption mode where processors can be individually turned off, and; (viii) source code in VHDL or netlist.

3.2. Opened Questions in the Design of Specific Processors

Before the offering of multicore subjects, it is interesting to have dedicated solutions for specific applications, as the following list states. Later, it can be added to the same solution based on a single processor or a single processed platform, but with options of having multiple processing elements (multicore).

- Design new and modern systems in hardware security and in embedded systems, for instance, solutions for a network of sensors, solutions for automated applications, solutions for medical applications, etc;
- Propose new efficient architectures and specific for security systems and image processing in hardware and embedded platforms;
- Design specific hardware for modern cryptographic algorithms, as AES, SHA-3, ECC, HECC, MQQ, etc.
- Design specific hardware for the processing of biometric signals, such as voice, or iris recognition, fingerprint recognition, etc.
- Design hardware accelerators for applications/algorithms for image processing, biomedical applications, multimedia, etc.
- Design specific processors for solutions and integration of services and for treating information on images;
- Generate IP core for some security and image processing solutions that require hardware optimization;
- Design security systems aiming the integration of services;

3.3. Opened Questions about Multicore and GPUs

- Design efficient multicore systems in low power consumption;
- Parallelize application which require high performance and adapt them to work seamlessly in an efficient and scalable way;
- Create tools which parallelize automatically applications and execute them in an efficient way in multicore platforms;
- Design and evaluate Multicore security and image processing solutions that require high performance;
- Considering the new generation of unified hardware architecture of graphical hardware (GPUs), released by nVidia, which made possible to run generic programs,
and that applications with high level of parallelism exist, which makes clusters out of GPUs; there is still the need to study and apply GPU in several applications which require high processing power for a high data volume;

• Build tools that helps in the automated process of efficiently using the GPU in applications with high volume of information;

• Verify the use of GPU in modern security solutions: IDS and IPS of high performance, in cryptographic algorithms of critical performance, biometric algorithms, etc.

4. Optimization of Power Consumption

In this section, the most common methods employed for the estimative and measure of power consumption in different platforms is presented, for example: notebook, PC desktop and architectural simulation of a specific microprocessor.

The techniques used in the literature are: (i) measure of the discharge battery level for a notebook using commands inside Linux; (ii) theory estimative based on processor characteristics in a Desktop PC; (iii) architecture simulation using a simulation tool and (iv) measure of real consumption using an oscilloscope.

There are several simulators, which analyze the behavior of an algorithm following the characteristics and models of power consumption of some specific computational platform. As an example, we can cite the Sim-Panalyzer [4], which is a simulator for power consumption based on SimpleScalar processors [3], and simulates a complete computational architecture (with CPU, cache and memory hierarchy). Based on this model it is possible to simulate real programs running on those platforms.

As a result, based on a detailed architecture simulation, the Sim-Panalyzer is able to model in detailed form dynamic power and total consumption of the target processor, and also to provide with detail the consumption of each simulated component (example: instruction cache, data cache, floating point unit, bus, I/O units, etc).

The parameters for profile generation in each computer component are given as input for the Sim-Panalyzer that along with SimpleScalar generates the power consumption patterns.

According Segundo Austin et al., (2010) [3], the Sim-Panalyzer was originally written based on the set architecture (ISA) of the Family of processors ARM [1], obtaining outstanding results in simulations of this sort. Thus, during the execution of tests, configurations and parameters of an ARM architecture were used, to be configured and used in the Sim-Panalyzer.

The Sim-Panalyzer application is made in a simple way, needing only to adjust the simulator passing, as a parameter the architecture to be simulated, along with the system characteristics, and the compiled program, along with the necessary parameters for its execution. To obtain the total consumption it is only needed to sum the energy consumption of each component simulated by the Sim-Panalyzer, obtaining the total consumption of the desired device.

There are other tools to make this measure, showed in [32]: Netsim, PowerScope, Jouletrack, SNU Energy Explorer WEB; but most of them are not available or have a restrict license use.

Real Measurements using an Oscilloscope: For the real energy consumption the current consumed by the processor executing an algorithm can be measured. To measure the current, a resistor in series with the computational platform power cable must be inserted [25, 26] then, the voltage difference from input to output is measured.
from the shunt resistor is measured. With this data it is possible to calculate the current and power consumed by the processor.

The consumption calculus for the device during the algorithm execution can be extracted from the graphic* generated by the oscilloscope and multiplied by the time spent for each execution times the average power used by the algorithm, calculated using the variables: voltage and real current consumed by the platform.

For example, the graphics in Figure 5 shows more details of power consumption for a specific situation of the hashing SHA algorithm, and the different measures which can be obtained using an oscilloscope, which allows of quantifying the real power consumption of the application.

The results from the real measurements of power consumption using an oscilloscope are obtained from the graphics* generated by them,, as shown in Figure 6, where several executions can be observed, and each one of them presents the same behavior in consumption executing the same algorithm with the same parameters.

<table>
<thead>
<tr>
<th>SHA-1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>Time between executions</td>
</tr>
<tr>
<td>Time per execution</td>
</tr>
<tr>
<td>Voltage Variation</td>
</tr>
<tr>
<td>Average power during execution*</td>
</tr>
<tr>
<td>Consumption</td>
</tr>
</tbody>
</table>

Figure 5. Voltage and Current Drained for the Execution of SHA Algorithm

Figure 6 shows the specific case where the SHA program demands more power in the beginning of its execution, and it maintains constant with small variations, which corresponds to the computation of change in the constants A, B, C, D and in the algorithm, each one of them with a size of 32 bits, to compose the special word HASH looked in the input message, made of 160 bits. In the end, only an update of the last computation is updated, inner circle
inside total consumption circle) which demands less processing, thus, lower power consumption (inner circle).

**Opened Questions Regarding Power Consumption**

Considering that the first two methods are not efficient enough nor precise, then the community has been using many simulation techniques and experimental measures with equipments such as oscilloscopes, measuring instruments and others. Despite of that, there is still an open field to research in this area, for example:

- Create simulators for different computational platforms;
- Create tools that allows real energy consumption measure of executing algorithms and applications from MiBench’s embedded systems benchmark [15], and programs from other scientific benchmark applications (Ex. o SPEC), Java (Java benchmarks), games, multimedia, among others.
- Create tools that detect thresholds in power consumption, identifying functions and/or parts of code who demand more current;
- Optimize code in order to diminish power consumption;
- Create new design and communication strategies, in hardware and software, which allows lower power consumption.

**4. Conclusions**

In this paper we have presented a brief discussion about modern platforms (multicore, GPUs, embedded systems, FPGA) which could be used in hardware security for new applications. We discuss the benefits about each one of them, and the open questions when they are used in security applications. We offer some ideas for doing future researches in hardware security, including new algorithms, applications, and aspects about power consumption.
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