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Abstract—During the last decade, the relevance of improving 
the energy efficiency and thus reduce the energy consumption of 
buildings has gained momentum for many reasons. In addition 
to economic and sustainability reasons, an important factor is to 
ensure and maintain comfortable and healthy conditions inside 
buildings. Indeed, the study of the behavior of users inside 
buildings is essential to ensure comfortable and healthy 
conditions in living environments and cannot be avoided when 
defining energy saving measures. To achieve this goal, this paper 
presents a simulation framework for the prediction of the 
electricity consumption of cluster of buildings based on users’ 
behaviors. The framework is based on model-based approaches 
simulating the energy consumption of buildings and statistical 
models representing the behavior of users. Simulated energy 
consumption profiles are then used to train recurrent neural 
networks that, based on real energy consumption data, can be 
used to tune the statistical and deterministic parameters of the 
simulation models. University campuses comprising different 
type of buildings are used as reference use case in this paper, as 
representative example of energy cluster of buildings. 

Keywords—Simulation modelling, forecasting system, energy 
consumption, neural network, Long Short-Term Memory. 

I. INTRODUCTION 
In 2008 half of the world's population lived in urbanized 

areas but consumed almost 67% of the world's energy [1]. 
Over time, the situation has become even more contrasting. 
Buildings in Europe consume a large amount of the primary 
energy supply. In the European Union (EU), the current 
demand of thermal energy in the buildings sector (e.g., space 
heating and domestic hot water) accounts for 40% of the total 
energy demand in the residential sector [2], and this share is 
continuously increasing. Worth to note, as the electrification 
process increases, and fossil fueled heating and cooking 
equipment is being replaced with electrical equipment, the 
energy demand of buildings will have an increasing role also 
in the overall electrical power supply. In this context, the 
reduction of energy consumption through the application of 
energy management actions, along with the use of renewable 
energy sources are important measures to increase the energy 
efficiency of buildings and reduce greenhouse gas emissions. 

While the global targets for saving energy and reducing 
greenhouse gas emissions are often set at the national level, 
the main actions can be also taken at the city, or even district 

scale. For this purpose, groups (i.e., clusters) of buildings 
connected to the same point of common coupling with utility 
networks (i.e., gas, district heating, or electrical networks) and 
under the same administrative management can be identified 
to identify different consumption patterns and thus proper 
energy saving and health measures. These consumers include, 
for instance, university campuses. The electricity 
consumption in university buildings is usually high, as well as 
difficult to forecast and reduce due to the variability of 
building designs, their different ages, and wide range of uses 
[3]. Indeed, large differences in the thermal and electrical 
energy consumption of university campuses in different 
countries have been recorded [4]. The analysis of the 
electricity consumption in the total energy supply of buildings 
is gaining an increasing relevance for both economic and 
environmental reasons [5]. As the use of electricity in building 
in increasing, following the replacement of fossil fueled 
systems with electrical equipment providing thermal power 
supply, the analysis and forecast of electricity consumption is 
gaining relevance. Accurate consumption forecast could in 
fact improve both energy efficiency analyses and the planning 
of energy saving measures, including the efficient operation, 
and scheduling of energy intensive resources, such as Heating 
Ventilation and Air Conditioning (HVAC). Indeed, through 
the analysis of electrical variables, energy saving measures 
can be applied, and therefore the energy efficiency of 
buildings can be improved [6]. In this context, the application 
of advanced analyses of energy consumption data could help 
to provide a better understanding of the problem, especially if 
a comparative analysis of various buildings affected by the 
same (or similar) environmental conditions are combined [7]. 

Previous research on the topic used two main types of 
modeling approaches: the black box and the gray box 
approach [8]. For the black box method, no preliminary 
information is required, and the models contain formal 
mathematical relationships between experimentally observed 
time series. In the grey box strategy, the knowledge of the 
energy characteristics of the buildings and the dynamic 
modelling of the processes involved in the energy 
consumption (e.g., heat transfer models for heating 
equipment) are considered. However, because of the 
complexity and (typically) scarcely available information 
required by the gray box strategies, the black box approach is 
usually adopted and also more investigated by the literature. 



When dealing with the analysis of the energy consumption 
and the well-being of the users in buildings, it is apparent that 
the knowledge of the behavior of users using the various types 
of equipment usually installed in buildings would allow to 
better understand their energy consumption habits and to 
better define and implement both health and energy saving 
measures [9], [10]. However, the knowledge of users’ habits 
requires the collection of several information, some of which 
cannot be directly measured by sensors (e.g., the level of 
activity of single users in the same room), also entailing data 
privacy issues. For this reason, the use of external and publicly 
available information (e.g., weather conditions or thermostat 
set points) could be used instead to reconstruct or evaluate the 
users’ energy habits if correlated to energy consumption 
measurements. Studies published in the literature already 
demonstrated that there is an obvious positive correlation 
between energy consumption and average daily temperature 
[11], as well as characteristics of different days (weekdays, 
weekends, and holidays). Some extra low consumption occurs 
during holidays when the number of people inside the building 
is lower. Electricity consumption at weekends can also be 
compared to energy consumption during holidays [12]. 
Finally, the definition of the type of the buildings included in 
the cluster (e.g., residential, commercial, academic buildings, 
dorms, labs, etc.) and the definition of a type of energy 
consumption equipment (e.g., lightning, water heating, 
cooking, computers, motors, etc.) significantly affects the 
changes in energy consumption during the day and the volume 
of annual consumption [13]. 

By following this research trend, this work presents a 
methodological framework for the identification of users’ 
energy habits and the prediction of the energy consumption of 
(cluster) of buildings based only on publicly available 
information and on the definition of the main energy 
characteristics of the buildings. The framework is based on the 
application of model-based approaches simulating the energy 
consumption of buildings based on statistical parameters 
representing the behavior of users, combined with artificial 
intelligence learning methods that are used to tune the 
statistical and deterministic parameters of the simulation 
models, based on real energy consumption data. 

The rest of the paper is structured as follows. In Section II 
the main studies in the scientific literature dealing with the 
energy consumption forecast of buildings is presented and 
briefly summarized. Section III presents the methodological 
approach adopted in the present study and describes the 
structure of the energy forecasting framework. Section IV 
introduces the definition of the simulation algorithm proposed 
for the prediction of electrical power consumption of clusters 
of buildings, by focusing on the use case of university 
campuses, while Section V provides and discusses some 
preliminary results of the simulations. Finally, Section VI 
summarizes the content of the paper and introduces future 
work on the topic. 

II. RELATED WORK 
There are two basic approaches to model the electrical 

energy consumption of buildings at the urban scale: the top-
down modeling and the bottom-up modeling [14]. 

A. Top-down methods 
Top-down approaches typically compute energy 

consumption by establishing long-term relationships between 
the energy consumption in each consumer sector and the 

related fundamental factors, such as changes in gross domestic 
product, energy price, population, household size, technology 
used, and weather conditions. The advantage of this category 
of models is that it is able to describe the interactions between 
the energy and economic domains, which allows the use of the 
energy model under different socio-economic scenarios, i.e., 
by considering both socio-demographic and economic factors. 
In addition, top-down approaches tend to use relatively simple 
implementation techniques, relying on a limited set of inputs 
such as aggregated socio-economic data. Since the emphasis 
is on overall energy savings, detailed information on the types 
of energy-related technologies used in the buildings and 
detailed energy consumption data is usually not required. 
Because of their simplicity, top-down approaches are widely 
used to estimate energy consumption in cities. However, these 
models are not able to predict the energy consumption of a 
specific building or type of building, and to catch the 
relationship between the energy consumption and the habits 
of users living in the building. 

B. Bottom-up methods 
Bottom-up approaches compute energy consumption 

based on detailed information about the end users (i.e., as a 
combination of the type of the building and the behavior of its 
users) and can be classified into two types: statistical methods 
and physics-based methods.  

The first type of method usually involves the use of energy 
consumption data from typical buildings to analyze the 
relationship between end-use and total energy consumption. 
The statistical approach is similar to the top-down approach in 
terms of the ability to account for various socio-economic 
factors. However, this method uses more detailed and often 
disaggregated information, which is usually provided by 
energy consumption data for individual buildings. On the 
other side, model-based methods compute the energy 
consumption based on the physical characteristics of a 
building, such as the geometry of the building, and non-
geometric elements (such as heating, ventilation, and air 
conditioning systems), as well as their characteristics of use. 
In this case, the detailed knowledge and modeling of the 
building represent the main limitation, concerning both the 
efforts (and costs) for the realization of the model, and the 
privacy issues involved in the modelling of end users’ habits. 

Bottom-up statistical methods use urban construction data 
and energy consumption data based on long-term historical 
series. The use of bottom-up statistical methods requires 
statistical information of the urban areas (i.e., the urban 
classification, the rate of constructed areas, the size of 
buildings, etc.) to model the energy consumption of buildings. 
Information about the past and current state of urban areas, 
obtained from government sources, can serve as input data for 
statistical modeling of the total amount of current and future 
urban energy consumption. The main limitation in this 
approach is that statistics on urban areas in the future must 
themselves be modeled since the spatial variation of urban 
areas cannot be accurately determined. In contrast, a model-
based model is not considered suitable for modeling urban 
areas, given that the model uses detailed information about the 
technical characteristics of buildings such as type, area, 
geometry, and other non-geometric information. However, a 
model-based model can overcome this limitation in a 
combined approach. 



C. Artificial Intellingence learning methods 
Extensive studies have been carried out to enhance the 

efficient distribution of electrical energy in power grids. These 
studies led to a new conceptualization of next generation 
electrical networks, the so-called smart grids, that make an 
extensive use of information and communication technologies 
for the analysis, management, and automated operation of 
power grids [15]. In smart grids information about consumer 
behavior is expected to be collected, analyzed, and aggregated 
to create a context-sensitive system that can distribute power 
efficiently [16]. Smart grids using artificial intelligence are 
expected to reduce the need to deploy more power plants to 
generate electricity [17]. Smart grids also use renewable 
energy and resources to securely connect to the grid to power 
consumers. Intelligent systems such as expert systems, fuzzy 
logic systems [18], systems using machine learning [19], deep 
neural networks [20], genetic algorithms [21], particle swarm 
algorithms [22] and chaos theory [23] are revolutionizing the 
management and operation of power grids. These systems 
provide powerful tools for designing, simulating, and 
troubleshooting, as well as enabling diagnostics and fault-
tolerant control in today's smart grids. Concerning the forecast 
of the energy consumption of buildings, extensive research 
has been carried out in the context of smart grids. The main 
limitation of this approach is that learning algorithms typically 
rely only on predefined mathematic relations (depending on 
the selected method) and are not able to catch the physical- or 
event-related dependencies of the energy behavior of 
buildings or end users, respectively. 

To overcome this issue, the concept proposed in this study 
is to consider the forecasting techniques usually applied in the 
smart grid context, and to implement them, in combination 
with statistical and model-based approaches, to learn the 
energy behavior of buildings and to extract the relationship 
between the energy consumption and the habits of the users. 

III. METHODOLOGY 
In this section, the methodology adopted to develop the 

proposed forecasting framework is described in detail, by 
referring to the use case of an university campus. 

A. Input data 
The aim of the development of mathematical forecasting 

models is to establish quantitative relationships between the 
modeled indicators (e.g., power consumption data, rate power 
consumption of loads, key performance indicators, etc.) and 
the set of parameters that affect them. Forecasting power and 
energy consumption of loads using conventional time-based 
regression models gives a good result in the steady state of 
energy consumption, but poorly considers significant changes 
in established trends. Some improvement in the predictive 
properties of regression and autoregression models can be 
achieved by using models with variable coefficients, which 
are themselves functions of time. In addition, the prediction 
results can be improved using cluster analysis [24]. Clustering 
consists of dividing data objects into groups or clusters so that 
objects in a cluster are similar to each other and not similar to 
objects in other clusters. Cluster analysis in machine learning 
is an unsupervised learning method that forms the cornerstone 
of data mining processes and is used to explore relationships 
between a set of patterns by organizing them into 
homogeneous clusters. This method is used to identify 
different types of energy consumption patterns and is applied 
to individual, industrial, and commercial consumers, or to a 

large group of residential consumers. The availability of low-
cost smart meters with high recording rates (i.e., with 
recording time intervals in the order of minutes, rather than 
hours) and good accuracy is however required to ensure the 
availability of the large amount of data required by this kind 
of analysis. Large amount of data is in fact required to extract 
the information used to provide reliable and accurate short-
term or long-term forecasting of the consumption of electrical 
load [25], and also assist energy management teams in 
developing strategies to reduce the energy consumption in 
buildings. Worth to note, even though the costs of accurate 
and reliable smart metering devices are decreasing, their 
installation costs still remain a concern, particularly in legacy 
systems that are not equipped with adequate communication 
infrastructures. In addition, the energy consumption related to 
the installation of several intelligent devices and the need of 
large data storage capabilities may represent an issue. 

B. System analysis 
When considering the possibilities of the simulation of the 

energy consumption of university campuses, it is necessary to 
produce a preliminary analysis of the problem in terms of the 
overall structure and relationships between the system 
elements under consideration. Following the general approach 
of system analysis, it is necessary to determine the main 
internal elements of the system, their hierarchy, as well as 
external elements, and the most significant interactions inside 
and outside the system. The definition of the structure itself, 
the elements of the system, and the characterizing parameters 
do not only depend on the system but also on the problem to 
be solved. Despite the use of a comprehensive approach based 
on the combination of Building Information Model (BIM) 
with the thermophysical modelling of buildings seems 
obviously promising, the required detailing of information 
about all the parameters of buildings and structures could 
represent an issue, or at least a relevant effort in terms of 
problem definition and mathematical computation. Since the 
aim of this study is related to the problem of predicting the 
electricity consumption, all the parameters defining the 
structure of the university campus that are essential for the 
solution of the problem must be first identified, taking into 
account their (possible) hierarchy. 

The ability of selecting individual elements in a complex 
system is associated with their relative independence and 
functional isolation [26]. From this point of view, the largest 
building elements (subclusters) in the campus are the large 
construction objects (buildings) included in it, and the integral 
parameter of interest to us is the total electrical power 𝑃!(𝑡) 
consumed by the campus at a given time, i.e., the sum of the 
power consumed by each object at time 𝑡, so that: 

 𝑃!(𝑡) = ∑ 𝑃"(𝑡)#
"$% , (1) 

where N is the total number of facilities on the campus. In turn, 
the energy consumption of individual objects is made up of 
different components, depending on their purpose, so that 

 𝑃"(𝑡) = ∑ 𝑛"&𝑃"&(𝑡)& , (2) 

where 𝑛!"  is the number of consumers of the same type, 
numbered by index m, inside the object j. 

To determine the contribution of individual objects to the 
total electricity consumption, the objects are classified 



according to their purpose, i.e., by using the following 
classification: 1) Campus dormitory, 2) Educational and 
laboratory buildings, 3) Auxiliary buildings and structures 
(garages, warehouses, boiler repair shops), 4) Sports facilities 
(pools, stadiums, sports complexes), 5) Catering facilities 
(canteens, cafes), and 5) Campus territory. 

The characteristic of the type of electrical load for each 
object is also set, by considering specific classifications. For 
the campus dormitory, for instance, the following 
classification has been considered:1.1) Public power systems, 
supporting pumps and lighting in common areas; 1.2) Total 
electricity for heating and air conditioning; 1.3) Laundries, 
ironing; 1.4) Electric stoves; 1.5) Electricity consumption in 
student rooms; 1.6) Computers and chargers; 1.7) Lift 
equipment. Similar classifications have been adopted for all 
the other objects of the model. 

The behavior of electricity consumers depends on a 
number of factors, which are defined here as power 
consumption modes, namely mode P, D, S, and V, that depend 
on the frequency of the action triggering the power 
consumption, i.e.: 

• P. Permanent consumption of electricity (e.g., for 
security systems and emergency lighting); 

• D. Electricity consumption with daily variation; 

• S. Seasonal modes of electricity consumption; 

• V. Electricity consumption during vacation, 
weekends, and holidays. 

The presented decomposition can be displayed as a graph 
having a tree structure. The external environment is 
determined by weather conditions, including outdoor 
temperature, solar radiation, air humidity, and wind speed 
[27]. These factors can be included in the model directly, or 
they can be presented indirectly as the result of the 
measurements of the electricity consumption in the different 
climatic seasons of the year. In the simulation model presented 
in this study, these factors are considered indirectly along with 
random processes representing the behavior of people inside 
the buildings of the campus. 

C. Proposed model 
The following assumptions have been considered for the 

design of the proposed forecasting model: 

• the model considers only the type and number of 
electrical loads, without considering the details of the 
physical processes involved in the transmission and 
distribution of electrical energy; 

• the model is dynamic since it is designed to reproduce 
the change in electricity consumption over time; 

• the model is constructed as a stochastic process since 
it describes the behavior of a large number of 
consumers, most of which are turned on and off at non-
strictly defined times; 

• the model is based on pure mathematical formulations 
and does not describe the physical processes occurring 
in electrical equipment during power consumption; 

• the model is discrete, as the events are described as 
switch-on and switch-off of electrical equipment or 
types of electrical loads with a certain probability as a 

function of time, that changes with a constant step ∆t 
according to the model time clock. 

Existing experience in the realization of similar simulation 
models with an agent-based approach to consumers [28], 
gives reason to expect success. 

IV. SIMULATION MODEL 
This section presents the mathematical modelling and the 

algorithms used in the proposed simulation model. 

When advancing in time by step 

 𝑡'(% = 𝑡' + ∆𝑡, (3) 

each event (corresponding to the activation of a given 
electrical load) occurs with a certain probability 𝑃"&(𝑡). The 
duration of the time interval from switching on to switching 
off the electrical equipment is a random variable 𝜏"&(𝑡). The 
power consumed by an individual consumer has an interval 
character: in the on state, it is a constant value 𝑊"&, and that 
is zero in the off state: 

 𝑃"&(𝑡) = 𝑊"&, (4) 

 𝑃"&(𝑡) = 0. (5) 

The duration of the on the state of the consumer 𝜏"&(𝑡) may 
also be a random variable.  

The selection of informative and independent baselines is 
a preparatory stage of modeling [29]. To build a discrete-event 
simulation model of electricity consumption the following 
components must be defined: 

• the system state: is the set of variables indicating the 
state of the system at a certain time 𝑡; 

• the model time: is the variable indicating the current 
value of time; 

• the list of events: is the list containing the time of 
occurrence of each of the events; 

• the statistical counters: are variables containing 
statistical information about the system, the 
probability of switching on the electrical load, and the 
duration of electricity consumption; 

The initialization program sets the state of the simulation 
model at the initial time, then the event generation program 
sequentially generates the events with a given probability 
depending on time. A passive stochastic agent model is 
proposed in which individual aggregate consumers of 
electrical energy have statistical characteristics that change 
over time according to their own rules, as well as under the 
influence of external conditions, but which do not interact 
directly with each other and make an additive contribution to 
the total electricity consumption. The choice of this model 
among other agent-based models [30] is determined by the 
considered general forecasting problem. 

In this study, the model is limited to the simulation of the 
time series of the total electricity consumption of a university 
campus, based on the aggregated energy consumption of the 
objects of the system (i.e., buildings and related electrical 
loads) [31]. The paper proposes a bottom-up simulation 



method based on statistical data from energy consumption 
surveys. The proposed model considers the characteristic 
dynamics of electricity consumption during the day [32], also 
including seasonal changes. 

Electricity consumption most significantly depends on the 
behavior of students living in the campus. This can be taken 
into account by building a multi-agent behavior model [33], 
or by introducing appropriate statistical characteristics based 
on empirical studies. Expected campus occupancy drives 
many components of the model, although climatic conditions 
further affect electrical load, and daylight availability can also 
affect the load of lightning equipment. Peak demand for 
electricity in most commercial buildings occurs on hot 
summer days (except in cold climates dominated by electric 
heating) when buildings are full and cooling costs are highest. 

To take into account for randomly distributed events 
related to users’ behavior, a random component in modeling 
the energy consumption was introduced, based on the Poisson 
distribution of events. In the simulation process, the 
occurrence of the events is set for different intervals using a 
random number generator. The Poisson distribution is: 

 𝑝(𝑘) = )!

*!
𝑒,),   (6) 

where k is the number of events, λ is the mathematical 
expectation of a random variable (the average number of the 
activation of the electrical load for a fixed period of time). 
Thus, the simulation model of a random number of inclusions 
in a given period was obtained, based on average data of the 
number of inclusions, and the average consumption per 
consumer. From the data sample, which is equal to the number 
of iterations, the maximum and minimum consumption is 
selected, and the average consumption value of the simulation 
model is also calculated. 

As the simulation starts, the main program calls the 
initialization program, which sets the starting time, initial 
state, statistical counters, and event list. Next, the event 
generation program is called, which changes the state of the 
system at each step with given probabilities. The simulation 
consists in computing random experiments, and then 
ensembles of implementations must be analyzed in order to 
isolate the average behavior and determine the error corridor.  

V. RESULTS AND DISCUSSION 
This section describes the simulation modeling results 

which are obtained by implementing the proposed models to 
the energy-related data generated by the simulation agents. 

Based on the statistical data obtained by surveying 
consumers, the activation times of monitored electrical loads 
in the different periods and their energy consumption were 
determined. From the input data, electricity consumption is 
recorded in the given interval with a given step. Thus, data 
were obtained in which the total power consumption in each 
generated time interval with a given step. Further, the average 
power consumption was extracted from this type of data by 
dividing the total power by the number of consumers 
participating in the calculation. Fig. 1 shows the basic 
simulation of the electricity consumption pattern of a student 
living in the dormitory of the electricity campus, based on real 
data surveys. The expected electricity consumption of a 
student living in the dormitory for one day, computed by 
taking into account stochastic components, is shown in Fig. 2. 

 
Fig. 1. Example of the average consumption of a student living in the 
dormitory of the university campus for one day. 

 
Fig. 2. Example of the expected electricity consumption of a student living in 
the dormitory of the campus for one day, including stochastic components. 

If additional data related to external parameters (such as 
weather conditions) are considered along with simulation 
results, a Long Short-Term Memory Model (LSTM) neural 
network could be trained to predict the daily power 
consumption profile depending on environmental conditions. 

VI. CONCLUSIONS AND FUTURE WORK 
In this paper, a simulation model was proposed to compute 

the expected energy consumption of cluster of buildings. The 
proposed simulation model is based on the analysis of the 
problem from the point of view of the general structure of 
objects and their relationships, the main internal elements of 
the system, their hierarchy, as well as external elements and 
the most significant interactions inside and outside the system. 

To complete the forecasting problem, a unified scheme 
based on deep learning and recurrent neural networks was 
proposed [34]. Recorded data of the energy consumption of 
the university campus are pre-processed and then LSTM is 
applied. The LSTM-based regression model is expected to 
yield minimum mean square and mean absolute percent error 
values compared to other methods described in the literature. 
A detailed discussion of the method, the features of its 
application, and the results obtained are planned to be carried 
out at the next stage of the work. Like any model based on 
supervised machine learning, LSTM requires a large number 
of training examples, while the corresponding data may be 
incomplete or missing. Collecting them and integrating them 
into a smart energy system may require additional time and 
funding. To solve this issue, the use of a simulation model of 
electricity consumption has been proposed, which performs 
two functions. Firstly, the simulation model itself makes it 
possible to predict electricity consumption. Secondly, the data 
generated by the model will allow the training and testing of a 
forecasting system based on recurrent neural networks [35]. 
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