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Abstract: Autism Spectrum Disorders (ASD) is a developmental disorder that 
affects communications, social skills or behaviours that can occur in some 
people. Children or adults with ASD often have repetitive motor movements or 
unusual behaviours. The objective of this work is to automatically detect 
stereotypical motor movements in real time using Kinect sensor. The approach 
is based on the $P Point-Cloud Recogniser to identify multi-stroke gestures as 
point clouds. This paper presents new methodology to automatically detect five 
stereotypical motor movements: body rocking, hand flapping, fingers flapping, 
hand on the face and hands behind back. With many ASD-children, our  
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proposed system gives us satisfactory results. This can help to implement a 
smart video surveillance system and then helps clinicians in the diagnosing 
ASD. 

Keywords: ASD; autism; stereotyped movement; repetitive motor movements; 
repetitive behaviours; gesture detection; Kinect sensor; point cloud; nearest-
neighbour classifier; gesture recognition. 
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1 Introduction 

Autism is a complex neurodevelopmental disability that lasts throughout life; it is a part 
of the Pervasive Developmental Disorders. Experts believe that most autism cases appear 
during the first three years of life. People with autism have a neurological disorder that 
has an effect on normal brain function. It can affect the development of the person’s 
communication and social interaction skills. ASD is defined by a set of behaviours that 
affects individuals differently with varying degrees. As with all diseases, symptoms and 
their severity vary from one child to another, according to their age. Autism is 
characterised by difficulties with socialisation, communication and the presence of 
repetitive behaviours and restricted interests (Filipek et al., 1999). Many tools exist to 
diagnose autism. Among the most commonly used tools (Schopler et al., 1980), we find 
CARS (Childhood Autism Rating Scale), a degree of Autism Rating Scale for children 
based on their behaviour. It can identify children with autism and distinguish them from 
children with other developmental disorders. The development is assessed in its entirety 
with 15 categories of behaviour, among them, we find the stereotyped behaviours. 
Autistic individuals show many forms of stereotyped behaviours: the Repetitive 
Behaviour Scale-Revised (RBS-R) (Coronato et al., 2014; Lam and Aman, 2007) 
classifies them in several categories, such as body rocking, hand flapping, etc. Child 
psychologists call these stereotyped movements: Repetitive and Restrictive Behaviours 
(RRBs), which are considered as the main feature of Autism Spectrum Disorders (ASD). 
Research proves they are almost always present in very young children with ASD and 
persist over time as the child grows (Kim and Lord, 2010). Analysis and evaluation of the 
ASD is conventionally done by watching video recordings of the child’s interaction, and 
manually evaluating his behaviour episodes. This data collection procedure is often very 
long, and several experimenters must control analysis to ensure reliable results (Noris, 
2011). To overcome this problem, in the literature, researchers suggest automatic 
detection systems of stereotyped movements among autistic children. Most of automatic 
detection systems use the wireless three-axis accelerometers and pattern recognition 
algorithms to automatically detect stereotyped behaviours among ASD children (Albinali 
et al., 2009; Goodwin et al., 2011). On the other hand, the use of sensors on the wrists 
presents a disadvantage; it is not accepted by some autistic children. This creates an 
unusual environment for the child, which could sometimes lead to a wrong diagnosis. 
Recently, researchers are more and more interested in using the Kinect sensor in this  
field as a way to solve this problem (Gonçalves et al., 2012a; Sivalingam et al., 2012). 
Moreover, the recent studies suggest gesture recognition systems based on DTW 
(Dynamic Time Warping). In a recognition system using DTW, data clustering methods 
are used to reduce the number of gesture templates in the database, and thus reduce the 
computational cost; however, the recognition rate is degraded. In the following section, 
an overview of these methods will be presented.  

In this paper, we propose a new automatic detection system for the assessment of 
stereotyped behaviours among children with ASD, while taking into account issues of 
intrusiveness, robustness, reliability, and their impact on the behaviour of the child. The 
stereotyped behaviours have been recognised as a core symptom of autism (Filipek et al., 
1999). For this reason, the main motivation behind this work is to help the doctors in 
autism diagnosis. The main contributions of this work are the detection and recognition 
of five stereotyped gestures of autistic children in real time using the Kinect sensor, 
unlike previous researches, which were interested in detecting just one or two stereotyped 
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gestures. The choice of five gestures was made after a deep study of autism specifically 
in CARS (Schopler et al., 1980) and an observation was conducted under normal 
conditions in an association for autistic children, in cooperation with a psychiatrist and 
researcher in the field of autism in the hospital CHU (Centre Hospitalier Universitaire 
Hassan II in Fez). In our study, we decided that these five gestures are the most  
popular and common among children with ASD. We propose a new automatic gesture 
classification method using $P point-Cloud Recogniser 3D for identifying multi-stroke 
gestures as point clouds (Vatavu et al., 2012). It is an instance-based nearest-neighbour 
classifier with a Euclidean scoring function. The $P recogniser avoids the storage 
complexity by representing gestures as clouds of Points and thus ignoring variable user 
behaviour in terms of stroke order and direction. 

This paper is divided into five sections. They are structured as follows: Section 2 is 
dedicated to related work in automatic detection and recognition of stereotyped 
behaviours. In Section 3, we present the materials and methods used for recognising 
stereotyped movements and we describe the experimental protocol for our developed 
system. The results and the discussions are given in Section 4. The paper ends with the 
conclusion and a brief presentation of the future work. 

2 Related works 

Computer vision can help to automatically analyse image sequences, quantify the 
behaviour of the child and give a summary for specialists, as it can help reduce the 
processing time for diagnosis and provide better access to distance to clinicians. In 
literature, we find few works that address this issue (automatic detection of stereotyped 
movements in autistic children). Most recent studies in this field of autism focus on the 
recognition of gestures and postures of ASD children to determine their emotions 
(Alabbasi et al., 2015a; Alabbasi et al., 2015b; Larsson et al., 2015; Postawka and 
Śliwiński, 2015, Kang et al., 2016; Upadhyay and Dewangan, 2016). 

Westeyn et al. (2005) present a system to recognise and monitor the behaviour of 
self-stimulation observed among autistic children. Their approach is based on Hidden 
Markov Models (HMM) using the three-axis accelerometers to distinguish between the 
different types of self-stimulatory behaviour and to determine when self-stimulation fails. 

In Albinali et al. (2009) and Noris (2011) the authors develop a stereotyped 
movement recognition system for autistic people by using the acceleration data and a 
decision tree classifier type. This system allows the identification of two types of 
stereotyped movements: hand flapping and rocking of the body. The results are obtained 
with satisfactory accuracy in two different environments (class and laboratory). An 
accelerometer is placed on each wrist and the child’s chest to detect hand flapping and 
body rocking associated with these problems. They are ultimately interested in creating a 
real-time recognition tool, and the decision trees have a desirable combination of 
properties. 

Min and Tewfik (2010a, 2010b) describe novel methods to assist management by 
automatically detecting stereotypical behavioural patterns using accelerometer data. They 
use the Iterative Subspace Identification (ISI) algorithm to learn subspaces in which the 
sensor data lives. It extracts orthogonal subspaces which are used to generate dictionaries 
for clustering and for signal representation. It also applies to detect segments from 
acoustic data. The data were analysed using time-frequency and observing frequency 
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band powers. Also Linear Predictive Coding (LPC) method is used to classify of the 
stereotypic and self-injurious behaviours. 

Plötz et al. (2012) present a technique for using body accelerometers to assist in 
automated classification of problem behaviour during such direct observation. Using 
simulated data of episodes of severe behaviour acted out by trained specialists, they 
demonstrate how machine learning techniques can be used to segment relevant 
behavioural episodes from a continuous sensor stream and to classify them into distinct 
categories of severe behaviour (aggression, disruption, and self-injury). 

Gonçalves et al. (2012a) consider two different approaches. The first approach uses 
gesture recognition algorithms on data from a Microsoft Kinect. The second approach 
uses a trademark device of Texas Instruments with built-in accelerometers and statistical 
methods to recognise stereotyped movements. The main objective of this work is to 
understand whether the Kinect sensor and the eZ430-Chronos with accelerometers can be 
used as an effective tool for automatic real-time detection of stereotypic behaviours in 
children with ASD. The Kinect sensor detects 51% of the stereotyped movements, while 
the eZ430-Chronos watch detects 76%. This result could be explained by the fact that 
one of the children tried to take off the eZ430-Chronos bracelet. It can also be observed 
that eZ430-Chronos watch detects false-positives in 24% of the time. 

Mahmoud et al. (2013) propose a cyclic gestures descriptor that can detect and 
localise rhythmic body movements by tracking multidimensional tracklets and taking 
advantage of both colour and depth modalities. They demonstrate the importance  
of fusing depth and intensity features in a classification system to localise the rhythmic 
gesture as: hands fidgeting, legs fidgeting or rocking. Classification results are 
significantly higher (59%) than the majority of the classification baseline (35%). 

Sivalingam et al. (2012) propose a novel system of a non-invasive multi-sensor 
configuration for the automatic monitoring of the behaviour of children in their natural 
environment using the Kinect platform. They present a computer vision system using 
cameras and depth sensors to track children across multiple views and for extended 
periods of time. In a first step, they mainly discuss the object tracking problem in a multi-
sensor perception system in a non-structured classroom environment. In the second step, 
they work on objects tracking through the sensors. They propose the use of covariance 
descriptors based on 3D point clouds in combination with a dictionary learning 
framework for modelling the appearances of the objects in the scene and for fast 
matching. They use a Kalman filter to tackle noise in the depth sensors for robust 
tracking.  

Sundar and Goecke (2014) propose an algorithm for detecting three types of self-
stimulatory behaviours from publicly available unconstrained videos. The child’s body is 
tracked in the video by a careful selection of poselet bounding box predictions using a 
nearest-neighbour algorithm. The Histogram of Dominant Motions (HDM) descriptor 
around the detected body regions is used to train a discriminatory model for classifying 
self-stimulatory behaviours. 

In an overall view, most of the proposed systems in literature about the gesture 
recognition have an unsatisfactory recognition rate that leads to many false-positive 
results. On the other hand, the use of sensors on wrists presents a disadvantage of not 
being accepted by some autistic children. Also, most of the automatic detection systems 
of stereotyped behaviours among children with ASD are able to detect one or two 
stereotyped movements at most. 
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3 Proposed approach 

Stereotypical behaviours are one of the most common and least understood behaviours 
occurring among people with ASD. The presence of stereotypical movements has been a 
key feature of the syndrome of autism (Kanner, 1943). For this reason, we were 
interested in the detection and the recognition of five categories of stereotyped 
movements (or stereotyped gestures) that we have selected from CARS in real time 
(Schopler et al., 1980): body rocking, hand flapping, fingers flapping, hand on the face 
and hands behind back. These five stereotyped gestures are the most popular and 
common among children with ASD. In this paper, we propose a new automatic detection 
system for the assessment of stereotyped gestures in children with ASD. We used the 
Kinect sensor for data acquisition and $P Point-Cloud Recogniser for stereotyped 
gestures classification. The most recent studies seek to provide an automatic system to 
help the clinicians and doctors in the diagnosis task, such as Kumar and Moni (2011) and 
Bhattacharjee et al. (2015). So, also our system provides a novel clinical tool which 
facilitates for doctors the diagnosis of ASD. 

3.1 Database acquisition using the Kinect sensor 

Gesture or movement detection is intended to decide which parts of an image sequence 
correspond to a movement. In general, automatic movement detection in an image 
sequence consists of three main steps: identifying gesture potential locations, extracting 
the necessary features from the image sequence, and classifying each sub-window 
automatically to determine if it contains the searched gesture or not. However, in the 
literature, there are many gesture detection methods. We will give a brief overview of the 
most commonly used methods. They can be classified as follows: (1) interest point 
detection, which is a recent terminology in computer vision that refers to the detection of 
interest points for subsequent processing (Lowe, 2004). Generally, interest points 
detection algorithms focus on specific points of the selected contour, according to 
specific criteria (Verbeke, 2007). (2) Background subtraction, or foreground detection, 
this method is used to build a representation of the scene ‘background model’, and then, 
it can detect some changes from this model for each new image in the sequence (Penne, 
2011). (3) Image segmentation, which is the process of partitioning the image into 
multiple similar segments in order to locate objects and boundaries (lines, curves, etc.) in 
images. The most common methods are: based on the mean shift algorithm, graph-cut 
algorithm, and active-contour-based algorithm. (4) Supervised classification, which 
consists of detecting an object by automatically learning different views of the object 
from a set of examples by a supervised learning mechanism (Penne, 2011). 

In our case, we believe that the best method to detect stereotyped gestures in autistic 
children can be the method of interest point detection using the Kinect sensor v1 by 
Microsoft. It is the most suitable due to its ability to monitor the joints. Kinect is a device 
for the Microsoft hardware, is a motion-sensing camera to manipulate games without  
a controller (Figure 1). The major components of a Kinect are its colour sensor,  
IR depth sensors, IR emitter, microphone arrays, and a stepper motor that can be tilted to 
change the Kinect camera angles. The Kinect for Windows is a toolkit for developing 
applications for Kinect devices. It provides a new opportunity for the developer to build 
many applications in different domains. We can build different applications with Kinect 
sensor for healthcare, such as exercise measurement, monitoring patients, their body 
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movements, and so on (Rahimi and Golzarian, 2015). This Toolkit is an additional 
installer that comes with a set of extended components, such as Skeleton tracking SDK, 
which helps to track human body. The Kinect for Windows SDK provides us with a set 
of APIs that allow easy access to the skeleton joints. The SDK supports the tracking of 
up to 20 joint points (Figure 2). Each and every joint position is identified by its name 
(head, shoulders, elbows, wrists, hands, spine, hips, knees, ankles, and foots) (Figure 2). 
All the joints are represented as three dimensions (x, y, z), where X and Y define the 
position of the joint and Z represents the distance from the sensor. To get the proper 
coordinates, the sensor calculates the three views of the same image: front view, left 
view, and top view, by which the sensor defines the 3D body proposal. Microsoft Kinect 
is a rapidly developing, an inexpensive and portable monitoring platform. It allows basic 
tracking of skeleton points in 3D space; it can track 20 body skeleton points at 30 frames 
per second. The coordinate system for the skeleton data is a full 3D system with values in 
meters (Witten and Frank, 1999) (Figure 1). 

Figure 1 Kinect Sensor and Kinect sensor coordinate system 

 

We mentioned at the beginning that our proposed system enables the detection and 
recognition of five categories of gestures among autistic children: body rocking, hand 
flapping, fingers flapping, hand on the face and hands behind back. For data acquisition, 
we used five different types of joints to characterise these gestures: head, shoulder, 
elbow, wrist and hand (Figure 3). So, in our system, we tracked just these five types of 
joints. 

3.2 $P Point-Cloud Recogniser method 

After the data acquisition and construction of a database, we move on to the classification 
and recognition phase. For this purpose, we adopt the $P Point-Cloud Recogniser 
algorithm, it is the latest in the dollar family of recognisers ($1, $N). $P is fast, simple 
and accurate gesture recognition approach. The $P Point-Cloud Recogniser is a 2D 
gesture recogniser designed for rapid prototyping of gesture-based user interfaces. It is an 
instance based on the nearest-neighbour classifier with a Euclidean distance function. 
The technique is not limited only to the gesture recognition with unistroke, but it can  
also handle multi-strokes recognition. Compared with other algorithms, $P has a great  
advantage to be simple to implement; it may be encoded into hundred lines to both define 
and recognise the gesture while giving high recognition rate.  
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Figure 2 Points tracked by the Kinect sensor (see online version for colours) 

 

Figure 3 Points tracked for data acquisition (see online version for colours) 

 



   

 

   

   
 

   

   

 

   

    Automatic detection of stereotyped movements 209    
 

    
 
 

   

   
 

   

   

 

   

       
 

A gesture by a person is defined by a set of points. These points are then compared with 
another previously stored set of points (templates) using a measure of Euclidean distance. 
The recognised gesture is for which this distance is minimal (Figure 4). The number of 
points to define a gesture will depend on the speed of execution and the sampling 
frequency of the device. A gesture can be performed at different positions, different 
orientations and different scales. This is why the $P-recogniser was built in such a way 
that it is insensitive to all these types of variations. Moreover, learning a gesture is done 
once, i.e. requires only a one passage to create a template unlike HMM and neural 
networks. The $P-recogniser consists of three steps (Figure 4): resampled, scaled and 
translated, and comparison using Euclidean distance. Each of these steps is explained in 
more detail below. 

 Resample the Point Path 

To compare the gesture made with pre-existing templates we must first resample the 
created set of points (stroke). Firstly, we calculated the total points length created by 
the gesture. Secondly, we divided this total by N-1 where N should be not too small 
which would cause a significant loss of accuracy or too big that would cause too 
many comparisons while consuming time (formula (1)). We look down the path of 
the original gesture, and then we determine the points by using the linear 
interpolation (formula (2)). It allows us calculate the distance between the points 2 
by 2 of gestures. At the end of this first step and in the current time all gestures must 
have the same size N. 

 1I length N    (1) 

(x, y)
y0 

x1 

y1 

x0   

 

0 1 0

0 1 0

1 0
0 0

1 0

y y y y
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 Scale and Translate 

The gesture is scaled relative to the reference rectangle (reference square or 
bounding box). This is calculated by taking the minimum and maximum of x, y and z 
points (minx, maxx, miny, maxy, minz, maxz) (formula (3)). After scaling, the gesture 
is translated to a reference point. To simplify computation, we choose (0, 0, 0) as 
centroid to translate the gesture. 

 , , max min max min max minScale Max x x y y z z     (3) 

 Comparison using Euclidean distance 

The list of obtained points was then compared to each of the existing templates. The 
template corresponds to a reference gesture, which is associated to a list of points 
and a name. Each comparison, which is based on a Euclidean distance, is used to 
calculate a score that reflects the degree of similarity between the template and the 
emitted gesture (formula (4)). The template that gets the highest score is considered 
the gesture executed (Vatavu et al., 2012). Owing to its straightforward internal 
representation of gestures as point clouds, we thought to use the $P in the context of 
recognition of stereotyped gestures of children with ASD. In this work, our data, 
which is acquired by the Kinect sensor, is in a space of three dimensions (x, y, z). 
That is why, we emerged the $P Point-Cloud Recogniser 2D to 3D. We chose this 
algorithm because it can handle both single and multi-stroke gestures efficiently, 
which allows to recognise easily complex gestures. On the other hand, we have been 
interested in gesture recognition independently of children. $P achieved 99.3% for 
user-dependent and 96.6% for user-independent testing to Euclidean’s distance 
performance 99.5% and 97.1% (Vatavu et al., 2012). The algorithm is based on 
Euclidean distances (formula (4)); it computes the sum of distances between 
matched points (i.e. the distance between the two gestures (C and T)). The task of the 
recogniser is to match the point cloud of the candidate gesture (C) to the point cloud 
of each template (T) in the training set and compute a matching distance. In the 
tradition of the nearest-neighbour approach, the template located at the smallest 
distance from C delivers the classification result. 

     2 2 2

. . . . . .
1 1

n n

i j i x j x i y j y i z j z
i i

C T C T C T C T
 

         (4) 

3.3 Experimental protocol 

In this section, we explain our application which detects stereotypical movements among 
autistic individuals using the Kinect sensor and the $P Point-Cloud Recogniser 
algorithm. We have been interested in five stereotyped gestures of autistic children:  
body rocking, hand flapping, fingers flapping, hand in the face and hand behind back 
(Figure 5). The choice of these gestures was made after a deep study of autism 
specifically in CARS (Schopler et al., 1980), in cooperation with a psychiatrist and 
researcher in the field of autism in the hospital CHU (Centre Hospitalier Universitaire 
Hassan II in Fez). In our study, we decide that these five gestures are the most popular  
 
 



   

 

   

   
 

   

   

 

   

    Automatic detection of stereotyped movements 211    
 

    
 
 

   

   
 

   

   

 

   

       
 

and common among children with ASD. Moreover, in the literature, most of the work is  
based on one or two stereotyped gestures (Albinali et al., 2009; Goodwin et al., 2011).  
In our case, we have used five stereotyped movements, which will provide more 
information to the clinicians and doctors. 

The first functionality of our system is to capture the data. For this purpose, we 
decided to use the Microsoft Kinect sensor to detect posture. We chose it because it does 
not require any contact with the body, unlike other systems that require people to wear 
clothing or attach sensors directly to their bodies, which puts the child in an abnormal 
environment (Gonçalves et al., 2012a; Min and Tewfik, 2010a; Min and Tewfik, 2010b; 
Plötz et al., 2012). Additionally, it is an inexpensive commodity hardware and readily 
available. As we described in Section 3, the Kinect sensor provides around 20 joints 
positions skeleton tracker. We focused on five types of joints for data acquisition: head, 
shoulder, elbow, wrist and hand. The joints choice was made because we were interested 
in movements that are in connection with these joints. The following diagram shows the 
steps of the general system (Figure 6). 

In order to acquire gestures data, we had difficulties in capturing data from autistic 
children, whether on administrative or parental level. In order to avoid blocking at this 
stage, we decided to imitate these gestures by non-autistic people and test our system 
before moving to autistic children. Normal individuals (non-autistic people) have 
interpreted and imitated the gestures of autistic children by watching real video 
sequences. Each gesture is characterised by a sequence of joints movements. The 
selection joints are done according to these five gestures to be detected. The gestures are 
identified by five types of joints: head, shoulder (right, left, and centre), elbow (right, 
left), wrist (right, left) and hand (right, left) (Figure 3). These joints are extracted using 
Kinect sensor. The Kinect skeletal tracking allows the application to choose the skeleton 
to track among the six individuals recognised in the field of view. By default, skeletal 
tracking will select the first two recognised persons in the field of view. In our system, 
we tracked only one skeleton. To detect skeleton, the person needs to be in front of the 
sensor, making sure the sensor can see their head and upper body (about 2 metres); no 
specific pose or calibration action needs to be taken for a person to be tracked. Whenever 
a new skeleton frame is ready, we extract information of the five joints on space (x, y, z) 
during a specific time period, which gives us a gesture represented by a vector in space x, 
y, z. This vector should be normalised so that the gesture reaches a level determined in 
advance. The data were stored independent of the person and the gesture speed. 

We evaluated our system with our own database, containing ten normal non-autistic 
people, each person was asked to make each gesture ten times. This gave us a database of 
500 gestures. Thereafter, we did the test on five real patients (autistic children) where 
each child has one or more stereotyped gestures. We obtained a test data of ten 
stereotyped gestures of autistic children. 

After data acquisition, we used 50 gestures in the learning (ten training for each 
gesture type) (formula (5)). To recognise a new gesture, the $P Point-Cloud algorithm 
takes as input a list of points that corresponds to this gesture (vector). The gesture vector 
goes through preprocessing phases: resampling, scaling, translation (see Section 3.2).  
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Afterwards, $P recogniser is used to match the point cloud of the candidate gesture  
(new gesture) to the point cloud of each template in the training set and compute a 
matching distance. 

 1 2 10, , ,   where  represents the gesture datalearning g g g g   (5) 

The application was based on WPF (Windows Presentation Form) and C# language. 
After having initialised the application, it was necessary to wait until the Kinect detects a 
person. The interface was segmented into different areas (Figure 7). Area (a) allows 
adding a new gesture to our database. So far, we have treated just five types of gestures 
(area c). Area (b) presents gesture recognition in real time. In area (d), we store the list of 
all the detected gestures in the observation. Finally, area (e) shows the RGB, the skeleton 
of the child obtained by the Kinect sensor. 

Figure 4 $P Point-Cloud gesture recogniser 

 

Note:  Cloud matching function: match two clouds (points and template) by 
performing repeated alignments between their points (each new alignment 
starts with a different starting point) (Vatavu et al., 2012). 

Figure 5 Stereotyped gestures of autistic children 
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Figure 6 General system of automatic detection and recognition of stereotyped movements  
(see online version for colours) 
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Figure 7 Interface of our application 

 

4 Results and discussions 

In this section, we show and discuss the interesting results obtained by our system.  
Our recognition method can be effectively used for detecting stereotyped gestures or 
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movements among autistic children. The results were obtained through these models of 
repetitions of the gestures made by these non-autistic people (Section 4). Table 1 shows 
the recognition of the stereotyped movements. Our system can recognise five stereotyped 
gestures: body rocking, hand flapping, fingers flapping, hand in the face and hand behind 
back. So, when the gesture does not belong to any class of the five categories, it is 
classified as unknown gesture. 

 1 2 10, , ,datatest p p p   (6) 

We compared the results of our approach based on the $P algorithm with a DTW 
algorithm. This algorithm is based on a dynamic programming for measuring similarity 
between two temporal sequences which may vary in time of different durations. The core 
notion of the algorithm is to compare the characteristics of a particular pattern which will 
be checked against a template reference previously registered (Gonçalves et al., 2012a; 
Gonçalves et al., 2012b; Gonçalves et al., 2012c; Gonçalves et al., 2014; Gonçalves et 
al., 2014). The DTW has been used in voice recognition patterns, signature verification, 
and gesture recognition (Myers et al., 1980; Sakoe and Chiba, 1978).  

The values in Tables 1 and 2 (Figures 8–9) are the results of the maximum 
probability assignment rule, which assigns gestures to the class for which they have the 
highest posterior probability of template gestures. In this method, the task of the 
recogniser remains to match the point cloud of the candidate gesture (C) to the point 
cloud of each template (T) in the training set and compute a matching distance. The 
distance is used to depict the greatest similarity between gestures by calculating the 
minimum distance between them (formula (1)). 

After testing the application with non-autistic people, and obtaining a recognition rate 
that exceeds 90%. It is necessary to test the system in the field of autism. Table 2 shows 
the results obtained with autistic children from ‘Association Miroir Pour L'enfant 
Autiste’. The system was tested on five ASD children aged between 5 and 10 years. We 
obtained similar results to previous with $P recogniser and non-autistic children, which 
proves the great reliability and robustness of the proposed system. The result in Table 2 
(Figure 9) was obtained using the training data of normal people (non-autistic) and the 
testing data were captured from autistic children. 

In order to quantify the recognition rate, Table 3 shows the confusion matrix for our 
method using $P recogniser. We achieve a 94% recognition rate with an error rate of 6% 
on this set of data. 

To evaluate the performance of our stereotyped gesture recognition with our 
approach we used the recognition rate defined as follow: 

K
accuracy

N
  (7) 

where K is the number of test samples correctly recognised and N is the total number of 
test samples. The number N = 10 indicates the number of test cases for each gesture. 

Tables 1 and 2 show a satisfaction at the level of the $P algorithm by comparing it 
with the DTW algorithm. The $P recogniser and DTW algorithms work by creating a 
template time series for each gesture that needs to be recognised, and then warping the 
real-time signals to each of the templates to find the best match independently of who 
made the gesture and how they did it. $P recogniser reached a recognition rate of over 
90% with only ten training per gesture. By cons, by using the DTW algorithm, we had a 
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percentage of 44% false detection using the same training data (Figure 10). The 
advantage of having a reduced learning base is the reduction the calculation time, 
especially when using the Kinect sensor in real time. $P recogniser also gives good 
results, because, among its advantages, we found it sensitive to any type of variation: 
person, speed of movement, equipment, orientation. We chose comparing it with DTW 
because it is a powerful classifier that works very well for recognising temporal gestures. 
Our test results proved that $P recogniser is more efficient than DTW, $P recogniser 
allows reducing the number of gesture templates in the database, and thus reducing the 
computational cost and it gave a very good recognition rate. 

To summarise, our study provides a novel clinical tool which facilitates for doctors 
the diagnosis of ASD. Traditional methods for measuring stereotyped movements  
rely primarily on paper-and-pencil rating scales (Lewis and Bodfish, 1998; Rojahn et al., 
2000), direct behavioural observation, video-based methods (Matson and Nebel-
Schwalm, 2007), and kinematic analyses (Sprague and Newell, 1996; Newell et al., 1999; 
Berkson et al., 2001), all of which are potentially limiting. To overcome these problems, 
the early studies in this field have proposed to use the accelerometer to detect 
automatically the stereotyped movement, but the use of it on wrists presents a 
disadvantage of not being accepted by some autistic children. For all of these reasons, the 
aim of the current work was to explore whether the Microsoft Kinect sensor combined to 
gesture recognition algorithms can provide an automated measure of stereotyped 
movements in real time. And that may be more objective, detailed, and precise than 
rating scales and direct behavioural observation, and more time-efficient and mobile than 
video-based methods and kinematic analyses. We evaluated our method, the total rate of 
correct recognitions over all gestures was 94% related with the confusion matrix given in 
Table 3 and the most of gestures are perfectly classified with a very good classification 
rate, which are satisfactory results compared to literature. For the next steps, we consider 
that is necessary to build a bigger database for autistic children, using people with 
different ages and ethnicities and also take into account most of the existing stereotyped 
movements to make the recognition more general. 

Table 1 The obtained results with non-autistic people 

Result Recogniser P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 Rate 

Hand 
flapping 

$P 90% 90% 91% 92% 88% 95% 91% 96% 92% 90% 91.5% 

DTW 84% 83% 74% 77% 76% 81% 71% 72% 73% 80% 77.1% 

Fingers 
flapping 

$P 93% 91% 92% 89% 91% 92% 94% 91% 90% 91% 91.4% 

DTW 71% 78% 82% 67% 70% 71% 75% 87% 71% 88% 76% 

Hand in 
the face 

$P 95% 90% 90% 92% 90% 89% 90% 92% 91% 87% 90.6% 

DTW 77% 76% 85% 72% 75% 77% 70% 77% 87% 79% 77.5% 

Hands 
behind 
back 

$P 91% 95% 92% 91% 94% 92% 85% 95% 95% 91% 92.1% 

DTW 84% 89% 77% 70% 83% 72% 78% 81% 71% 73% 77.8% 

Body 
rocking 

$P 93% 90% 91% 94% 88% 95% 95% 91% 94% 91% 92.2% 

DTW 73% 88% 80% 72% 74% 77% 70% 79% 70% 81% 76.4% 

Note:  P represents the test data for each person (formula (6)). 
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Table 2 The obtained results with autistic children 

Result Hand  
flapping 

Fingers 
flapping 

Hand in  
the face 

Hands behind 
back 

Body  
rocking 

Recogniser $P DTW $P DTW $P DTW $P DTW $P DTW 

Child 1 – – 91% 68% 92% 70% – – 90% 71% 

Child 2 – – 81% 67% – – – – 90% 73% 

Child 3 92% 71% – – – – – – – – 

Child 4 – – – – – – 94% 75% 91% 70% 

Child 5 91% 67% – – 91% 71% – – – – 

Table 3 Confusion matrix for the stereotyped gesture recognition using $P recogniser 

Class 
Hand  

flapping 
Fingers 
flapping 

Hand in 
the face 

Hands 
behind back

Body 
rocking 

Rate  
error 

Hand  
flapping 

9 1 0 0 0 90% 

18.0% 2.0% 0.0% 0.0% 0.0% 10.0% 

Fingers 
flapping 

2 8 0 0 0 80% 

4.0% 16.0% 0.0% 0.0% 0.0% 20.0% 

Hand in  
the face 

0 0 10 0 0 100% 

0.0% 0.0% 20.0% 0.0% 0.0% 0.0% 

Hands 
behind back 

0 0 0 10 0 100% 

0.0% 0.0% 0.0% 20.0% 0.0% 0.0% 

Body 
rocking 

0 0 0 0 10 100% 

0.0% 0.0% 0.0% 0.0% 20.0% 0.0% 

Rate  
error 

81.82% 88.89% 100% 100% 100% 94% 

18.18% 11.11% 0.0% 0.0% 0.0% 6.0% 

Figure 8 Classification rate for five stereotyped movements of $P vs. DTW with non-autistic 
people 
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Figure 9 Classification rate for five stereotyped movements of $P vs. DTW with autistic children 

 

Figure 10 Recognition performance of $P vs. DTW 
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5 Conclusion 

In this paper, we create a new system based on the Kinect sensor to automatically detect 
stereotyped movements, in particular five of the gestures: body rocking, hand flapping, 
fingers flapping, hand in the face and hand behind back. We have applied the $P 
recogniser to identify the stereotyped movements. In this work, we have demonstrated 
that the $P method, which we converted in three-dimensional space, can be useful in 
reducing the time and complexity of the gesture recogniser system. The system has been 
tested on children with ASD. In the evaluation process, the results are measurable and 
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quantifiable. The application detects 94% of the stereotyped gestures, which are 
satisfactory results compared to literature. For future work, it is necessary to improve the 
gesture recognition algorithms with the Kinect sensor, due to the false-positives detected 
and build a real database for autistic children. Subsequently, it is necessary to complete 
the system to help the doctors make decisions during diagnosis of autism. 
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