Abstract

In order to improve passenger service, a waiting cost function, weighting different types of waiting times and late arrivals, is designed and minimised. The approach is applied to a small part of the Belgian railway network. In the first phase of the approach, ideal buffer times are calculated to safeguard connections when the arriving train is late. These buffer times are based on the delay distributions of the arriving trains and on the weighting of different types of waiting times. In a second phase, standard linear programming is used to construct an improved timetable with well-scheduled connections and, whenever possible, with ideal buffer times. Simulation compares different timetables and optimises the LP timetable. For the case of the Belgian railway network, the final result is a timetable with well-scheduled connections and a waiting cost that is 40% lower than the current timetable. Since only LP modelling is applied, the proposed technique is very promising for developing better timetables—even for very extensive railway networks.
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1. Introduction

Ensuring a good service in public transportation is a very important task of the state-owned Belgian Railway Company NMBS (Nationale Maatschappij der Belgische Spoorwegen). In Belgium, a better public transportation is seen as the far most important way to relieve pressing traffic problems. An effective timetable with trains arriving on schedule is a crucial factor for good passenger service [8]. The current railway timetable of the NMBS is based on theoretical “ideal running times”. The ideal running time is the standard time it takes for a specific train to travel from one station to another; it assumes ideal circumstances. At this moment, hardly any time buffer is implemented against small disturbances and non-ideal circumstances, which frequently occur in practice. This paper presents a technique for creating robust timetables that perform well, even in non-ideal circumstances. Particularly, the technique guarantees...
a very functional timetable during rush hour. Since most passengers take a train during rush hour, many passengers will benefit from this approach.

The time a passenger spends waiting is a very critical element for judging passenger service. Typically, a railway passenger faces different types of waiting due to different causes. For instance, when connections are not properly scheduled, a passenger will have to wait a long time between trains. Trains running behind schedule will also create waiting times. During rush hours most of the trains meet with some considerable delay. Thus, the actual travel time it takes a train during rush hour is typically longer than the ideal running time. Not taking this expected delay into account while scheduling will generate all kinds of waiting [8]. A missed connection causes the biggest waiting cost. The chances of missing a connection increase when connections are scheduled tightly. To lower the chance of a missed connection, usually buffer times are inserted into the schedule [2,6]. On the other hand, these buffer times will keep waiting seated passengers when the train is on time. Still other types of waiting and corresponding inconveniences are dealt with in this paper (see Section 3).

In [3–6] a lot of attention is given to “synchronisation”. The purpose of synchronisation is to determine how long a connecting train should wait when an arriving train is late. In this paper it is assumed that a connecting train always leaves on schedule, if possible. Thus, synchronisation policies can be added to further improve the service. Such policies are, however, outside the scope of this paper.

Based on the delay distribution of a specific train and a weighting of the different waiting times, one can calculate an ideal buffer time for a specific connection. A more detailed explanation of how to calculate ideal buffer times is given in Section 3. In Section 4 a sophisticated approach brings into play the ideal buffer times by means of Linear Programming (LP). More precisely, linear goal programming inserts buffer times into the schedule that approach the ideal buffer times as closely as possible. In this formulation, the ideal buffer times are goals to be met. Going both over and under a goal is penalised in the objective function of the LP. The scheduled buffer times cannot meet the ideal buffer times exactly because of the conflicting tendencies. Since it is linear programming it does not take much time to solve very large instances and it is easy to perform sensitivity analysis. In the past, integer programming has been frequently used to create timetables [10–12]. Integer problems, however, are much more difficult to solve and to interpret [1]. An important outcome of this paper is that linear programming can be sufficient. In Section 5 discrete event simulation will make possible a detailed comparison between the timetables: the original one and the LP generated timetable. Performance measures such as total minutes of waiting time, total generalised waiting cost, etc., can be considered. The simulation results are analysed and discussed.

2. The railway network

In this section the railway network under study is discussed in detail. It is not convenient to deal at once with the complete Belgian network. Hence we focus on a small part of the Belgian railway network and only consider passenger trains. The network consists of seven stations and four train lines connecting these stations. The network is shown in Fig. 1. Most of the lines start in a station outside this miniature network and enter through one of the stations (cities) of the network. For instance, line C starts in “Antwerpen” and enters the network in “Heist-op-den-Berg”. Every line has trains travelling in two directions, here called the 0 and 1 direction.


Different train lines:

- C0 and C1, between Heist-op-den-Berg (“Antwerpen” is the real place of origin) and Hasselt (“Liège”);
- E0 and E1, between Leuven (“Brussel”) and Hasselt, through Aarschot;
- K0 and K1, between Leuven (“Brussel”) and Hasselt (“Genk”), through Landen;
- M0 and M1, between Leuven and Heist-op-den-Berg (“Antwerpen”).
Lines C and K use Intercity trains (IC) with an average speed of 76 km/h. Line E uses an Inter Regional train (IR) with an average speed of 65 km/h and line M uses a Local train (L) with an average speed 51 km/h [9].

All tracks are double tracks, except between Landen and Sint-Truiden, and between Sint-Truiden and Alken, which are single tracks. This means that, in any direction, there can be only one train at any time. In the station of Sint-Truiden two trains travelling in opposite directions can cross one another.

The NMBS operates a cyclic timetable with a standard period of 60 minutes. This means that the timetable is repeated every hour. If it were acceptable to create different timetables for the morning or evening rush hours or for holiday periods, it would open extra possibilities for improvement. Yet NMBS considers a cyclic timetable necessary for clarity towards the passengers. Shires et al. [16] report on periodicity benefits in general.

For some of the possible trips in this network more than one line is available. For instance between Leuven and Aarschot one can take the M or the E line. It is obvious that customers will be better-off (see also [20]) if the trains of these lines are evenly spread over the period under consideration. In our case, the considered period is 1 hour and, as a consequence, the time between the M and E trips should be approximately 30 minutes. If the lines are not evenly spread, the time between two possible trips can reach up to 55 minutes.

Most of the trains stop in more stations than those mentioned in Fig. 1, but no connections take place in these stations and the number of tracks does not change either. Thus, these stations have no real impact on the timetable problem and are therefore omitted.

In order to minimise “a total generalised waiting cost” for the passengers, it is important to know which connections are frequently used and must be guaranteed, and which connections are unimportant. It appears that only in Leuven and Hasselt connections are crucial. It is furthermore understood that passengers always prefer a direct trip to a trip with one or more connections.

The important connections to be made in Hasselt and Leuven are

- **Hasselt:**
  - from train K1 to train C1: to go from Alken to Aarschot;
  - from train K1 to train C0: to go from Alken to Liège;
  - from train C0 to train K0: to go from Aarschot to Alken.

- **Leuven:**
  - from train C0 to train M0: to go from Liège to Aarschot;
Leuven: from train K0 to train E0: to go from Landen to Aarschot; from train K0 to train M0: to go from Landen to Heist-op-den-Berg; from train E1 to train K1: to go from Aarschot to Landen; from train M1 to train K1: to go from Heist-op-den-Berg to Landen; from train M1 to train K0: to go from Aarschot to Brussels.

The time it takes for a specific train to ride from one station to the next is called the “(ideal) running time”. The ideal running time can be determined by making use of the current timetable for this part of the Belgian network. In Table 1 the current timetable is presented for one period. This table indicates, for example, that train C0 should arrive in Aarschot 9 minutes after every hour, and depart from Aarschot 14 minutes after every hour. In the current timetable, no buffer times are added to the ideal running time. The scheduled transfer times are very large, as one can see in Table 1. For example, since train C0 arrives in Hasselt 40 minutes past the hour and train K0 leaves Hasselt 31 minutes past the hour, a passenger has to wait 48 minutes (assuming 3 minutes for actual transfer).

3. Ideal buffer times

The “ideal running time” is the smallest possible running time for the arriving train, from its previous station to the connection station. But the “real running time” of a train will vary, depending on the circumstances. A buffer is determined in order to assure a certain connection; it is only calculated for a connection station. A buffer “B” is added to the ideal running time, to determine the “scheduled running time” and the “scheduled arrival time”. The scheduled times, announced to the public, will thus include these buffer times. The difference between the real running time and the ideal running time is called the delay “d” of a train (see Fig. 2). Thus, the buffer increases the train’s opportunity to arrive “on time”. As a result a train will, under ideal circumstances, arrive earlier than scheduled and there will be some extra stopping time in the station. The stopping time is the time a train spends in a station, between arrival and departure. It is assumed that the connecting train always leaves on schedule.

3.1. Waiting costs

Three types of passengers can be distinguished for a train approaching a connection station:

---

Table 1
Current timetable for one period (in minutes after the start of the period)

<table>
<thead>
<tr>
<th>Arrival</th>
<th>Departure</th>
<th>A</th>
<th>D</th>
<th>A</th>
<th>D</th>
<th>A</th>
<th>D</th>
<th>A</th>
<th>D</th>
<th>A</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heist-opden-Berg</td>
<td>Aarschot</td>
<td>00</td>
<td>09</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Leuven</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Landen</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sint-Truiden</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hasselt</td>
<td>Alken</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sint-Truiden</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Landen</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Leuven</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Aarschot</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Heist-opden-Berg</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leuven</td>
<td>Aarschot</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Hasselt</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hasselt</td>
<td>Aarschot</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Leuven</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The passengers boarding a train at the start of their journey are not considered in the buffer calculation. If they have to wait because their first train is late, it may inflict a cost on them at the end of their journey. If they still arrive on time there is no problem.

Substantial research has been carried out to determine the value of time (VOT) in different circumstances [5,7,17–19]. In the case of waiting for trains (or public transportation in general), the VOT is almost always expressed relatively to the driving time. A commonly used factor to express the value of waiting time is “two” [18]. This means that passengers rate 1 minute of waiting as equivalent to 2 minutes of driving. In other words, 1 minute of waiting for one passenger will induce a generalised waiting cost of two units.

Adding a buffer B still allows a train to be early or late and four types of waiting can incur. Each type of waiting has its own inconveniences and will be weighed differently. Arriving late will induce a certain cost as well. The different weights will all be in the neighbourhood of the value two.

The transfer passengers face two types of waiting. When they are on time or early, they have to wait in the station for their connecting train. This could be interpreted as a “normal” type of waiting. The weight used here is exactly two. The transfer passengers face a second type of waiting when they arrive late and miss their connection. This means they have to wait for the next train to their destination. In our case study the duration will be either about 30 or about 60 minutes. The weight for this type of waiting is fixed at 2.2. Indeed, passengers will be more annoyed with this time-wasting than in the previous case. The value 2.2 is relatively low because it has to be multiplied with 30 or 60 to determine the total cost for missing a connection. In all other cases, passengers mostly have to wait for less than 15 minutes.

In previous articles, only the transfer passengers are taken into account [3,5,6]. But remaining and arriving passengers also encounter waiting time. The remaining passengers have to wait when the train arrives too early in a station. They will not comprehend why they stand still, and waiting is always less pleasant than driving. The selected weight here is 1.5. These passengers will arrive on time and can remain seated while waiting; it is much more convenient than standing in a station hall. When the arriving passengers arrive late, they do not have to wait, but they face “a certain cost”. The generalised waiting cost in this case is 2.5 since arriving late is very inconvenient indeed. Arriving late at the end of a journey is what causes most worrying.
Sensitivity analysis on these weights has shown that a small change in the weight values does not make a significant difference for the ideal buffer time calculation.

3.2. Ideal buffer calculation

In order to calculate the ideal buffer, it is necessary to have an idea about the chances of encountering a particular delay. In normal circumstances there will be no delay at all. During rush hour, however, most of the trains can expect a specific delay.

The exponential distribution
\[ f(d) = \frac{1}{\lambda} e^{-\frac{d}{\lambda}} \quad (d \geq 0), \]
\[ F(D) = p(D \leq d) = 1 - e^{-\frac{d}{\lambda}} \quad (d \geq 0), \]
is frequently used to model the delay of a rail journey \([4,14]\). In this formulation, \( \lambda \) is the expected delay. The data about delays, provided by NMBS, also demonstrates this assumption. For determining buffer times, a generalised waiting cost function can be calculated based on the exponential distribution. Each type of waiting will induce a part of the generalised cost. The procedure applied to calculate the various waiting costs is explained in the next four sections.

3.2.1. Transfer passengers’ waiting time

Transfer passengers have to wait when they miss their connection or when the arriving train arrives earlier than scheduled. Passengers will miss their connection when the delay of the train is greater than the scheduled buffer. This probability is
\[ p(d > B) = 1 - F(B) = e^{-\lambda B}, \]
where \( B \) is the scheduled buffer size. A missed connection implies that every passenger has to wait 30 or 60 minutes (notation \( p \)) for the next connecting train. Actually, the passengers will have to wait \( p - (d - B) \) minutes. However, in most cases \( d - B \) is relatively small compared to a period \( p \) of 30 or 60 minutes, so \( d - B \) is ignored. This approximation has no significant influence on the result (see also Section 4.4). The weighted cost because of a missed connection \( C_{mc} \) is, per passenger,
\[ C_{mc}(B) = 2.2pe^{-\lambda B}, \]
where the factor 2.2 is the weight for a missed connection.

Transfer passengers also have to wait when the arriving train arrives earlier than scheduled. The chance for this to happen is given by the exponential distribution. The delay \( d \) is now smaller than the buffer and the time a passenger has to wait is \( x = B - d \).

The density function of \( d \) is
\[ f(d) = e^{-\frac{d}{\lambda}} = e^{-\lambda(B-x)}. \]
Integration allows us to calculate the cost \( C_{wc} \) for waiting, per passenger:
\[ C_{wc}(B) = 2.0 \int_0^B \frac{1}{\lambda} e^{-\frac{B}{\lambda}} dx = 2.0 \left[ B + \lambda \left( e^{-\lambda B} - 1 \right) \right], \]
where 2.0 is the transfer time weight.

3.2.2. Remaining passengers’ waiting time

Remaining passengers only have to wait when the arriving train arrives early. The difference with transfer passengers is that remaining passengers are seated while waiting. Only the evaluation weight is different:
\[ C_{st}(B) = 1.5 \left[ B + \lambda \left( e^{-\lambda B} - 1 \right) \right], \]
where 1.5 is the weight for seated passengers’ waiting.

3.2.3. Late arrival

In this case the cost depends on the number of minutes arriving passengers arrive later than scheduled. When arriving late \( d > B \), and integration allows us to calculate the corresponding cost
\[ C_{al}(B) = 2.5 \int_B^{\infty} (d - B) \frac{1}{\lambda} e^{-\frac{d}{\lambda}} dd = 2.5\lambda e^{-\lambda B}, \]
where 2.5 is the weight for arriving late.

3.2.4. Generalised waiting cost as a function of the buffer time

For the total cost, each component is multiplied by the number of passengers: \( P_t = \) transfer passengers; \( P_r = \) remaining passengers; \( P_a = \) arriving passengers. This produces, for every connection,
the following generalised waiting cost as a function of $B$:

$$C(B) = 2.2P_t p e^{-\lambda B} + (2.0P_t + 1.5P_r) \times \left[ B + \lambda \left(e^{-\lambda B} - 1\right)\right] + 2.5P_a \lambda e^{-\lambda B}.$$  

(1)

Fig. 3 shows the costs in (1) for an example where $\lambda = 2$, $p = 60$, $P_t = 119$, $P_r = 1745$ and $P_a = 3490$.

As can be seen from Fig. 3, the generalised waiting cost is minimised with an ideal buffer time close to 4 minutes (the minimum obtained by differential calculus is 3.84 minutes). The cost for transfer passengers is rather low because of their small number. The convex shape of the curve is typical; it is caused by the two types of waiting that transfer passengers may face. A small buffer will result in a large probability of missing a connection and arriving late, while effecting a small extra waiting time for remaining passengers and transfer passengers. A large buffer will result in a small chance of missing a connection or arriving late, but effects a large extra waiting time for remaining and transfer passengers. As can be seen from Fig. 3, the total cost curve is not symmetrical, but a piecewise linear function can be a good approximation.

3.3. Results for the belgian network

The calculated buffer times are given in Table 2; they are rounded to whole numbers.

The numbers of passengers used in this example are similar to the real numbers, they give an idea of the situation during the morning rush hour. The real numbers cannot be disclosed because of confidentiality. For every connection, the minimum transfer time is set to 3 minutes. When passengers arrive less than 3 minutes before the departure of the connecting train, they will miss their connection, because they need 3 minutes for the actual transfer.

3.4. Summary

Thus, ideal buffer times can be easily calculated for each connection on the basis of following components:
• the number of minutes before the next connecting train arrives;
• the different weights for the value of time;
• the expected delay;
• the average number of remaining, transfer and arriving passengers on a regular day.

For each connection, adding the ideal buffer time to the ideal running time will minimise the waiting cost for that connection. However, due to conflicting tendencies, it will not be optimal for the whole network to include these ideal buffer times. Therefore, in the next section, goal programming will be used to meet these ideal buffers as closely as possible and minimise the generalised waiting cost for the whole network at once.

4. New timetable by means of linear programming

Linear goal programming can assist the decision maker in adding to the ideal running times (see Fig. 2) scheduled buffer times that meet the ideal buffer times as closely as possible. In this section, a new timetable is developed by means of LP for the time span of four subsequent hours. During this time window, the entire schedule of three trains, travelling in both directions on every line, can be determined. The start and end of the time window is not important. The timetable is completely cyclic (period of 1 hour) and the 4 hours can be easily extended to a daily, cyclic timetable.

### 4.1. Preliminary decisions

For the problem to remain linear, some preliminary decisions ought to be made. What will be the sequence of the trains over the single track between Alken and Landen? Also: in Hasselt, will the first K train connect to the first or to the second C train?

For the connection issue, it is necessary to look at the three trains of every line in both directions. For the K train this means: K10–K20–K30, i.e. the 0 direction, and K11–K21–K31, the 1 direction. The following rule is applied to determine which train of each line will connect with which train of the other line:

When a train, that has finished its trip through the network, connects with another train, that has finished its trip through the network, the connection will take place between trains bearing the same number: thus the first in sequence with the first in sequence on the other line (1–1); the second with the second (2–2); etc. (For instance, in Hasselt, train K11 will connect with train C10). If a train that has finished its trip through the network connects with a train that starts its trip, the number of the departing train will be one unit higher (1–2; 2–3). (For instance, in Hasselt, train K11 will connect with train C21.)

With this rule the first trains of each line can start during the first hour of the considered time window. The sequence of connections in Hasselt and Leuven is shown in Table 3.

---

**Table 2**

Calculated buffer times

<table>
<thead>
<tr>
<th>Connection</th>
<th>Number of passengers</th>
<th>Expected delay ((\delta); minutes)</th>
<th>Minutes until next train</th>
<th>Ideal buffer (minutes)</th>
<th>Rounded buffer (minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>K1–C1</td>
<td>121</td>
<td>3</td>
<td>30</td>
<td>4.58</td>
<td>5</td>
</tr>
<tr>
<td>K1–C0</td>
<td>8422</td>
<td>3</td>
<td>60</td>
<td>8.66</td>
<td>9</td>
</tr>
<tr>
<td>C0–K0</td>
<td>119</td>
<td>2</td>
<td>60</td>
<td>3.84</td>
<td>4</td>
</tr>
<tr>
<td>K0–E0</td>
<td>152</td>
<td>3</td>
<td>60</td>
<td>1.51</td>
<td>2</td>
</tr>
<tr>
<td>K0–M0</td>
<td>136</td>
<td>3</td>
<td>60</td>
<td>1.50</td>
<td>2</td>
</tr>
<tr>
<td>E1–K1</td>
<td>298</td>
<td>4</td>
<td>30</td>
<td>2.09</td>
<td>2</td>
</tr>
<tr>
<td>M1–K1</td>
<td>245</td>
<td>5</td>
<td>30</td>
<td>7(^a)</td>
<td>7(^a)</td>
</tr>
<tr>
<td>M1–K0</td>
<td>14,671</td>
<td>0</td>
<td>30</td>
<td>10.40</td>
<td>10</td>
</tr>
</tbody>
</table>

\(^a\) This buffer has been reduced manually. In this special case, there are very few transfer passengers and no remaining passengers. As a result, the buffer time tends to be out of proportion.
For the single track issue, either the 0 direction K train precedes the 1 direction K train, or the 1 direction runs before the 0 direction. If necessary, the sequence can be switched in Sint-Truiden. Indeed, in Sint-Truiden station trains can cross one another. In total, there are four possibilities. To determine the best arrangement, all possibilities can be easily checked by linear programming. For more complex situations, 0–1 variables should be introduced. The best results were obtained when the 0 direction runs before the 1 direction; this sequence is not altered in Sint-Truiden.

4.2. Constraints

Table 4 shows, in three columns, the names of the different types of constraints, examples of formulations and additional explanations. The first three types of constraints are straightforward. The fourth type of constraints guarantees a feasible connection between an arriving train and a connecting train. When the scheduled transfer time is 5 minutes, the connecting train must leave exactly 5 minutes after the scheduled arrival of the arriving train. The fifth spaces out evenly the departure of trains (of different lines) with the same destination. The time distance between two such trains, the spacing time, is set at a value between 20 and 40 minutes. The single track also requires some extra constraints. A particular sequence between the trains in opposite direction is fixed. Furthermore single track buffers (of 5 minutes) are included to ensure that small disturbances do not affect the sequence or cause major delays.

In the LP, the scheduled arrival, departure, transfer, stopping and buffer times are the variables. The ideal running times are fixed by the NMBS and the single track buffer is a parameter to be set.

Other parameters to be set are the minimum and maximum value of the stopping, spacing, transfer and buffer times. The range of values used, are presented in Table 5; they guarantee an appropriate service. Stopping times, for instance, may never be longer than 7 minutes. In order to determine a feasible solution, the scheduled transfer time in some cases should be longer than 20 minutes because of the spacing out requirement of trains. Thus, it is not useful to give an upper bound to transfer times.

Table 4
LP constraints
Constraint type, enforcing Example Explanation
Scheduled running times AC10Ha = DC10Aa + IRCaHa + BC10AaHa The scheduled arrival of C10 in Hasselt = the scheduled departure of C10 in the previous station + the ideal running time + the scheduled buffer
Cyclic schedule DC20He = DC10He + 60 The scheduled departure of C20 in Heist = the scheduled departure of the previous train (C10) in Heist + 60 minutes
Departure during first hour DC10He < 60 The scheduled departure of C10 in its first station happens in the first 60 minutes
Connections DK21Le = AE11Le + TTE11K21 The scheduled departure of K21 = the scheduled arrival of E11 + the scheduled transfer time between E11 and K21
Time spacing AE10Ha > AC10Ha + SMIN The scheduled arrival of E10 is later than the scheduled arrival of C10 + minimal spacing
Single track control DK11St = DK10Al + ICKA1St + BK10St The scheduled departure of K11 in Sint-Truiden = the scheduled arrival of K10 + a single track buffer
Finally, in order to make sure that not too many people miss their connection, some of the transfer times can be given a higher minimum value. This will not affect the total cost too much, but it will provide a better service, because less people miss their connection. A good minimum value can be found by sensitivity analysis and/or by solving the linear programme for different possible values.

4.3. Objective function

The overall generalised waiting cost is minimised. This objective function is NOT identical to expression (1) of 3.2.4, but incorporates all types of waiting costs encountered in all network stations, during the entire time frame. More precisely, it comprises three classes of costs.

The first, most important component of the objective function represents the deviations from the ideal buffer times. Thus both, going over and under the ideal time are penalised. This is the goal programming part, described before. To determine the weight of the deviations, the generalised waiting cost function (1) is approximated linearly around the ideal buffer time (see Fig. 3).

The second component is related to the stopping times. Some trains have to wait for a while before departure. These stopping times are required to obtain a feasible schedule that guarantees all the necessary connections. The weights of these times are determined by the number of remaining passengers (Table 6) and the weight for waiting while seated in a train, 1.5.

The third component concerns the transfer times. Sometimes, while creating a timetable, the scheduled transfer time for a certain connection will be extended to a period longer than the minimum transfer time of 3 minutes. As a result, the waiting cost for the transfer passengers will increase. On the other hand, in the event of a late train arrival, the extended transfer time decreases the chance of a missed connection. It is, however, very difficult to include this benefit in the objective function of the linear decision model. We prefer to omit it and will use simulation (Section 5) to precisely evaluate the generated timetables.

In conclusion, the composition of the LP objective function can be expressed as follows:

\[
\text{Overall generalised waiting cost} = \text{cost of deviating from the ideal buffer times} + \text{cost of waiting in the stations} + \text{cost of extended transfer times}. \tag{2}
\]

It is certainly possible to formulate other useful linear objective functions. Furthermore, some types of waiting can be forced to remain within a given range of values.

4.4. LP results

The linear programming approach with objective function (2) produces the timetable of Table 7. All the necessary connections are guaranteed. The timetable is cyclic as expected.

The scheduled buffer and transfer times of the generated timetable are shown in Table 8. The buffers deviate not much from the ideal buffer times of Table 2. The transfer times are scheduled much more tightly than in the current timetable (Table 1). For example, to transfer from train C0 to train K0 a passenger only has to wait 6 minutes. Indeed, train C0 arrives in Hasselt 4 minutes past the hour and train K0 leaves Hasselt 13 minutes past the hour (and a passenger needs 3 minutes to transfer). With the current timetable, passengers have to wait 48 minutes. These results are further discussed in Section 5.

Since some approximations have been introduced, the LP approach described in this section
does not completely guarantee an optimal solution with respect to all (generalised) waiting costs.

1. The most important approximation was already mentioned: the potential benefit of an extended transfer time is not included.

2. In the ideal buffer calculation, when a connecting train is missed, it is assumed that the next train will always arrive precisely 30 or 60 minutes later. In the LP formulation (and in any realistic timetable), this is only true in an approximate way. Furthermore, the passengers will not have to wait the whole 30 or 60 minutes, but 30 or 60 minutes minus the late arrival time of the train, as was discussed in 3.2.1.

3. The deviation costs from the ideal buffer costs are approximated by linear functions.

Discrete event simulation will make it possible to dispose of these three types of approximations and to obtain a more accurate picture of all the waiting costs. Furthermore, simulation allows us to improve the LP formulation. Indeed, after simulation, it may emerge that certain LP constraints should be slightly adjusted or new constraints should be added. Within very short computation time, the modified LP can be solved again. For the small case network, the minimum transfer time for the most important connection (M1-K0) was determined this way. The lowest generalised waiting cost was obtained with a minimum transfer time of 12 minutes rather than with the initially calculated 3 minutes.

5. Evaluation by means of discrete event simulation

One of the main contributions of simulation is the possibility to accurately calculate, in a single run, a variety of performance measures for a proposed railway timetable. Some useful performance criteria can be seen as column headings of Table 9. For other performance criteria: see [4].
A discrete event simulation model has been developed in Matlab\textsuperscript{R} [13] for the small Belgian railway case using the weights for the value of time, the delay distributions and the passenger numbers.

During simulation, for every trip to Leuven or Hasselt, the stations where transfers take place, the running time was set equal to the sum of the ideal running time and a simulated delay. For determining fairly precise performance measures, for each timetable, averages were computed over one thousand simulation runs. The computation times were extremely small because of the size of the network.

In the previous sections two timetables were briefly discussed: the current timetable and the LP generated timetable. In the interest of passenger service, it is perhaps useful to introduce a just-in-time (JIT) principle in scheduling and to test it in LP timetables. JIT implies that no train will arrive early. Since one minute waiting is rated as 2 minutes of driving, the total waiting cost may further decrease.

Table 9 shows the key results of the simulation experiments: the scores of three timetables on five different performance criteria. LP JIT is not different from the LP timetable. Only the train arriving mode is different. The superiority of the LP approaches on nearly all the criteria is what strikes one most in Table 9. Notice also that the performance measures viewed apart do not mean much, but together they are very informative.

The overall generalised waiting cost is a measure for the total waiting cost of all passengers travelling through the network. It is an obvious, general service related criterion. The generalised waiting cost consists of the weighted cost of late arrivals for the arriving passengers, the weighted cost of early arrivals for the remaining passengers and the weighted cost of waiting for the transfer passengers. The improvement of the LP timetable on the current one represents 40\%. The most important component contributing to this improvement is the reduced waiting time of the transfer passengers. The connections are scheduled much better and thanks to the buffers, not too many connections are missed. This major improvement clearly illustrates the possibilities of the LP approach for designing and improving customer friendly timetables. Small changes to the weights do not significantly modify the LP timetable or the overall generalised waiting cost score. For instance, changing all weights to the value one (and thus minimising the actual waiting time of all passengers), still produces a timetable with a 41% reduction in cost. One may conclude that the results are rather robust and not very sensitive to weight changes.

The second performance measure of Table 9 is the percentage of transfer passengers who endure a transfer time of at least 20 minutes. This can be either because the scheduled transfer time is longer than 20 minutes or because passengers missed their connection. The scores prove that the LP approach can handle the transfers effectively.

The percentage of missed connections indicates how many passengers, on average, miss their connection and have to wait about 30 or 60 minutes. In the LP timetable the percentage increases to 15.5\%, a consequence of the better transfer planning in general. Although 15.5\% is small, missing a connection always reflects badly on the railway service level since it is such an unexpected event. Thus, a considerable rise in the percentage of missed connections cannot be defended, even if total service is improved. Solving real-life problems, one will always be forced to make difficult trade-offs between conflicting objectives. In the small network case, obviously a compromise must

<table>
<thead>
<tr>
<th>Measure timetable</th>
<th>Overall generalised waiting cost</th>
<th>Percentage of transfer times longer than 20 minutes</th>
<th>Percentage of missed connections</th>
<th>Total transfer cost</th>
<th>Total delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current</td>
<td>4.78E+6</td>
<td>45%</td>
<td>3.2%</td>
<td>3.40E+6</td>
<td>47</td>
</tr>
<tr>
<td>LP</td>
<td>2.86E+6</td>
<td>15%</td>
<td>15.5%</td>
<td>1.95E+6</td>
<td>24</td>
</tr>
<tr>
<td>LP JIT</td>
<td>2.43E+6</td>
<td>14%</td>
<td>15.9%</td>
<td>1.77E+6</td>
<td>24</td>
</tr>
</tbody>
</table>

Table 9 Performance measures
be made between a smaller number of missed connections (the current timetable) and an overall improved transfer planning (the LP timetable). The LP modelling frame and simulation are very suitable for making such compromises. To limit explicitly the percentage of missed connections by adding or changing a constraint in the LP formulation is not possible. However, interaction between simulation and LP output will allow the decision maker to reach good compromises between the number of missed connections and an overall reduction of waiting time. The simulation process will furthermore clearly indicate what transfers are particularly important and sensitive. An other possibility to compromise is omitting the upper bound on the running time buffers. This improves the generalised waiting cost and reduces the percentage of missed connections from 15% to 5%. In general, it is easy to manipulate the upper bounds on waiting times and costs or, alternatively, to place more importance on specific costs in the objective function.

The fourth performance measure only considers transfer passengers related costs. Typically, the LP timetable has many small transfer times and, together with the buffers, this improves the transfer cost. The reduction amounts to 43%!

Total delay is the total time, in minutes, that trains arrive later than scheduled. The numbers of passengers on the trains are not considered. Total delay improves by 49% in the case of the LP timetable.

This section demonstrates how simulation can be one of the most useful tools for the evaluation of timetables. LP modelling in combination with simulation appears to be an excellent match. Simulation can also be used to assess the effect of improved train delay distributions and the impact of synchronisation policies; topics outside the scope of this paper.

6. Conclusions and recommendations

The approach presented in this paper appears to produce good results. Firstly, ideal buffer times are calculated for each transfer. Then these buffers are utilised in a linear programme where a generalised waiting cost function is minimised. In the small network case, the resulting timetable has a waiting cost 40% lower than the current timetable, a considerable saving. The bulk of this improvement is due to better-scheduled connections. The scheduled buffers assure that not too many of these connections are missed.

The 40% general cost reduction is a very promising result with a view to design acceptable, improved timetables. Indeed, 40% is large enough to allow satisfactory compromises between conflicting features: while the general waiting cost is significantly reduced, other—minor—waiting costs and risks are prevented to escalate. A preliminary study on the Belgian Intercity network [15] makes it apparent that the 40% reduction is not typical for the small network of this paper, but can, most likely, be achieved for the entire Belgian network.

It appears that the proposed LP modelling is very suitable indeed for producing well-balanced, realistic timetables which guarantee an ameliorated service. The approach makes genuine transfer management possible. Suitable LP software is everywhere readily available; LP modelling skills are widely understood and applied; large problem instances can be solved quickly. Input data management, however, may form a problem for large railway networks. For instance, calculating or updating the number of passengers of each type, in every station, can be cumbersome. It is therefore advisable to focus on the most important stations, train lines and connections when extensive systems are studied.

The proposed approach is inherently an interactive one: the coefficients and parameters (such as the maximum stopping time e.g.) are repeatedly modified by the decision maker and several reruns are required. The very flexible features of linear programming and the various possibilities for sensitivity analysis are major assets. Yet, the LP frame cannot deal with all scheduling concerns. As a consequence, LP modelling should go together with discrete event simulation. Simulation easily produces, at a reasonable computation cost, realistic evaluations of proposed timetables.

Further research issues could include: better delay distribution modelling (especially analysing peak and off-peak disturbances); the planning of
extra passenger and freight trains; the impact of synchronisation policies and the assumption that connecting trains always leave on time.
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