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A Survey of Textual Emotion Recognition  

and Its Challenges 
Jiawen Deng, Fuji Ren 

Abstract—Textual language is the most natural carrier of human emotion. In natural language processing, textual emotion 
recognition (TER) has become an important topic due to its significant academic and commercial potential. With the advanced 
development of deep learning technologies, TER has attracted growing attention and has significantly been promoted in recent 
years. This paper provides a systematic survey of latest TER advances, focusing on approaches using deep neural networks. 
According to how deep learning works at each stage, TER approaches are reviewed on word embedding, architecture, and 
training levels, respectively. We discussed the remaining challenges and opportunities from four aspects: the shortage of large-
scale and high-quality dataset, fuzzy emotional boundaries, incomplete extractable emotional information in texts, and TER in 
dialogue. This paper creates a systematic and in-depth overview of deep TER technologies. It provides the necessary 
knowledge and new insights for relevant researchers to understand better the research state, remaining challenges, and future 
directions in this field. 

Index Terms—Textual emotion recognition, Deep learning, Emotional resources, Challenges, Review 

——————————      —————————— 

1 INTRODUCTION

motional interaction is a common psychological phe-
nomenon in human’s daily life. Accurate emotion 

recognition is the premise of effective human communica-
tion, interaction, and decision making. With the devel-
opment of big data and artificial intelligence, emotion 
recognition has become a typical research project in both 
academia and industry. 

As the most basic and direct carrier, textual data gen-
erated in emotional communication is often utilized to 
infer the emotional state of human beings [1], [2], [3]. 
Moreover, in recent decades, with the rapid development 
of social media and smart terminals, online social net-
works have become an unprecedented global phenome-
non, such as Facebook, Twitter, Weibo, and Line [4], [5]. 
People are accustomed to communicating with each other 
and expressing their thoughts on these platforms. As a 
result, a large amount of public and personal data is gen-
erated. These resources contain rich emotional infor-
mation and provide a data foundation for emotion-
related research [6]. Besides, people pay more attention to 
understanding themselves better and finding a more ef-
fective way to learn, work, and live. This demand has 
inspired researchers to explore the field of mental health 
and emotional management [7], [8]. These facts have ac-
celerated the need for fine-grained emotion recognition.  

Textual emotion recognition (TER) devote to automati-
cally identifying emotion states in textual expressions, 
such as Happy, Sad, and Angry. TER is a more in-depth 
analysis than sentiment analysis[9], [10], and has gained 
considerable interest from the research community. For 
humans, emotions can be recognized quickly based on 
their subjective feelings. Simultaneously, for automatic 

TER systems, calculation methodologies need to be con-
tinuously developed and optimized to achieve more ac-
curate emotion prediction. 

In the field of Natural Language Processing (NLP), the 
majority of reviews about TER are either conducted at 
coarse-grained sentiment level [11], [12], [13] or focus on 
the traditional machine learning approaches [14]. Such as 
the previous work in [15], although they survey the state-
of-the-art approaches of TER, deep learning-based TER 
(deep TER) approaches are only briefly mentioned with-
out an in-depth and comprehensive overview. In recent 
years, deep learning technologies have overcome the de-
pendence on manual feature extraction and achieved sat-
isfactory performance. Nevertheless, regarding the recent 
reviews on deep emotion recognition techniques, most 
studies focus on audio modality [16], visual modality [17], 
and multimodal [18], [19]. In most cases, they mentioned 
textual emotion roughly as part of multi-modality, such 
as the reviews in [20], [21]. Very recently, the works in [22] 
reviewed the status of emotion recognition in conversa-
tion. They introduced the influence of conversation-
specific factors during emotion recognition, such as con-
textual cues and speaker-specific information. However, 
they are confined to conversation scenarios. They do not 
outline the advanced TER technology from the perspec-
tive of NLP, and the research state of sentence-level TER 
is not involved as well. These research contents are indis-
pensable and will be reviewed in this paper.  

As mentioned above, the existing reviews about deep 
TER technology only give brief introductions or limited to 
specific scenarios. In comparison to these reviews, this 
paper provides a thorough survey of deep TER technolo-
gy for affective understanding, especially the emerging 
NLP technology. We aim to create a systematic and in-
depth overview for newcomers by discussing the research 
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state, remaining challenges, and future directions of deep 
TER. 

To systematically review the current status, challenges, 
and future directions of deep TER approaches, we con-
ducted 1) a comprehensive literature search and 2) a fur-
ther targeted literature selection. It should be noted that 
our literature search is conducted on the database of Web 
of Science and Google Scholar. In the process of targeted 
literature selection for this review, we paid particular at-
tention to those papers published in some top conferences 
in the field of Natural Language Processing (NLP) and 
affective computing, including ACL, EMNLP, NAACL, 
EACL, and CONLING.  

1) Comprehensive literature search. During the first 
round of comprehensive search, we mainly used the 
keywords: ‘textual emotion’, ‘emotion recognition’, and 
‘deep learning’ to search the literature related to deep 
learning-based TER approaches between 2015 and 2020. 
To avoid omissions, we also searched some related terms 
of ‘affective computing’, ‘emotion classification’, ‘emotion 
detection’, ‘emotion representation’, and ‘emotion em-
bedding’. To reduce overlap with existing reviews, we 
exclude most literature about non-deep learning and oth-
er studies that do not address TER problems.  

2) Targeted literature selection. Based on the searched 
literature, we can systematically understand the research 
status and development trend of the deep TER technolo-
gy. Combining with our previous work related to emo-
tion recognition, we think that we can review TER from 
three aspects and discuss existing challenges from four 
perspectives, as shown in Figure 1. Therefore, based on 
the results of the literature search, we conducted the sec-
ond round of targeted literature selection to include or 
exclude papers for this review more accurately. We first 
collected some keywords from various sub-topics of deep 
TER technology based on the branches shown in Figure 1. 
This way, we obtained the keywords set: {Language 
model, Prior knowledge, Emotion knowledge, Transfer 

learning, Multi-task learning, Joint learning, Cross-
language, Emotion annotation, Data imbalance, Low-
resource, Multi-label, Label correlation, Emotion intensity, 
Multi-modal, Dialogue, Conversation, Context Modeling, 
Dynamic Emotion, Party interaction}. Based on these 
keywords, we selected targeted literature by quality as-
sessment, selection, and classification. Besides, we also 
browsed the reference lists of the selected papers, which 
also yielded some additional literature.  

In this paper, we review the research status of deep 
TER technologies, and our contributions can be summa-
rized as follows: 

1) Providing a systematic review of current status, 
open issues, and research directions of deep TER technol-
ogies. 

2) We outline the most relevant emotional resources by 
quantifying the usage in searched literature, including 
publicly available emotional lexicon and corpora. 

3) We review deep TER technologies by focusing on 
three keys: at the word embedding level, how to obtain 
word embedding with syntactic contextual information 
and latent emotional information; at the architecture level, 
how to design a capable deep learning architecture and 
incorporate prior knowledge; and at the training level, 
how to train a TER model based on limited emotional 
resources efficiently. 

4) We conduct further investigations and discussion 
for the existing challenges and potential opportunities 
involved in TER from four aspects: The shortage of large-
scale and high-quality data; Fuzzy emotional boundaries; 
Incomplete emotional information in textual expression; 
and TER in dialogue. 

The rest of this paper is organized as follows: Section 2 
introduces the background of TER technologies. Section 3 
reviews the existing TER approaches based on deep 
learning technology. Existing challenges are discussed in 
section 4. Finally, Section 5 concludes this paper. 

 

 
Fig.1 Framework of textual emotion recognition reviewed in this paper 

2 OVERVIEW  
2.1 Textual Emotion Recognition 
As an essential element in human nature, emotion analy-

sis has raised increasing attention over the past two dec-
ades [23]. The terms ’emotion recognition’ and ‘sentiment 
analysis’ are often used interchangeably [9] while there 
are apparent differences between these two concepts [10]. 
Sentiment analysis mainly measures subjective attitudes 
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from the perspective of sentiment polarity. Emotion 
recognition involves identifying more detailed emotional 
states. It refers to a wide range of mental states, such as 
happiness, anger, and fear. Textual emotion recognition 
(TER) aims to classify a textual expression into one or 
several emotion categories depending on the underlying 
emotion theories.  

The nature of emotion indicates the potential applica-
tions of TER in a variety of fields. In emotional manage-
ment, people can monitor their work status and mental 
state by tracking the emotional rhythm in different peri-
ods [7], [8]. In marketing communications, analyzing con-
sumer preferences helps to improve business strategies 
[24]. In Social networks, emotion recognition in a sinister 
tone helps detect potential criminals or terrorists [4], [5]. 
By analyzing the data released in social networks, real-
time emotion monitoring can be realized, contributing to 
effective suicide prevention [25]. Emotion detection dur-
ing a crisis or disaster helps understand peoples’ feelings 
towards a particular situation, contributing to crisis man-
agement and critical decision-making [26]. During elec-
tions, public emotions can be tracked and predicted based 
on their speeches and comments online [27]. In human-
computer interaction systems, such as dialog systems, 
and companion robots, the text is a commonly used mo-
dality. TER is the most convenient way to understand the 
emotional dialogue [28], making human-computer inter-
action more accurate and intelligent [29]. The resulting 
market demand has extensively promoted TER in Artifi-
cial Intelligence (AI) and NLP.  

2.2 Emotional Resources 
The deep TER system is data-driven and relies on a large 
amount of data. Standard, free, and generalized databases 
are the guarantee of model performance. This section dis-
cusses the publicly available databases that contain emo-
tion knowledge and are commonly accepted in TER tasks. 
Existing emotional databases are mainly annotated based 
on the discrete or dimensional emotion model. Therefore, 
we introduce emotional resources with categorical anno-
tation and dimensional annotation, respectively. Table 1 
and Table 2 provide an overview of some publicly availa-
ble emotional lexicons and corpora.  

2.2.1 Datasets with Categorical Annotation 
Discrete emotion models have been commonly accepted 
in emotion recognition because of their simplicity and 
intuitiveness. Emotions are classified into several discrete 
categories. Thus, the emotion recognition task can be in-
terpreted as a classification task that assigns one or sever-
al emotion labels to a piece of expression. Until now, 
there is no consensus on the definition of basic emotion 
categories. The commonly accepted universal emotions 
are Paul Ekman’s six basic emotions: Anger, Disgust, Fear, 
Happiness, Sadness, and Surprise [30]. Afterward, con-
sidering the influence of emotion correlation, Plutchik 
proposed a wheel of emotions [31] to describe the rela-
tions of basic emotions. The wheel organized eight basic 
emotions into four bipolar axes: Joy-Sadness, Fear-Anger, 
Trust-Disgust, and Surprise-Anticipation. He claims other 

complex emotions can be viewed as combinations of the 
relevant primary ones with different emotional intensity. 
This emotion wheel enables researchers to conduct emo-
tion recognition more comprehensively. 

Most prominent and available public corpora are an-
notated based on Ekman and Plutchik’s basic emotions or 
extensions. SemEval-2007 Affective Text Task corpus 1 
contains 1250 news headlines annotated with Ekman’s 
basic emotions. These data are collected from news web-
sites and newspapers [ 32 ]. ISEAR 2  contains 7600 self-
reported experiments of emotion-provoking text, which 
are generated by their reactions to seven primary emo-
tions. NLPCC-2018 database 3  contains 7928 code-
switching texts with five emotion labels, and each text 
contains more than one language (Chinese and English) 
[33]. It was the benchmarking data for NLPCC Shared 
Task of Emotion Detection. Alm’s fairy tale dataset con-
sists of 1580 sentences collected from 185 children fairy 
tales. Their annotation is an extension of Ekman’s basic 
emotions, which further differentiates the polarity of 
‘Surprise’ and supplements the ‘Neutral’ label [34]. 

Besides the above-mentioned sentence-level corpus, 
there are many dialogue corpora categorically annotated. 
EmotionContext4 is a collection of three-turns dialogue, 
and each utterance is annotated with emotion labels [1]. 
The training data set contain 15k records for emotion 
classes and 15k records of ‘Others’. It was the benchmark-
ing data for SemEval-2019 task 3. DailyDialog5 contains 
13, 118 multi-turn dialogues and 897 scenes about daily 
life [2]. This dataset is manually annotated with both 
communication intention and emotion labels. EmoryNLP6 

collects multiparty dialogues [3] from TV show tran-
scripts: ‘Friends’. This dataset comprises 97 episodes, 897 
scenes, and 12, 606 utterances. EmotionLines [35] contains 
a total of 29,245 utterances from 2,000 dialogues. They are 
collected from Friends TV scripts and private Facebook 
messenger dialogues. The emotions of all utterances are 
labeled based on the textual content. Multimodal Emo-
tionLines Dataset (MELD)7 is an expansion of Emotion-
Lines [36].  It contains the same dialogue instances availa-
ble in EmotionLines, but it also encompasses audio and 
visual modality along with text. 

As the basic emotional knowledge, emotion lexicons 
are mostly annotated categorically. WordNet-Affect [37] 
and SentiSense Affective Lexicon [38] are concept-based 
affective lexicons, providing affective concepts correlated 
with affective words. NRC Emotion Lexicon [39] (also 
called EmoLex) is a word-emotion association lexicon 
available in 40 languages. It is annotated with eight basic 
emotions and two sentiments. LIWC2015 [40] (Linguistic 
Enquiry and Word Count, LIWC) is hierarchically anno-
tated with both sentiments and emotion labels. It is pro-
vided in English and has been translated into several oth-
 
1 Access: http://web.eecs.umich.edu/~mihalcea/affectivetext/#datasets 
2 Access: https://www.unige.ch/cisa/research/materials-and-online-
research/research-material/ 
3 Access: http://tcci.ccf.org.cn/conference/2018/taskdata.php 
4 Access: https://www.humanizing-ai.com/emocontext.html  
5 Access: http://yanran.li/dailydialog 
6 Access: http://doraemon.iis.sinica.edu.tw/emotionlines/index.html 
7 Access: https://affective-meld.github.io/ 
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er languages, including Arabic, Korean, Turkish, and 
Chinese. 

Some more detailed corpora are annotated with both 
categorical emotional labels and corresponding emotion 
intensity. Equity Evaluation Corpus (EEC)8 [41] was the 
benchmarking data for SemEval-2018 Task 1: Affect in 
Tweets. 8,640 English sentences are carefully chosen in 
this dataset to tease out biases towards races and genders. 
Both 11 emotion or sentiment and their intensity are pro-
vided. EmoInt Dataset9 (also called Tweets-2016) anno-
tates 7,100 English tweets with four emotions: joy, sad-
ness, fear, and anger [42]. The emotion intensity is as-
signed between -1 and 1, indicating the sentiment with -1 
being negative and +1 being positive. It was the bench-
marking data for WASSA-2017 Shared Task on Emotion 
Intensity. Ren-CECps [43], [44] contains 1487 blogs with 
34, 719 sentences in Chinese. It is hierarchically annotated 
with eight basic emotions and corresponding intensity in 
the document, paragraph, and sentence level. 

Some word-level emotion lexicons are providing both 
emotion and intensity as well. NRC Emotion Intensity 
Lexicon [45] provides real-valued intensity scores from 0 
(lowest) to 1(highest) of four basic emotions (anger, fear, 
sadness, joy). DepecheMood++ [46] is built in a complete-
ly automated and domain-agnostic fashion. It is annotat-
ed with eight emotions and contains three types of word 
representations: 188k tokens, 186k lemmas, and 285k 
 
8 Access: https://competitions.codalab.org/competitions/17751#learn_ 
the_details-datasets 
9 Access: http://saifmohammad.com/WebPages/EmoInt2017.html 

lemma#PoS in English. It is also available in Italian.  

2.2.2 Datasets with Dimensional Annotation 
The dimensional emotion model measures emotion states 
with numerical dimensions, and each emotion state is 
represented as a multi-dimensional vector. In each di-
mension, the value is continuously changed to distin-
guish the nuances of emotion, and the extremes of two 
directions mean two polarities. PAD model is a common-
ly used dimensional model [47], representing emotions 
with three dimensions: pleasure, arousal, and dominance 
[48]. Russell’s circumplex model [49] thinks that the two 
dimensions of VA (Valence and Arousal) could represent 
the most different emotions.  

Compared with discrete emotional corpora, it is more 
challenging to construct a high-quality dimensional emo-
tional corpus, and the available public corpora are rela-
tively limited. SEMAINE Database 10  contains approxi-
mately 240 character conversations [50]. They are the in-
teraction records between a human user and a human 
operator who pretends to be an artificially intelligent 
agent with a prototypic emotional character. This study is 
still ongoing, and currently, approximately 80 conversa-
tions have been fully dimensional annotated.  

There are some dimensional annotated emotion lexi-
cons. ANEW [51] (Affective Norm for English Words) 
and NRC_VAD Lexicon [52] are annotated with valence, 
arousal, and dominance scores. They contain near 2k 
words and 20k English words, respectively. SenticNet-6 
 
10 Access: https://ibug.doc.ic.ac.uk/research/semaine-database/ 

TABLE 1 
PUBLICLY AVAILABLE DATABASES FOR TEXTUAL EMOTION RECOGNITION 

Emotional corpora 
Ekman’s 6 basic emotions 

Other Emotions Number Language A D F J Sad Sur 
SemEval-2007 √ √ √ √ √ √ -- 1250 English 
ISEAR √ √ √ √ √ -- Shame, Guilt 7600 English 

NLPCC-2018  √ -- √ -- √ √ Happiness 7928 Chinese 
English 

EmoInt  
Dataset √ -- √ √ √ -- Sentiment with intensity 7100 English 

Ren-CECps √ -- -- √ -- √ Anxiety, Hate, Love, Sorrow, Expect, 
Sentiment with intensity 

1487 
blogs Chinese 

Alm’s fairy tale √ √ √ -- √ √ Happiness, Neural 1580 English 

EEC √ √ √ √ √ √ 
Love, Optimism, Pessimism, Trust, 
Anticipation, Sentiment with intensi-
ty 

8640 English, Ara-
bic, Spanish 

EmotionContext  √ -- -- -- √ -- Happiness, Others 30k rec-
ords English 

DailyDialog √ √ √ √ √ √ Neural 13k dia-
logues English 

MELD  √ √ √ √ √ √ Neural, Positive, Negative, 13k utter-
ances English 

EmoryNLP -- -- -- √ √ -- Neutral, Mad, Scared, Powerful, Peaceful 12.6k 
utterances English 

EmotionLines √ √ √ -- √ √ Neural, Happiness 2.9k utter-
ances 

English 

SEMAINE Database -- -- -- -- -- -- Dimensional 240 dia-
logues English 

IEMOCAP √ -- √  √ √ Dimensional, Happiness, Excitement, 
Frustration, Other and Neutral 

5.5 K ut-
terances 

English 

EMOBANK  √ √ √ √ √ √ Dimensional 10k English 
Ekman’s 6 basic emotions: A-Anger, D-Disgust, F-Fear, J-Joy, Sad-Sadness, Sur-Surprise 
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[53] is an affective commonsense knowledge graph con-
sisting of 200k commonsense concepts. It is automatically 
annotated based on the Hourglass of Emotions [54] and is 
available in 40 different languages. 

 
TABLE 2 

PUBLICLY AVAILABLE EMOTIONAL LEXICON 

Emotional lexicons Scale  Annotation  

WordNet-Affect 11 2874 synsets, 
4787 words 

Hierarchical  
affective labels 

SentiSense Affective 
Lexicon 12 

5,496 words, 
2,190 synset 14 emotions 

NRC Emotion  
Lexicon 13 

14k words, 
25k senses 8 emotions 

LIWC2015 14 6400 words, word 
stems, and emoticons 

Hierarchically  
annotated 

NRC Emotion Intensity 
Lexicon 15 6k entries  4 emotions 

DepecheMood++ 16 
188k tokens, 186k 
lemmas, 285k lem-
ma#PoS 

8 emotions  

SenticNet 17 200k concepts Dimensional  
NRC_VAD Lexicon18 20k words Dimensional  
ANEW 19 2k words Dimensional  

 

2.2.3 Categorical v.s. Dimensional Emotion Model 
Some works annotate emotional datasets with both 

categorical emotion labels and dimensional values to ex-
plore the associations between two annotation strategies. 
The Interactive Emotional Dyadic Motion Capture (IE-
MOCAP) Database20 is an acted, multimodal, and multi-
speaker database [55]. It contains approximately 12 hours 
of audiovisual data, including video, speech, motion cap-
ture of face, and text transcriptions. IEMOCAP is manual-
ly annotated with dimensional and categorical labels. 
EMOBANK corpus21 contains 10,548 texts and is manual-
ly annotated according to the psychological VAD scheme 
from both writer and reader [56]. Because a subset of 
EMOBANK has been previously annotated with Ekman’s 
6 Basic Emotions, it becomes possible to do the mapping 
between two annotation strategies.  

The psychological emotion model is the basis of a 
high-quality emotional corpus. Although many emotion 
models have been proposed, there is no uniform standard 
of emotion annotation. In existing research, the discrete 
emotion model is commonly accepted due to its intuitive 
and straightforward advantages. However, human’s nat-
ural emotion is very complicated. The generation, devel-
opment, and disappearance of emotions is a continuous 
process, and it is challenging to be described by a discrete 
emotion model [57]. In recent years, the dimensional emo-
tion model has received more and more attention with its 
 
11 Access: http://wndomains.fbk.eu/wnaffect.html 
12 Access: http://nlp.uned.es/~jcalbornoz/SentiSense.html 
13 Access: http://saifmohammad.com/WebPages/NRC-Emotion-Lexicon.htm 
14 Access: http://liwc.wpengine.com/compare-versions/ 
15 Access: http://saifmohammad.com/WebPages/AffectIntensity.htm 
16 Access: https://github.com/marcoguerini/DepecheMood/releases 
17 Access: https://sentic.net/downloads/ 
18 Access: http://saifmohammad.com/WebPages/nrc-vad.html 
19 Access: https://csea.phhp.ufl.edu/media/anewmessage.html 
20 Access: https://sail.usc.edu/iemocap/index.html 
21 Access: https://github.com/JULIELab/EmoBank 

stronger representation ability. Especially in dynamic 
scenarios, such as dialogue or human-computer interac-
tion, dimensional emotion models are more conducive to 
tracking the dynamic emotion states than discrete models. 

3 DEEP LEARNING APPROACHES FOR TER  
This section reviews some deep learning-based technolo-
gies commonly utilized in TER. We first introduce word 
embedding technology, which maps the input sequence 
to a continuous vector and generates the underlying in-
put representation. Then we introduce some neural net-
work architectures and knowledge enhanced representa-
tion for emotion recognition. They focus on creating and 
training an effective network to learn multi-layered emo-
tional features automatically. We also reviewed some 
transfer learning techniques that can alleviate the prob-
lems caused by scarce training data. 

3.1 Word Embedding 
Word embedding is a technique based on distributional 
semantic modeling and aimed to learn latent, low-
dimensional representations from the language structure. 
Pre-trained word embedding alleviates the problems of 
sparse features and high-dimensional representation in 
traditional bag-of-words models. Some well-established 
embedding models are widely used and have been prov-
en to boost the performance of NLP tasks. 

According to the different emphasis of encoding in-
formation, word embedding can be divided into two 
kinds: typical word embedding and emotional word em-
bedding. The former focuses on learning continuous 
word embedding by modeling the general semantic and 
contextual information, while the latter focuses on encod-
ing emotional information into word embedding. 

3.1.1 Typical Word Embedding 
Early word embedding models are usually trained based 
on the syntactic context. They believe that frequently co-
occurred words are often similar in some semantic criteria. 
Such as Word2vec [58], [59] and GloVe [60], they are 
trained on a large scale of unlabeled data and aimed to 
capture fine-grained syntactic and semantic regularities. 
The pre-trained word embedding model performs better 
than randomly initialized word vectors and has achieved 
great success in NLP tasks. However, early word embed-
ding models assume that ‘A word is represented by a 
unique vector’ and ignore the influence of different con-
textual information. They embed each word into a unique 
vector, whether monosemous or polysemy. This way, 
antonyms words with the same language structure often 
have similar vectors [61]. This limitation of meaning con-
flation hampered The effectiveness of the early word em-
bedding model. 

Inspired by the successful transfer learning of CNNs 
from the image field to other computer vision fields, the 
emergence of pre-trained language model opened the 
pre-training era in the NLP field. They generate contextu-
alized word embedding with general knowledge that can 
be easily transferred to almost all downstream tasks. The 
works in [62] learn contextualized word vectors (CoVe) 
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by training an encoder in the supervised machine transla-
tion system. Their CoVe achieved satisfactory results 
when transferred to other NLP tasks. Subsequent works 
devoted to training language models directly on large 
amounts of unlabeled data. ELMo (Embeddings from 
Language Models) [63] is a deep bidirectional language 
model. ELMo dynamically generates word embedding by 
capturing the variation of word meaning depending on 
its context. ELMo can be easily transferred to existing 
models and significantly improved the state-of-the-art 
across six challenging NLP problems. Soon afterward, 
transformer-based language model GPT [64] is proposed 
by OpenAI. GPT’s intelligent generation performance 
demonstrated the powerful characterization capabilities 
of the transformer. BERT [65], the Bidirectional Encoder 
Representations for Transformers, achieved state-of-the-
art performance on several NLP tasks when published, 
demonstrating its effectiveness in encoding contextual 
knowledge. Through a deep network architecture, BERT 
tries to predict unseen words in the context by unsuper-
vised learning. A large amount of unlabeled data is uti-
lized during the training, which helps the model learn 
useful linguistic knowledge. The emergence and success 
of GPT and BERT caused an upsurge in NLP and inspired 
more and more pre-trained models, such as GPT-2 [66], 
GPT-3 [67], Transformer- XL [68], XLNet [69], MASS [70], 
and UNILM [71]. Pre-trained language model has been 
shown to work well in practice on multiple tasks and has 
become a new paradigm for natural language processing.  

3.1.2 Emotional Word Embedding 
Emotional knowledge can be represented in different 
ways. Motivated by typical word embedding, emotional 
word embedding has shown outstanding contributions in 
different emotion-related tasks, such as emotion classifi-
cation and emotion intensity prediction.  

To learn generalized emotion representation, Emo2Vec 
is proposed in [72] to encode emotional semantics into 
vectors. This model is pre-trained in six emotion-related 
tasks by multi-task learning. Emo2Vec is often utilized by 
combing with other typical word embeddings, contrib-
uting to more competitive performances. Emojis have 
been widely used in electronic messages to express emo-
tions and have been a large part of popular culture. To 
directly map emojis to continuous representations, Emo-
ji2vec [73] is released for all Unicode emoji representa-
tions. DeepMoji [74] generates representations with rich 
emotional information. It is pre-trained on 1.2 billion 
tweets by utilizing a two-layer BiLSTM network along 
with the attention mechanism. In [ 75 ], a sentiment-
specific word embedding (SSWE) model is proposed. This 
model integrates sentiment information into loss function, 
distinguishing words with similar syntactic context but 
opposite sentiment polarity. A domain-sensitive and sen-
timent-aware embedding (DSE) model is proposed in [76], 
which jointly models the sentiment semantics and do-
main specificity of words. These works incorporate emo-
tional information into word embedding, leading to satis-
fying performance of emotional recognition.  

Through transfer learning, pre-trained emotional word 

embedding contributes to various target tasks related to 
emotion understanding. The works in [77] compared the 
performance of several well-known pre-trained embed-
ding models, including DeepMoji, ELMo, GLoVe, 
Emo2vec, BERT, and Emoji2Vec. Their experimental re-
sults demonstrate that DeepMoji features outperform 
others by a large margin. According to their discussion, 
the reason may be that DeepMoji is trained on a large 
emotion corpus, and their training data is similar to the 
target task. Therefore, ensuring the relevance of the 
source task and the target task can further contribute to 
feature representation. It is essential to select an appro-
priate pre-trained language model to generate word em-
bedding.  

3.2 Basal Neural Networks and Derived Variations 
Deep neural networks have become a prevalent method 
for automatic feature representation. In general, neural 
networks consists of successive building blocks following 
by non-linear activation functions. Due to the multilayer 
nature, each successive layer is hypothesized to represent 
the data more abstractly [19]. The outputs of final or pe-
nultimate neural layers are often extracted as textual fea-
ture representation. Then, they are fed into classifiers for 
final prediction.  

Pooling operation on the embedding layer is the sim-
plest way for input sequence encoding [78]. Simple pool-
ing works well for long documents (hundreds of words). 
However, its performance on TER is often unsatisfactory. 
The pooling operation is too simplified to ignore the 
word order information, while emotion-related tasks are 
more sensitive to word-order features. In recent years, 
various neural network models have been proposed to 
extract sequence information and useful semantic infor-
mation, such as Recurrent neural networks (RNNs), 
Long-short term memory (LSTM), Gated Recurrent Neu-
ral Nets (GRNNs), and other variations. These recurrent 
networks are often severed as the core of typical emotion 
recognition systems. They have achieved highly competi-
tive performance in sequence modeling and context en-
coding [79], [80]. As the emotion recognition system pro-
posed in [81], their model mainly consisting of three lay-
ers: pre-trained ELMo layer for word embedding, 
BiLSTM layer for context learning, and dense layer for 
final prediction. As the works in [82], they develop an 
emotion prediction model based on GRNN, acquiring a 
superior accuracy on recognizing 24 fine-grained emo-
tions. Besides recurrent networks, convolutional neural 
network (CNN) is efficient at text encoding as well. CNN 
extracts features through deep-layered convolutional 
kernels and pooling operation [83]. CNN deals with input 
sentences of different lengths and generalizes a feature 
map to decipher abstract concepts within a sentence [84]. 

The attention mechanism is a hot topic in deep learn-
ing, contributing to the TER model focusing more on 
emotion-related words. Transformer [ 85 ] is a self-
attention mechanism-based architecture with powerful 
characterization capabilities and improved training speed. 
It solves the tricky long-term dependency problem in 
NLP and abandons the dependency of the traditional 

Authorized licensed use limited to: Robert Gordon University. Downloaded on May 28,2021 at 02:10:33 UTC from IEEE Xplore.  Restrictions apply. 



1949-3045 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TAFFC.2021.3053275, IEEE
Transactions on Affective Computing

AUTHOR ET AL.:  TITLE 7 

 

NLP model on CNN and RNN networks. Transformer is 
the basis of pre-trained language models that have recent-
ly received widespread attention and has been a powerful 
representation learning model in most NLP tasks. 

The hierarchical structure is a natural characteristic of 
textual data: words form phrases, phrases form sentences, 
and sentences form documents. Modeling this structured 
knowledge could contribute to better feature representa-
tion. Inspired by this fact, some works try to stack deep 
learning architectures to provide a specific understanding 
at each level [86]. Hierarchical Attention Network (HAN) 
[ 87 ] mirrors the hierarchical structure of documents. 
HAN mainly consists of two GRU-based attention layers 
applied at the word and sentence level, respectively. 
TreeLSTM [ 88 ] is a generalization of LSTMs to tree-
structured network topologies. They think the typical 
LSTM network is a linear chain, while the tree-like syn-
tactic properties (word-phrase-sentence) exist in natural 
language. Their experiments on sentiment classification 
demonstrated the effectiveness of their TreeLSTM archi-
tecture on semantic representations. 

Affective modifiers play an essential role in the task of 
emotion recognition. The recurrent networks, such as 
RNN and LSTM, retain the affective semantic features at 
various time steps. However, they ignored the effect of 
modifiers, such as negation and intensification, which 
should receive more attention. In [89], a modified GRNN: 
a gated recurrent neural network with sentimental rela-
tions (GRNN-SR) is proposed to model the context. There 
are two hidden states in each time step, and the infor-
mation of sentiment polarity and sentiment modifier con-
text are separately encoded. 

Multi-feature fusion is commonly utilized to enhance 
feature representation. The works in [90] conduct feature 
fusion by integrating general knowledge provided by 
fine-tuned BERT and domain knowledge extracted by a 
convolutional network. Their experimental results high-
light the importance of domain knowledge in domain-
specific applications. In [91], an architecture with two 
parallel attention-LSTM towers is proposed to focus its 
encoding on emotion-specific words. Two kinds of word 
embeddings are fed into parallel towers separately. Then, 
feature fusion and max-pooling are operated on the out-
puts of parallel towers to extract the most prominent fea-
tures.  

The ensemble model combines multiple individual 
models to generate a more robust and comprehensive 
model. Some works realize ensemble by varying training 
data with the same classifier. They divide the training 
data into multiple subsets, and each subset is utilized for 
training an individual model. Other works prefer to build 
an ensemble model by varying individual classifiers with 
the same training data. There are often differences be-
tween these individual classifiers, such as the dimension 
of the hidden layer, the overall structure, and even the 
learning rate during training. In [92], an ensemble model 
is proposed for intensity prediction on four emotions: 
anger, fear, joy, and sadness. Their model consists of three 
individual models, including feed-forward neural net-
works, multi-task learning networks, and CNNs-LSTMs 

based networks. Their final prediction is a weighted aver-
age among individual models. This work achieved the 
best performance in the WASSA 2017 shared task on emo-
tion intensity. In [93], the ensemble model is built based 
on three classifiers, including a knowledge-based classifi-
er and two statistical classifiers (Naïve Bayes and Maxi-
mum Entropy learner). Their final prediction is obtained 
by the majority voting approach. In [94], five independent 
models are trained on image and textual features, includ-
ing Naive Bayes, Bayesian Network, decision tree, KNN, 
and SVM, which are then ensembled by the Bayesian 
model averaging method [95]. In an ensemble model, 
each classifier can complement each other, contributing to 
a more heterogeneous set of mapping functions.  

3.3 Knowledge Enhanced Representation  
With the development of deep learning networks, prior 
knowledge bases are often incorporated as auxiliary in-
formation and have been proven to be essential for TER 
tasks. The prior knowledge includes emotional lexicon 
resources, commonsense, linguistic patterns, affective 
semantic rules, or any other emotion-related knowledge. 
Incorporating prior knowledge can enhance emotional 
feature representation of textual data for deeper under-
standing [96]. 

Deep learning-based features are often combined with 
lexicon-based features. It is the most direct way to intro-
duce emotional resources into deep learning networks 
and realize emotion enhancement [91]. The combined 
features are fed into a deeper network to generate more 
high-level and abstract features or fed into classifiers di-
rectly for final prediction. In [97], to detect emotion states 
from health-related posts, they combined lexicon-based 
features and the output of CNN network, which are then 
fed into LSTM network for further learning. In [98], they 
extract feature representation from an intermediate layer 
of their pre-trained network and then concatenate the 
extracted features with some hand-crafted feature vectors, 
such as TF-IDF weighted word vector and lexicon-based 
features. In [99], to alleviate the problem caused by mis-
spelling and out-of-vocabulary words, they combined 
lexical features with neural features to boost performance. 
Incorporating lexicon-based emotional knowledge helps 
capture the hidden semantics and provides a more in-
sightful understanding of emotional texts. 

Some works concentrate on enhancing word-level rep-
resentation with external knowledge. It is easier to infer 
the implicit emotion in textual expression through the 
rich information of relevant common sense knowledge. In 
[100], they try to explore implicit emotion by utilizing the 
external commonsense knowledge from ConceptNet and 
emotion intensity information from the NRC_VAD lexi-
con. With a context-aware affective graph attention 
mechanism, they dynamically retrieve the context-aware 
concepts and obtain concept-enriched word representa-
tion. In [101], a knowledge-enriched two-layer attention 
network is proposed. Their primary word-level attention 
is applied to input word and related terms obtained by 
searching WordNet and Distributed Thesaurus, generat-
ing word embedding enhanced by the knowledge graph. 
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The secondary attention mechanism works on sentence-
level for further context learning. Their proposed system 
performed remarkably well on the benchmark datasets of 
SemEval 2017 Task 5. In [92], their emotional features of 
tweets are generated based on seven lexicons with the 
filter in the AffectiveTweets: TweetToLexiconFeatureVec-
tor [42]. In [102], NTUA-SLP embedding is proposed to 
incorporate emotional seed words into word embedding. 
Start from a set of seed words with affective ratings ([-
1,1]), the embeddings for new words are estimated by 
considering both semantic similarity and ten affect-
related features, including valence, dominance, arousal, 
pleasantness, anger, sadness, fear, disgust, concreteness, 
and familiarity. 

It is practical and convenient to generate emotional 
word embedding from a pre-trained word embedding 
model. In [74], pre-trained DeepMoji is utilized and con-
tributes to learning richer emotional context representa-
tion at the sentence level. In [103], Sentiment and Seman-
tic-Based Emotion Detector (SS-BED) is proposed to learn 
sentiment and semantic features. It contains two LSTM 
layers that take two sequences of word embedding as 
input separately. One is sentiment representation ob-
tained by SSWE (Sentiment Specific Word Embedding), 
and another is semantic word representation obtained by 
pre-trained Word2Vec, Glove, and FastText [104]. This 
approach is evaluated on real-world dialogue datasets 
and significantly outperforms traditional machine learn-
ing baselines. 

Rule-based representation is another commonly ac-
cepted form of knowledge representation. In [105], rule-
embedded neural networks (ReNN) are proposed to en-
code domain knowledge and commonsense information. 
The rule-based knowledge reduces computing complexi-
ty and helps to train a better model with a smaller scale of 
the dataset. To perform knowledge base completion, 
ITransF is proposed in [106], which discovers hidden con-
cepts of relations and transfers statistical strength by shar-
ing concepts.  

Linguistic patterns play an important role in emotion 
recognition because of their ability to shift the emotional 
tendency of the entire sentence [107], [108]. The works in 
[109] propose a linguistically regularized LSTMs, includ-
ing sentiment, negation, and intensity regularizers. Their 
model addresses the sentient shifting effect of linguistic 
roles and enhances the sentence-level emotion representa-
tion. 

3.4 Transfer Learning for Emotion Recognition  
Emotional resources are the guarantee of satisfying per-
formance in the TER system. Collecting and annotating 
large amounts of data is time-consuming and expensive. 
The shortage of high-quality emotional datasets is always 
the most urgent problem. How to train an effective TER 
model with smaller datasets has attracted increasing at-
tention. 

By transfer learning, the knowledge learned from the 
source domain is transferred to the target domain, realiz-
ing performance improvement. In this paper, the target 
task refers to TER, and the source task can be any other 

related NLP tasks, including sentiment analysis and ma-
chine translation. The valid information learned from 
related tasks can be transferred into the target TER model. 
Transfer learning can alleviate the problems caused by 
scarce training data and speed up training, which im-
proved the performance of deep learning models. Gupta 
[110] investigates the application of semi-supervised and 
transfer learning methods in low-resource sentiment clas-
sification tasks and demonstrates that transfer learning 
could significantly improve the performance compared 
with the simple supervised method. 

There are various kinds of architectures proposed 
based on transfer learning. They can be categorized into 
inductive transfer learning, transductive transfer learning, 
and unsupervised transfer learning [111]. Among them, 
training data of the target domain is labeled in inductive 
transfer learning while unlabeled in another two. Recent 
works about TER with transfer learning are mainly based 
on inductive transfer learning. Based on some different 
situations, related works can be summarized into two 
sub-cases. The first is sequential transfer learning, by 
which source and target tasks are learned successively. 
Another is multi-task learning, by which source and tar-
get tasks are learned simultaneously. 

3.4.1 Sequential Transfer Learning 
Sequential transfer learning is arguably the most fre-
quently used transfer learning scenario in the NLP field. 
The process generally consists of two stages. The first is 
pre-training on the source tasks, such as emotion-related 
tasks or other natural language understanding related 
tasks. The second is the transfer phrase, in which the 
knowledge learned in the source domain is transferred to 
the target TER task. 

During the pre-training phase, many efforts are devot-
ed to train language models with universal knowledge of 
the natural language. As the aforementioned pre-trained 
language models (detailed in Section 3.1), they can be 
transferred to almost all NLP tasks and have advanced 
multiple state-of-the-art performances. Some works are 
devoted to pre-training their model on emotion-related 
source tasks with sufficient training data, such as senti-
ment classification and emotion intensity regression.  

In the transfer phase, there are mainly two ways to re-
alize the transformation. One is taking the pre-trained 
model as a feature extractor, and all layers are frozen. The 
generated feature representations are fed into an upper-
level TER model for further learning and final prediction. 
Another is fine-tuning the pre-trained network on the 
target task. This operation is often accompanied by minor 
modifications of the network architecture, such as replac-
ing the prediction layer and fine-tune the network. Layer-
wise fine-tuning can adjust the individual patterns across 
the network with a reduced risk of overfitting. Some 
commonly used fine-tuning strategies are compared in 
the task of cross-lingual emotion classification [26]. Their 
experimental results show that the performance of gradu-
al unfreezing [112] and single top-down unfreeze [74] are 
slightly better than others on the fine-tuning phase. 

Sentiment analysis and intensity regression are often 
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severed as source task in transfer learning-based TER. 
Compared with existing emotional corpus, sentiment re-
lated datasets with polarity annotation are abundant and 
are widely applied in sentiment analysis tasks. Although 
their content and labeling system are different, both of 
them contain rich emotional characteristics. Such infor-
mation can be utilized by knowledge transfer and en-
hance the target TER model [113]. With transfer learning, 
the deep attentive RNNs model proposed in [102] ranked 
1st in semeval-2018 task 1 ‘Multi-Label Emotion Classifi-
cation’. They first obtain affective word embedding based 
on a small number of emotional seed words and then pre-
train their model on the sentiment dataset: Semeval 2017 
Task 4A. Their final layer is replaced with a task-specific 
layer model and then further fine-tuned with two fine-
tuning schemes. In [114], an ensemble of transfer learning 
techniques is proposed to predict the emotions of re-
moved emotion trigger words. They utilize three different 
pre-trained models to initialize some specific layers of 
their networks, including a language model, a word em-
bedding model, and a sentiment model. Then, they en-
semble and fine-tuning these models in their dataset and 
have achieved competitive experimental results. In [115], 
a dual attention-based transfer learning approach is pro-
posed for multi-label emotion classification. They respec-
tively captured typical sentiment features and emotion-
specific features with a shared attention layer, which are 
respectively fed to the task-specific layer by a dual atten-
tion mechanism. Experimental results show that their 
dual attention transfer architecture can bring consistent 
performance gains compared to several existing transfer 
learning approaches. 

In TER, the existing emotional resources are mainly in 
English, while there are low resources in most European 
languages. The quality of the TER model with few re-
sources is often limited. Therefore, to those low-resource 
languages, it is advantageous to leverage the emotional 
information from resource-rich languages. The works in 
[26] try to solve the low-resources problem in Hindi emo-
tion detection and propose a deep transfer learning 
framework to transfer emotional knowledge from English 
to Hindi. They train cross-lingual word-embeddings by 
mapping each monolingual word-embedding into a 
shared space with the transformation strategy of align-
ment matrices [116]. Therefore, relevant information can 
be captured through the shared space. Based on the cross-
lingual word embedding, the deep learning model is pre-
trained on English emotional datasets, and then fine-
tuning is done in Hindi datasets. 

Cross-domain transfer learning aimed to transfer 
knowledge across different domains, utilizing a small 
amount of labeled data from the target domain and 
abundant labeled data from a different source domain. 
The data distribution and labeled emotions from different 
domains have a significant impact on the performance of 
transfer learning. In [117], they try to transfer emotional 
knowledge from the source domain through joint learn-
ing with a domain classifier, promoting the performance 
of emotion classification through the sharing of domain-
specific representation. In [118], to make transfer learning 

methods more robust to unseen data, Adversarial Dis-
criminative Domain Generalization (ADDoG) is proposed 
to generalize the representation of cross-corpus. ADDoG 
follows a ‘meet in the middle’ approach, iteratively 
moves their dataset representations closer to one another, 
and improves the cross-dataset generalization. In [119], 
transfer learning is utilized to address the task of cross-
domain and cross-category emotion tagging for com-
ments on online news. They achieve domain adaption 
through reweighting instances from the source domain 
by modeling the distribution difference. They also model 
the relationship between different sets of emotion catego-
ries from each domain, enabling project data from one 
domain into the label space of another domain.  

3.4.2 Multi-Task Learning 
Multi-Task Learning (MTL, also known as joint learning) 
is another form of inductive transfer. Various studies 
have shown that MTL dramatically improves the perfor-
mance of TER systems than single-task learning. In MTL, 
target and source tasks are related and trained simultane-
ously[120]. Through underlying shared representations, 
sub-tasks promote and supply each other to learn more 
relevant information. Compared to the single-task 
framework, multi-task learning on related tasks can sig-
nificantly reduce the risk of overfitting, contributing to 
better generalization performance and the improvement 
on all sub-tasks.  

MTL framework targets to enhance the generalization 
performance by leveraging the inter-relatedness of multi-
ple tasks [121], [122]. Taking emotion-related tasks as aux-
iliary tasks is ideal for the MTL-based emotion recogni-
tion system, which indirectly realized emotional infor-
mation integration from different resources [123]. Most 
works are conducted based on the structure consisting of 
shared networks and some task-specific layers. In the 
Emo2Vec model proposed in [72], to encode emotional 
semantics into word-level representations, six different 
emotion-related tasks are trained simultaneously. Their 
generalized emotion representation outperforms multiple 
existing affect-related representations, such as DeepMoji, 
but with much smaller training data. In [124], a two-stage 
multi-task learning structure is proposed to complement 
the feature representation in the dimensional model with 
the knowledge transferred from the discrete model, 
thereby establishing a relationship between discrete and 
dimensional emotion. Rather than parameter sharing, the 
works in [125] realize label transformation from senti-
ment label to emotion label by joint learning and have 
improved the performance of emotion classification. 

To address the time-consuming problem in emotion 
annotation, multi-task active learning for regression (ALR) 
is proposed in [126]. The most beneficial samples are se-
lected in their model, benefiting the emotion estimation in 
three dimensions (valence, arousal, and dominance) sim-
ultaneously. In [98], a multi-task ensemble learning 
framework is proposed for several tasks related to catego-
ry/dimensional emotion, sentiment, and intensity. They 
firstly pre-trained three individual networks by multi-
task learning and obtained three task-aware deep repre-
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sentations. These representations are combined with oth-
er hand-crafted features and then fed into a multi-task 
ensemble model for further learning. This multi-task en-
semble framework helps in achieving generalization and 
contributes to superior results. 

The difference of label distributions between the train-
ing and test sets is considered in [127]. They find that 
most of the errors are raised by recognizing the ‘Others’ 
category. They think their performance could be better if 
firstly conduct the binary classification ‘Others’ versus 
‘Not-Others’. This problem is considered in [128]. They 
achieve better performance by utilizing a multi-learning 
network and can better detect emotions from the ‘Others’ 
class. 

Sub-tasks in MTL are highly correlated, and label rela-
tionships among all tasks can provide useful information 

as well. To address emotion ambiguity in the textual ex-
pression, a multi-task CNN model is proposed in [129], 
which learns emotion label distribution and emotion clas-
sification simultaneously. These two tasks boost each oth-
er and thereby generate a robust text representation. In 
[130], An Adversarial Attention Network (AAN) is pro-
posed to conduct adversarial learning between each pair 
of emotional dimensions. They conduct multidimensional 
emotion regression tasks by multi-task learning, and they 
perform well on the EMOBANK corpus. In [131], a joint 
label space is induced to enable multi-task learning from 
both labeled and unlabeled data. They exploit the rela-
tionships between different labels from all tasks accord-
ing to a label transfer network, demonstrating that poten-
tial synergies between label spaces can be leveraged for 
label transformation. 

 

TABLE 3 
A SUMMARY OF TER METHODS 

Techniques Details (Strength and weakness) Examples 

Typical 
Word  
Embedding 

 Learn latent, low-dimensional representations from lan-
guage structure. 

 Pre-trained language model provides contextual word 
embedding and relieves the restriction of meaning confla-
tion deficiency. 

 Pre-trained on large amounts of datasets containing use-
ful linguistic knowledge. It can be easily transferred to 
TER tasks. 

Word2vec [58], [59], GloVe [60]. 
CoVe [62], ELMo [63], GPT [64], BERT [65], 
GPT-2, [66], Transformer- XL [68], XLNet 
[69], MASS [70] and UNILM [71]. 

Emotional 
Word 
Embedding 

 Pre-trained on emotional resources, contains both seman-
tic similarity and prior emotional knowledge  

 Can be fine-tuned to downstream tasks. 

Emo2Vec [72], Emoji2vec [73], DeepMoji 
[74], SSWE model [75], DSE model [76], 
NTUA-SLP embedding [102], Affec-
tiveTweets [42]. 

Basal neural networks 
and derived variations  

 Be able to generalize and capture context over the sen-
tence and hierarchical level. 

 Attention mechanism makes networks focus more on 
emotion-related words. 

 Data-driven and abundant resources are necessary while 
collecting and annotating large amounts of data are time-
consuming and expensive. 

RNN (LSTM or GRU) [79], [80], [81], [82], 
CNN [83], [84], Hierarchical Network [86], 
[87], [88], Modified network [89], Feature 
fusion [90], [91], Ensemble network [92], 
[93], [94], [95]. 

Knowledge-enhanced 
text representation 

 Prior knowledge bases are utilized as auxiliary infor-
mation for deeper understanding. 

 Compensate for the lack of training data to some extent.  
 Enhance emotional feature representation. 

Fusion of emotional features and deep 
features [91], [97], [98], [99], Utilize emo-
tional word embedding [74], [103], 
Knowledge-enriched network [92], [100], 
[101], [102], [105], [106], [107], [108], [109]. 

Sequential transfer 
learning 

 Transfer emotional information from the emotion-related 
tasks and general information from other NLP tasks. 

 Target and source tasks are related and trained succes-
sively. 

Transfer from pre-trained language models 
[26], [114], emotion-related source tasks 
[102], [113], [114], [115], Cross-language 
[26], Cross-domain [117], [118], [119]. 

Multi-task learning 

 Enhance the generalization performance by leveraging 
the inter-relatedness of multiple tasks. 

 Target and source tasks are related and trained simulta-
neously through underlying shared representations 

Joint learning for knowledge transfer [72], 
[98], [122], [123], [124], [126], [128], Label 
transfer [129], [130], [131]. 

 

4 CHALLENGES  
TER task brings some open challenges for NLP research-
ers. Beyond the effectiveness of the TER algorithm itself, 
the challenges of TER can be attributed to many problems, 
from the shortage of high-quality data to the complex 

nature of textual emotion expression. In this section, exist-
ing challenges and potential opportunities are discussed 
from the following four aspects: 

1) Shortage of high-quality datasets. High-quality emo-
tional datasets are the guarantee of a high-performance 
TER system. Although many public emotion-related da-
tabases have been proposed, most of them are limited by 
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the quantity. There is no uniform emotional annotation 
scheme, which leads to incompatibility between different 
corpora. Besides, the imbalanced distribution of data be-
tween each emotion category also affects the performance 
of the TER model. 

2) Fuzzy emotional boundaries. The nature of human 
emotional expression is complex. There is no clear divid-
ing line between emotions, such as love and happiness. 
Besides, due to people’s own experiences and current 
feelings, the emotions could be different even in the same 
expression. The multi-label emotion recognition task is 
derived from this challenge. Thereby the contained emo-
tions can be described in more detail by assigning multi-
ple emotional labels to a textual expression. 

3) Incomplete emotional information in textual expres-
sion. In actual emotional interactions, human emotional 
expressions are more introverted, and it is not compre-
hensive to make emotion prediction based solely on tex-
tual information. Therefore, some researchers focus on 
emotion recognition by using multi-modal information, 
intending to alleviate the one-sided problem of emotion 
information in textual modal to a certain extent. 

4) Textual emotion recognition in dialogue. TER is an 
essential part of a successful and intelligent dialogue sys-
tem. Most TER is conducted based on the assumption that 
the sentence is separated from the context and expresses 
static emotion. However, textual emotion is dynamic and 
highly correlated with the contextual information, mak-
ing TER task more challenging. 

4.1 Shortage of Large-Scale and High-Quality 
Dataset 

4.1.1 Incompatible Annotating System 
Discrete and dimensional emotion models are widely 
used in existing TER tasks. However, there is no uniform 
annotation standard, which results in incompatibilities 
between different databases. For example, SemEval-2007 
[32] is annotated with Ekman’s six basic emotions, 
EmoInt Dataset [42] is annotated with four emotions, and 
Ren-CECps [43] is annotated with eight emotions. Due to 
the different emotion labels utilized, cross-corpus emo-
tion resources are often not compatible. Incompatible an-
notation can explain why there are still insufficient train-
ing data, although many emotional corpora are released.  

In future work, building an emotion recognition 
benchmark, or creating a link between the annotation 
schemes of different emotion corpora, will contribute to 
integrating existing corpus resources and creating a more 
substantial database covering all emotion categories. 

4.1.2 Data Imbalance in Emotional Dataset 
Many works devote to training a TER model by minimiz-
ing misclassification errors. It is noteworthy that some 
inherent properties of emotional datasets should be inves-
tigated to further enhance the generalization performance. 
In most research, it is assumed that the data distribution 
of each emotion in the corpus is balanced, which means 
that the number of texts annotated with each emotion is 
roughly similar. However, this is often not the case. Most 
of the existing emotional datasets are manually collected 

and annotated. Thereby the data distribution of each 
emotion is always unbalanced. For example, in 
RenCECps [43], 3% of sentences are annotated with ‘Sur-
prise’ while 22% of sentences are annotated with ‘Love’. 
While the dataset is imbalanced, maximizing the overall 
accuracy may not be the best approach. The classifier 
could tend to predict the emotion labels with more data 
[132], which is always unavoidable in the TER task.  

The most direct way to eliminate data imbalances is to 
adjust the data distribution by sampling techniques such 
as under-sampling and over-sampling. The under-
sampling technique eliminates the data of majority classes 
to balance the data distribution in each class. However, in 
actual emotion recognition tasks, emotional resources 
with annotation are often limited. To maximize the usage 
of labeled data, under-sampling is usually not the best 
option. The over-sampling technique often replicates the 
data in the minority classes to achieve an overall relative 
balance distribution. In [133], the authors think that data 
imbalance has a significant impact on the performance of 
neural network models and conclude that over-sampling 
is the most effective way to combat this problem. In [134], 
a data augmentation method with generative adversarial 
networks (GAN) is proposed to balance label distribution. 
During training, they generate the auxiliary data of mi-
nority classes with CycleGAN [135], which supplements 
low-dimensional data manifold and helps find the mar-
gins of neighboring classes. In [136], to address data im-
balance in NLP tasks, they discuss four data augmenta-
tion techniques: synonyms replace, randomly insert, ran-
domly swap, and randomly delete. Their experimental 
results demonstrate that simple data augmentation opera-
tions could boost performance and reduce overfitting 
when training on smaller datasets. These over-sampling 
methods can alleviate the problem of data imbalance in 
TER tasks to a certain extent. However, if the training 
data is large enough, the model itself could already be 
able to generalize, and over-sampling may not work. On 
the other hand, when the training data is small (this is 
often the case for TER tasks), over-sampling could lead 
the model to be overfitting and increase the computation 
cost and training time [137]. How to prevent overfitting 
and improve the generalization ability of the model has 
been a critical issue in research. 

During training a TER model, it is often assumed that 
the cost of misclassification of each emotion label is the 
same. However, in the case of data imbalance, we usually 
hope the classifier pays more attention to recognizing the 
minority emotion labels. For example, the recognition 
accuracy of ‘Surprise’ is often lower than other emotions 
because of its rare training data. The minority emotion 
labels should be given more weight during the training so 
that the classifier could be more sensitive to their recogni-
tion. Some works attempt to modify the classification al-
gorithm to pay more attention to minority classes during 
training, such as modifying the loss function. In [113], the 
weighted loss function is proposed for unbalanced data. 
In their loss function, the weight of each category is in-
versely proportional to the number of samples under the 
corresponding category. When the model is optimized 

Authorized licensed use limited to: Robert Gordon University. Downloaded on May 28,2021 at 02:10:33 UTC from IEEE Xplore.  Restrictions apply. 



1949-3045 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TAFFC.2021.3053275, IEEE
Transactions on Affective Computing

12 IEEE TRANSACTIONS ON JOURNAL NAME,  MANUSCRIPT ID 

 

iteratively, more attention can be paid to identifying the 
minority emotion categories. 

Addressing the challenges brought by data balance is 
crucial for improving the overall performance of TER 
model. It contributes to recognizing both common emo-
tions and rare emotions accurately. 

4.1.3 Low-Resource Dataset 
In the TER model, a large scale of labeled emotion corpus 
guarantees the successful emotion prediction, especially 
for the deep TER model, which is data-driven. The anno-
tation of an emotional corpus is a complicated task even 
for humans. Most of the existing emotional resources are 
manually labeled, and the large-scale emotional corpus is 
scarce [34], [138], [139]. Although manual labeling can 
guarantee accuracy to some degree, the labeling process 
consumes a lot of time and labor. Moreover, due to the 
influence of annotators’ subjective feelings, the inter-
annotator agreement cannot be guaranteed. The low-
resource emotional dataset has been a critical challenge. 
How to alleviate low-resource problems and efficiently 
create high-quality emotional corpora is the key to im-
proving the overall performance of the TER model. 

Any attempt to create a large-scale emotional dataset 
can provide a bright future for this field. Seeking an effi-
cient method for annotating emotional corpora has at-
tracted researchers’ attention, such as automatic or semi-
automatic emotion annotation [140]. In [141], Mohammad 
tries to automatically create an emotion corpus from 
Twitter posts by exploiting emotion word hashtags. Au-
tomatic labeling with the hashtag is a simple and efficient 
technology in terms of time and cost. However, hashtags 
can only be utilized in social networks, and whether 
hashtags are correctly utilized is also a concern. The pre-
annotation technique is a semi-automatic methodology, 
which employs automatic processes to help human anno-
tators in manual tasks [142], [143]. As the works in [144], 
their EmoLabel provides large-scale emotional corpora to 
lessen and counteract the challenge of emotion annotation.  

Many related works have proved that transfer learning 
can sufficiently alleviate the limitations brought by re-
source shortage. As mentioned in Section 3.4, transfer 
learning can transfer knowledge from other related tasks 
to target TER tasks to improve generalization perfor-
mance. For example, it is possible to learn general lan-
guage knowledge through pre-training models in other 
NLP tasks, such as reading comprehension and machine 
translation, which have abundant training resources. 
Emotional information can be learned in emotion-related 
tasks, such as sentiment classification. Even in a low-
resource language, it is possible to leverage the resources 
and tools available in other resource-rich languages, such 
as transfer knowledge from English to Hindi. In future 
work, the TER task based on transfer learning may be 
developed around the following steps: 1) Pre-train a gen-
eral model with sufficient unsupervised data. 2) Fine-
tuning the general model by utilizing other related tasks 
with sufficient labeled data. 3) Further fine-tuning the 
model on TER task by multi-task or single-task learning. 

The scale and quality of emotional resources can di-

rectly affect the final performance of the TER system. Ac-
cording to expanding the emotional corpus and borrow-
ing other resources, it is possible to alleviate the limita-
tions caused by the lack of emotional resources. 

4.2 Fuzzy Emotional Boundaries and Multi-label 
Emotion Recognition 

In existing emotion categorical models, emotions are di-
vided into several categories, such as Ekman’s six basic 
emotions, which are oversimplified and ignore emotion’s 
diversity. Human emotion is complex in reality. Many 
emotional categories have a particular connection, and 
there is no distinct boundary. Thus it is difficult to match 
an accurate label for emotional expression. Besides, emo-
tions are very subjective feelings. Treating the same tex-
tual expression, humans may feel different emotions ac-
cording to their own experience. Thereby, TER becomes 
challenging because of fuzzy emotional boundaries and 
human’s subjective feelings. Many researchers trend to 
describe emotions in more detail by assigning multiple 
emotion labels simultaneously [145]. Multi-label emotions 
are the combination of several basic emotions, which can 
describe complex emotions more comprehensively and 
alleviate the above limitations with a compromise ap-
proach. In recent years, multi-label emotion recognition 
(ML-EC) has attracted more attention, aiming to identify 
all possible emotions in textual expression [146]. 

Plenty of multi-label classification (MLC) techniques 
has been employed to identify multiple emotions [147]. 
Through commonly used problem transformation algo-
rithm, MLC task is transformed into other well-
established learning scenarios [148], such as multiple bi-
nary problems or multi-class problems. In [149], they 
transform ML-EC task into one binary classification prob-
lem by reconstructing the input training data. In their pre-
processing, each multi-emotion sample is transformed 
into multiple xy-pairs with single-emotion. Thus they 
take the xy-pair as input, and the binary output indicates 
whether the input emotion label y is included in the input 
instance x. Problem transformation-based methods are 
conceptually simple and high efficient. Although they can 
achieve satisfactory performance, these approaches can be 
less effective and poor generalization due to their igno-
rance of label correlations. To capture label correlations, 
Classifier chains (CC) transforms MLC into a chain of 
binary classification problems. However, the wrong pre-
diction of the previous classifier in CC can propagate the 
error to the latter ones along the chain.  

With the development of deep learning, multi-class 
emotion classification algorithms can be easily extended 
to ML-EC task. The most common and direct way is re-
placing the prediction layer with ML-EC task-specific 
layer [102]. For example, modify the number of neurons 
in the output layer (usually the same as the number of 
emotional labels), set appropriate nonlinear activation 
functions (such as tanh, sigmoid, and ReLu), and thresh-
olds. Such a framework focuses more on underlying emo-
tional feature extraction, and the underlying layers are 
usually similar to multi-class emotion classification [115]. 
ML-EC for tweets is presented as a sub-task in SemEval-
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2018 Task 1: Affect in Tweets. This task aims to identify 
whether emotions are included in tweets and then further 
identify all possible emotion labels. Most of the proposed 
works are based on the above framework. Competition 
participants widely use the pre-trained embedding mod-
els and existing emotion lexicons to generate robust text 
representation [91], [139]. The works in [150] consider that 
humans categorize the sentence to each emotion separate-
ly but not all at once. Thereby they realize ML-EC task by 
imitating how humans comprehend and then classify 
emotions with multiple independent CNNs. 

Plenty of deep TER tasks focus more on generating ro-
bust text representation. In most cases, the emotional in-
formation of text is often encoded together into a repre-
sentation vector and then directly fed into classifiers [151], 
[152], [153]. They treat ML-EC as a general classification 
task, without considering emotion correlation in both 
feature extraction and prediction steps. However, there is 
some relatedness among emotions, and the latent emotion 
correlation is an important clue. The performance of ML-
EC model can be improved by emotion correlation learn-
ing. For example, as our common sense, emotions ‘Joy’ 
and ‘Love’ tend to appear simultaneously. It means that if 
‘Joy’ is detected in a text, ‘Love’ may be contained with a 
higher probability than ‘Hate’. Although the above com-
mon knowledge of emotion correlations increased the 
complexity, they can be utilized to facilitate more in-
depth emotion analysis. 

Label correlation is always a critical problem in MLC 
tasks [154]. Some approaches attempt to implicitly esti-
mate label correlations by the modification of loss func-
tions [155], such as the label-correlation sensitive loss 
function [156] and joint binary cross-entropy (JBCE) loss 
[153]. Deep canonical correlation analysis (DCCA) con-
tributes to both feature-aware label embedding and label-
correlation aware prediction [157], [158]. MLC and label 
correlations learning can also be realized in a joint learn-
ing framework [159], [160].  

Some studies try to explore the label correlations by 
transform MLC tasks into ranking or generation tasks. In 
[ 161 ], they transform ML-EC into a relevant emotion 
ranking task, aiming to generate a ranked list of relevant 
emotion labels according to emotional intensity. Moreo-
ver, the prior knowledge of emotion co-occurrence is in-
corporated in their emotion-aware loss function as con-
straints. Such emotional relationships can provide essen-
tial cues for more accurate emotion prediction. In [162], 
MLC is regarded as a sequence generation task, and Se-
quence Generation Model (SGM) is proposed to consider 
label correlations. They introduced global embedding to 
alleviate the exposure bias caused by mispredictions 
made in the previous time steps. After that, some at-
tempts based on the seq2seq model are proposed. In [163], 
CNN is employed as the encoder to capture high-level 
local sequential semantic information, while the global 
label correlation information is modeled by RNN network 
in the decoder. They also stacked an Initialized Fully 
Connection (IFC) layer in the decoder to incorporate prior 
knowledge of emotion label dependency information. 

Emotional label-importance is an inherent property in 

ML-EC tasks [164]. There may be a dominating emotion 
with stronger intensity and others with a relatively weak-
er intensity in a textual expression with multiple emo-
tions. However, most of the existing works are conducted 
based on the assumption of equal labeling-importance. 
Emotion-importance learning can often be regarded as 
emotion intensity prediction. By distinguishing the differ-
ent importance of each emotional label in semantics rep-
resentation, the generalization performance of the ML-EC 
system can be further improved.  

Multi-label emotion describes human emotions more 
intuitively and in more detail. Effectively emotion correla-
tion learning is the focus of future research, contributing 
to a more accurate ML-EC system. 

4.3 Incomplete Emotional Information and Multi-
modal Emotion Recognition 

Human perception in real life usually takes many forms, 
such as through vision and audio information. In real-
time emotional interaction, it is challenging to achieve 
accurate emotion recognition only through textual infor-
mation due to the relatively introverted emotional ex-
pression. For example, the emotion expressed in textual 
data is Joy, but this may also be the forced laughter, and 
the inner emotion maybe sorrow. In this case, it is diffi-
cult to accurately recognize the complex emotion merely 
through textual information, even for humans. Like the 
works in the manually labeled emotional corpus 
SemEval2007 [32], the inter-annotator agreement ranges 
from 0.36 (Surprise) to 0.68 (Sadness) with Pearson corre-
lation measure, while other emotions are around 0.50. 
These results suggest that emotional information in textu-
al expression is incomplete, and the TER task is difficult 
even for humans. An emotional recognition system that 
relies solely on text modality is hard to meet the require-
ments of robustness and accuracy, which significantly 
limits its application.  

With the increasing amounts of installed webcams, an 
increasing amount of affective information is posted on 
social networks in the forms of audio and audiovisual 
rather than purely textual basis. To alleviate the one-sided 
problem of textual emotion information to a certain extent, 
more and more researchers have begun to use multi-
modal information for emotion prediction. Textual infor-
mation is usually combined with other modalities, such 
as visual [17], audio [16], [165], body posture, and psycho-
logical single [19], [166]. The information of multiple mo-
dalities can mutually confirm and complement each other, 
providing more comprehensive information for emotion 
recognition. When textual emotional resources are limited 
(such as lack of annotated data or unreliable labels), the 
knowledge of other resource-rich modalities can be uti-
lized to supplement textual modality according to deep 
learning technologies. Multi-modal information contrib-
utes to the overall performance of emotion prediction 
[167]. 

Visual, audio, and text are the most commonly com-
bined modalities in multimodal emotion recognition [168]. 
Information is usually extracted from videos. When 
someone tends to express emotions in language, audio 
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data usually contains more emotional features in acoustic 
and linguistic information. Otherwise, if the tendency is 
to express emotions with facial expressions, emotional 
information is more concentrated on facial features.  

Although the current research has made some 
achievements in visual and audio-based emotion recogni-
tion, there are still some challenges, such as obstructed 
facial expressions and noise interference. With the popu-
larity of wearable devices, people pay more and more 
attention to detecting emotions through physiological 
signals, such as Electroencephalogram (EEG). Changes in 
physiological signals are closer to people’s true inner 
emotional feelings than other modalities [169]. These sig-
nals reflect both various brain electrical activities and use-
ful information about human emotional states. The gen-
eration or activity of emotions is highly correlated with 
the activity level of physiological signals [170], [171]. 
Therefore. EEG signals have been gradually studied for 
emotion recognition due to their advantages of strong 
objectivity [19], [172], [173].  

Multi-modal emotion recognition system mainly in-
cludes two steps: feature extraction from each modal and 
multi-modal information fusion. The literature of multi-
modal feature fusion can be roughly distinguished in ear-
ly and late fusion paradigms. Early fusion approaches 
work at the feature-level. Features extracted from each 
modality are fused and then fed into classifiers for final 
prediction. Late fusion approaches work at the decision-
level. Some models are respectively pre-trained with each 
modality data, and the results from each modality are 
fused as a decision vector for final prediction. Previous 
works have demonstrated the effectiveness of multimodal 
features in creating rich feature representations [20], [21]. 
In [174], experimental results demonstrate that emotion 
prediction based on textual and audio features is more 
accurate than either. In [168], emotion is predicted by a 
multimodal emotional classification framework. In [94], 
an ensemble model based on the extended Bayesian mod-
el averaging method is proposed to fuse visual and textu-
al information for emotion recognition. Experimental re-
sults show that the ensemble method based on a late deci-
sion-level fusion achieves higher classification perfor-
mance than early feature level fusion. 

Multimodal emotion recognition is conducive to real-
ize knowledge supplements and strengthens among mo-
dalities. It provides more information for decision-
making and improves the performance of emotion recog-
nition. There are still some challenges of multimodal 
emotion recognition, as summarized in [167]. The first is 
how to extract features from each modality and effective-
ly fuse them to achieve modal complementarity. Second, 
transformation (mapping) and alignment (synchroniza-
tion) between modalities are still significant problems at 
present. Furthermore, how to transfer knowledge be-
tween modalities through effective co-training is particu-
larly important when one modal has sparse features or 
limited resources. 

4.4 Textual emotion recognition in dialogue 
With the increasing amount of open dialogue data, TER 

in dialogue has received continuous attention in the NLP 
field. TER is an essential part of a successful and intelli-
gent dialogue system. Most TER is conducted on sen-
tence-level based on the assumption that the text is sepa-
rated from the context and expresses static emotion. 
However, textual emotion in dialogue is dynamic and 
highly correlated with its context information, making 
dialogue TER more challenging. 

4.4.1 Utterance Context Modeling 
Directly applying the sentence-level deep TER algorithm 
to the dialogue, its performance is always not satisfactory. 
TER of each utterance highly depends on contextual cues, 
and context modeling is indispensable. It is essential to 
model the current utterance and contextual utterances 
during TER in dialogue, which helps to know the dia-
logue’s overall emotional tendency. 

To infer the underlying emotion in dialogue and bring 
more research on teaching machines to be empathetic, the 
shared task SemEval-2019 task 3 (EmoContext: Contextual 
Emotion Detection in Text) is organized to address the 
problem of TER in dialogue. This task aimed to recognize 
emotions (Happy, Sad, Angry, or Others) of the utterance 
based on its context. From submitted works, the methods 
for utterance context modeling can mainly be summa-
rized into two kinds: (1) flatten context modeling and (2) 
hierarchical context modeling. 

By flatten context modeling, context utterance and cur-
rent utterance are concatenated, and all tokens are flat-
tened into a word sequence. This word sequence is fed 
into neural networks for contextual learning and final 
prediction [1], [99]. However, emotions flow naturally in 
the dialogue, and the sequential nature of the dialogue is 
non-negligible. Flatten context processing makes the se-
quence of words too long and ignores the time step, de-
stroying the hierarchical structure of the dialogue. 

By hierarchical context modeling, each utterance in di-
alogue is embedded into a vector representation by utter-
ance-level encoder, and context information is further 
extracted by hierarchy context-level encoder. Hierarchical 
LSTMs with attention mechanisms [175], [176] are the 
common choice for context modeling. In [77], plenty of 
superior models, such as LSTM and Universal Trans-
former, are modified into a hierarchical structure to ex-
tract more detailed emotional knowledge from context. 
Their contrast experimental results demonstrate that hier-
archical architectures outperform simple flatten context 
modeling. In some other works, CNN network performs 
well in utterance-level embedding [79], while LSTM [177] 
and memory networks [178] perform well in context-level 
encoding. In [3], sequenced-based CNN (SCNN) with 
attention mechanism is proposed to facilitate sequential 
dependencies among utterances. They utilize CNN to 
extract features in both current and previous utterances, 
and then the sequence features are concatenated for fur-
ther context modeling and final prediction. Their experi-
mental results outperform the commonly used RNN-
CNN [179]. They abandoned traditional sequence models, 
such as RNN, and demonstrate the capability of SCNN in 
context modeling. 
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Emotions expressed by humans often profoundly rely 
on commonsense knowledge, which is essential in context 
modeling. In [100], a Knowledge Enriched Transformer 
(KET) is proposed to address the above challenge and 
recognize real-time emotions in dialogues. Firstly, exter-
nal commonsense knowledge is dynamically leveraged 
for concept-enriched word representation. Then, hierar-
chical self-attention in both utterance and context level is 
proposed to exploit the structural representation and 
learn contextual representation. Using lexicon resources is 
proven to provide significant improvements in identify-
ing the emotion conveyed by a word, and this also ap-
plies to dialogue. In the semi-supervised multi-emotion 
detection model proposed in [155], they vectorize each 
utterance by combining the sum vector of all lexical items 
inside and its contextual information captured from the 
entire dialogue. The experimental results suggest that this 
method is effective and is only slightly less effective than 
human annotators. 

4.4.2 Dynamic Emotion Modeling 
The above methods mainly focus on tracking the contex-
tual information and exploring the overall tone in dia-
logue. They mainly consider emotional inertia. They sup-
pose that the participants tend to maintain a specific emo-
tional state, and the context reflects a relatively consistent 
dialogue atmosphere. However, such an assumption ig-
nores the real-time dynamic emotional changes of each 
party in a dialogue. The emotions of interlocutors are in-
dependent, but they influence each other during the dia-
logue. As the dialogue progresses, the emotions are in a 
dynamic shift because of the stimulation. It is affected by 
the emotional legacy of the party in the previous state and 
the stimulating emotion from other parties in the dia-
logue [177]. Dynamic emotion analysis in dialogue has a 
wide range of applications, such as emotional compan-
ionship of chatbots and healthcare dialogues of nursing 
robots. Dynamic emotion monitoring of both clinicians 
and patients during the dialogue is beneficial to better 
emotional management and guidance. 

Dynamic emotional transition is a kind of non-
deterministic pattern. In traditional methods, the emotion 
state transition matrix is the basis for emotional interac-
tive learning [180]. Markov model is often applied in de-
scribing dynamic emotions in a continuous dialogue [181]. 
Morkov hypothesis assumes that the current emotion is 
only dependent on the previous states, which is similar to 
context modeling. In [182], a dynamic emotion model is 
proposed to integrate both initial and stimulating emo-
tions into the Markov model. It combines CNN-LSTM 
network and MCMC Markov chain Monte Carlo). In their 
model, emotional transition characteristics are confirmed 
by emotional sampling sequences, which are generated 
by the emotional transition probability distribution. In 
[183], to recognize the user’s emotions during real-time 
chatting, the emotion trajectory of each user is derived 
from consecutive chatting messages. The emotion trajec-
tory of each user is represented as two separate sequences 
of valence-time and arousal-time, respectively. In this 
way, the messages sent by a pair of chatting users can be 

compared, and the similarity of their emotions can be 
measured. 

Party interaction plays an essential role in TER in dia-
logue. Self and inter-speaker emotional influence are two 
prime factors in dynamic emotion modeling. To model 
the speaker-based emotion, CMN (Conversational 
Memory Network) [184] incorporated the above two fac-
tors. In CMN, the context information of each party is 
stored in separate memory cells, which realized speaker-
specific modeling. Utterance related context is filtered 
from both memory histories by a multiple hop scheme 
along with attention mechanism. However, there is no 
connection between each speaker’s memory state in CMN. 
Later, an interactive conversational memory network 
(ICON) is proposed in [178], which obtained better exper-
imental results than CMN. In ICON, not only two GRUs 
are employed for self-party modeling, but also DGIM 
(Dynamic Global Influence Module) is proposed to model 
dynamic interaction and maintain a global representation 
of the conversation. Both CMN and ICON aim to discover 
the speaker’s information for predicting the current utter-
ance. However, they do not go in a meaningful way to 
model the connection between utterance and the referred 
speaker. Given an utterance, it is unknown who is the 
corresponding speaker. To alleviant this limitation, Dia-
logueRNN is proposed in [177]. DialogueRNN models 
each party and global conversation with three GRUs. The 
speaker GRU aims to track each party’s emotional dy-
namics and ensures that the model is aware of the corre-
sponding speaker of each utterance. Besides, global GRU 
and emotion GRU are employed to model context and 
emotion dynamics throughout the conversation. Three 
GRUs in DialogurRNN plays a pivotal role in inter-party 
relation modeling.  

5 CONCLUSION 
As emerging research in NLP, TER has a broad applica-
tion prospect and has attracted widespread attention 
from researchers. In this paper, we made a systematic 
review of deep TER technologies. We first introduced 
some publicly available databases which contain emotion 
knowledge and are commonly accepted in this field. Then, 
we investigated the latest progress of TER in recent years 
and summarized deep TER approaches around the fol-
lowing three aspects: 1) acquiring word embedding with 
rich semantic and emotional knowledge, 2) integrating 
emotional knowledge into the deep learning architecture, 
and 3) training the TER model effectively even with the 
limited emotional resource. Besides, we conduct further 
discussions on existing open challenges associate with 
this research and point out some potential opportunities. 
We surmised that exploring the associations among exist-
ing emotional resources and then conducting data inte-
gration can significantly contribute to high-quality emo-
tional datasets. Additionally, using multi-label emotions 
may more accurately describe emotional states and alle-
viate the challenge caused by fuzzy emotion boundaries. 
Referring to the one-sided limitation of textual data, in-
complete emotional information may be supplemented by 
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interacting with other modalities. These research direc-
tions are worthy of further attention. We also discussed 
TER in dialogue and believe that multi-party emotional 
interaction, personality modeling, and dynamic emotion-
al tracking can form new research directions. We believe 
that the latest TER technology systematically reviewed in 
this article will provide new insights for further research 
in this field. 
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