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Abstract—Utilization bound is a well-known concept introduced in the seminal paper of Liu and Layland, which provides a simple and practical way to test the schedulability of a real-time task set. The original utilization bound for the fixed-priority scheduler was given as a function of the number of tasks in the periodic task set. In this paper, we define the utilization bound as a function of the information about the task set. By making use of more than just the number of tasks, better utilization bound over the Liu and Layland bound can be achieved. We investigate in particular the bound given a set of periods for which it is still unknown if there is a polynomial algorithm for the exact bound. By investigating the relationships among the periods, we derive algorithms that yield better bounds than the Liu and Layland bound and the harmonic chain bound. Randomly generated task sets are tested against different bound algorithms. We also give a more intuitive proof of the harmonic chain bound and derive a computationally simpler algorithm.

Index Terms—Preemptive fixed-priority scheduling, rate-monotonic priority assignment, utilization bound.

1 INTRODUCTION

Despite the tremendous amount of work and advances in real-time scheduling theory, the best results for schedulability testing of periodic task sets under the preemptive fixed priority scheduling policy provide only pseudopolynomial time algorithms. For periodic tasks whose deadlines are before their periods, the feasibility problem is co-NP-hard [15] if the initial requests can arrive at different points in time. In practice, pseudopolynomial-time algorithms are often acceptable as compile-time (offline) schedulability tests, as has been popularized in RMA (Rate Monotonic Analysis) [11]. As real-time applications grow in complexity, task sets become more dynamic in that their parameters may change at runtime. For these applications, the pseudopolynomial-time schedulability tests may no longer be fast enough for use as admission tests in real time. One approach is deriving sufficient but not necessary polynomial testing algorithms [9]. For a task set, if the test succeeds, then the task set is schedulable; if the test fails, then the task set may or may not be schedulable. In contrast, the concept of utilization bound provides a fast sufficiency test for schedulability. The classic Liu and Layland bound [16] depends only on the number of tasks in the task set. It can be improved to \( n(2^n - 1) \), where \( K \leq n \), is the number of harmonic chains in the task set. A harmonic chain is a list of numbers in which every number divides the number before it. We shall give a more intuitive derivation of this bound, which allows us to derive a simpler algorithm than determining the number of harmonic chains for a given task set. If we make use of the period parameters in the task set, even better bounds can be derived. For example, [3] proved that a better bound can be achieved if all periods in a task set have values that are close to each other. Of course, if we make use of the execution times of the tasks as well, we can tell exactly if the task set is schedulable or not by performing a pseudopolynomial-time test, e.g., the critical-instant test as formulated in [2], [4], [10]. As we have mentioned, this may not be practical as an online admission test for dynamic real-time systems. There are different necessary and sufficient utilization bounds (exact bounds) for different classes of task sets. The more information of the task sets is provided, the better the utilization bound of the task sets. In this paper, we look at the task model where relative deadline equals the period and investigate the bound given the array of task periods. Even though we consider only periodic tasks which start requesting at time 0, the results in this paper can be easily extended to sporadic tasks which have arbitrary request times and minimum separation times. In addition, we shall assume rate/deadline-monotonic assignment of priority and the use of the critical-instant test as a feasibility test throughout this paper.

The paper is organized as follows: Section 2 introduces the concepts of extremely and critically utilizing task set and describes our approach to find the utilization bound.
Section 3 looks for the exact utilization bound given task periods. We believe, in general, the exact bound is difficult to get and instead try to derive some bound algorithms in Section 4. Park et al. [18], [19] derived this exact bound by linear programming, which is a novel approach and is not polynomial. Section 5 tests these algorithms with randomly generated task sets. We shall see how close they are to the exact bound. Finally, Section 6 is the conclusion. We end this section with above-mentioned two bounds:

**Theorem 1 (Theorem 5 in [16]).** For a set of $n$ tasks with fixed priority order, the least upper bound to processor utilization is $U = n(2^k - 1)$.

**Theorem 2 (Theorem 4 in [12]).** The least upper bound of the utilization bound for any task set in which the periods are selected from $K$ harmonic chains is at least $K(2^k - 1)$.

### 2 The Exact Bound for $(E, P)$-Type Task Set

An $(E, P)$-type task set is a set of periodic tasks $S = \{T_1, T_2, \ldots, T_n\}$, where $T_i = (E_i, P_i)$, $1 \leq i \leq n$, $E_i \leq P_i$, and $E_i, P_i$ denote, respectively, the execution time and period of the task $T_i$. The relative deadline equals the period of the task $T_i$. The least upper bound of the utilization factor smaller than $U$, the utilization bound as a function of $M$ — the class of task sets of interest — and we shall write the utilization bound $U_{EP}(M)$ as a function of $M$. For the Liu and Layland bound, we define $M_1 = \{S| |S| = n\}$, i.e., $M_1$ refers to all size-$n$ task sets. For any $U > n(2^k - 1)$, we can form an unschedulable task set whose utilization is $U$. We have the following corollary [16]:

**Corollary 1.** $U_{EP}(M_1) = n(2^k - 1)$.

In the following, we shall consider $U_{EP}(M_2)$, where $M_2$ is defined in the following:

**Definition 3.** For an array $P$ of size $n$, define $M_2 = \{S = \{E_1, P_1\}, T_2 = \{E_2, P_2\}, \ldots, T_n = \{E_n, P_n\}\}|[P_1, P_2, \ldots, P_n] = \hat{P}\}$.

Note we could define different class types of task sets. For example, if we define $M'$ to be the class of size-$n$ task sets whose ratio of the largest period to the smallest period $r$ is less than $2$, [13] proves that $U_{EP}(M') = (n - 1)(r^{-1}) + \frac{2}{r} - 1$. We only concentrate on $U_{EP}(M_2)$ in this paper. Let us first take a look at an example.

**Example 1.** Consider a set of six tasks with periods forming a vector $\hat{P} = [2, 3, 5, 6, 7, 35]$. $U_{EP}(M_1) = 0.7348$ according to Corollary 1. $\hat{P}$ can be formed from four harmonic chains (2, 6), (3), (5, 35), and (7). The harmonic chain bound according to Theorem 2 is 0.7568. Assuming that the execution time can only be integers, we find that $U_{EP}(M_2) = 0.7952$ by checking all possible execution assignments.

Note that $U_{EP}(M_2)$ is larger than both bounds calculated in Example 1. The question is whether we can find an algorithm to calculate a better utilization bound or, even better, the exact bound. We do not at present have a closed-form expression for $U_{EP}(M_2)$. Instead, by investigating the properties of $U_{EP}(M_2)$, we shall find safe utilization bounds that lie between $U_{EP}(M_2)$ and $U_{EP}(M_1)$ or $K(2^k - 1)$. We start by defining two important concepts in Section 2.1 which are crucial for establishing our results.

#### 2.1 Extremely and Critically Utilizing Task Sets

**Definition 4.** A task set extremely utilizes a processor if:

- It is schedulable by the RMA assignment of priorities.
- The execution time of the longest-period task is nonzero.
- Increasing the execution time of the longest-period task in the set will render the resulting task set unschedulable by RMA.

We shall call a task set that extremely utilizes a processor an extreme task set.

**Definition 5.** A task set critically utilizes a processor if:

- It is schedulable by the RMA assignment of priorities.
- Increasing the execution time of some task in the set will render the resulting task set unschedulable by RMA.
We shall call a task set that critically utilizes a processor a critical task set.

**Example 2.** The task set \( S = \{T_1, T_2, T_3\} \) with \( T_1 = (1, 2), T_2 = (1, 3), T_3 = (1, 12) \) critically but not extremely utilizes the processor.

First, the task set \( S \) in Example 2 is schedulable as we can easily check its critical-instant. If we increase the execution time of either \( T_1 \) or \( T_2 \), \( S \) will be unschedulable; but we can increase the execution time of \( T_3 \) from 1 to 2, still resulting in a schedulable task set. The subset \( \{T_1, T_2\} \) of \( S \) extremely utilizes the processor. Fig. 1 is the schedule of \( S \) in the first 12 time units.

Following the definition, we have:

**Corollary 2.** An extreme task set is a critical task set.

The critical instant of a task is when it requests processor and its utilization factor is equal to the minimum of the utilization factors of all critical task sets and let \( S_{\text{min}} \) be the critical task set with utilization equal to \( U_{\text{min}} \) such that increasing \( E_i \) of the \( i \)th task \( T_i = (E_i, P_i) \) in \( S_{\text{min}} \) will render \( S_{\text{min}} \) unschedulable.

**Lemma 1.** \( \bar{U}_{\text{EP}} = \text{the minimum of the utilization factors of all critical task sets} \).

**Proof.** Let \( U_{\text{min}} = \text{the minimum of the utilization factors of all critical task sets} \) and let \( S_{\text{min}} \) be a critical task set with utilization equal to \( U_{\text{min}} \) such that increasing \( E_i \) of the \( i \)th task \( T_i = (E_i, P_i) \) in \( S_{\text{min}} \) will render \( S_{\text{min}} \) unschedulable.

1. For any \( U \), if \( U > U_{\text{min}} \), we add \((U - U_{\text{min}}) \times P_i \) to \( E_i \). By construction, we get a new unschedulable task set with utilization factor \( U \). By Definition 2, \( U > \bar{U}_{\text{EP}} \). So, \( U_{\text{min}} \geq \bar{U}_{\text{EP}} \).
2. For any \( U \), if \( U > \bar{U}_{\text{EP}} \), since \( \bar{U}_{\text{EP}} \) is an exact bound, we can find a task set \( S \) whose utilization factor \( U_S \) is greater than \( \bar{U}_{\text{EP}} \) but no greater than \( U \) and it is also unschedulable. We can select a task from \( S \) which is unschedulable and reduce its execution time until it is just schedulable. By repeating this step until no task is unschedulable, we get a new task set whose utilization factor \( U_S' \) is less than \( U \) and whose latest selected task cannot increase its execution time without causing unschedulability. By definition, the derived task set critically utilizes processor. Thus, we have \( U_S' > U_{\text{min}} \). So, \( U > U_S' \). From the above 1 and 2, we get \( \bar{U}_{\text{EP}} = U_{\text{min}} \).

**Theorem 3.** For \( \bar{P} = [P_1, P_2, \ldots, P_n] \), \( \bar{U}_{\text{EP}}(M_2) = \min_{i=1}^{n} U_i \), where \( U_i \) is the minimum utilization factor of all extreme task sets of \( \bar{P} = [P_1, P_2, \ldots, P_n] \).

**Proof.** This follows directly from the above claims.

With Theorem 3 in mind, we shall concentrate our attention on the minimum of all extreme task sets satisfying a given task period array \( \bar{P} \).

**3. Calculate the Exact Utilization Bound**

In general, we could not find a polynomial algorithm for the exact bound of any \( \bar{P} \). In this section, we give results for some special cases. Section 3.1 gives the bound when \( P_n < 2P_1 \). Section 3.2 finds the bound when \( n = 2 \),
Section 3.3 finds the bound when \( n = 3 \), and Section 3.4 looks at the general case.

### 3.1 \( \overline{U}_{EP}(M_2) \) When \( P_1 < 2P_3 \)

**Lemma 2.** For \( \tilde{P} \), if \( P_1 < P_2 < \ldots < P_n < 2P_1 \), \( \overline{U}_n \) occurs when:

\[
E_i = P_{i+1} - P_i, \quad 1 \leq i < n \\
E_n = 2P_1 - P_n \\
\text{and} \quad \overline{U}_n = \sum_{i=1}^{n-1} \frac{P_{i+1} - P_i}{P_i} + 2 \frac{P_1 - P_n}{P_n}.
\]

**Proof.** Let \( \overline{U}_n \) happen with task set \( S, S = \{T_1, T_2, \ldots, T_n\} \).

First, we can prove that, starting from time 0, the second request of any \( T_i \) with \( 1 \leq i < n \) should be completed before \( P_n \). Otherwise, we can assign part of \( E_i \) to \( E_n \) and derive an extreme task set with less utilization.

Second, we can prove that \( E_n \) should be completed exactly at \( P_1 \). Otherwise, we can assign part of \( E_n \) to another task and derive an extreme task set with less utilization. This implies that the first requests of all tasks finish before \( P_1 \).

Third, we can prove that the second request of \( T_i, i < n \) should be completed exactly at time \( P_{i+1} \). Otherwise, we can assign part of \( E_i \) to \( E_{i+1} \) and derive an extreme task set with less utilization.

Thus, we have:

\[
E_i = P_{i+1} - P_i, \quad 1 \leq i < n \\
E_n = 2P_1 - P_n \\
\text{and} \quad \overline{U}_n = \sum_{i=1}^{n-1} \frac{P_{i+1} - P_i}{P_i} + 2 \frac{P_1 - P_n}{P_n}.
\]

We can check that this assignment of execution time extremely utilizes the processor.

### 3.2 \( \overline{U}_{EP}(M_2) \) When \( n = 2 \)

**Theorem 5.** For a two-task set of \( \tilde{P} = [P_1, P_2] \), \( P_1 < P_2 \), let \( P_2 = p_1 \cdot P_1 + r_1, 0 \leq r_1 < P_1 \). \( \overline{U}_{EP}(M_2) \) is obtained when:

\[
E_1 = r_1 \\
E_2 = P_2 - (p_1 + 1)r_1 \\
\text{and} \quad \overline{U}_{EP}(M_2) = \frac{E_1}{P_1} + \frac{E_2}{P_2}.
\]

**Proof.** \( \overline{U}_{EP}(M_2) = \min(U_1, U_2) \). It is obvious that \( U_1 = 1 \). The correctness for \( U_2 \) can be proven the same as the proof of Theorem 3 in [16]. It is obvious that \( U_2 \leq 1 = U_1 \), the execution assignment in the theorem also achieves \( \overline{U}_{EP}(M_2) \).

### 3.3 \( \overline{U}_{EP}(M_2) \) When \( n = 3 \)

It turns out the exact bound for a 3-task set is much more complicated than a 2-task set.

Look at a 3-task set of \( \tilde{P} = [P_1, P_2, P_3] \), \( P_1 < P_2 < P_3 \). If \( P_1 \) divides \( P_2 \) or \( P_3 \), or \( P_2 \) divides \( P_3 \), \( \overline{U}_{EP}(M_2) \) can be reduced to that of a 2-task set. So, we shall now consider the case where all periods are prime to each other.

Let \( P_3 = p_1 \cdot P_1 + r_1 = P_{1m} + r_1, 0 < r_1 < P_3 \); let

\[
P_3 = p_2 \cdot P_2 + r_2 = P_{2m} + r_2, 0 < r_2 < P_2.
\]

According to Theorem 3, \( \overline{U}_{EP}(M_2) = \min(U_1, U_2, U_3) \). Since \( U_1 = 1 \), \( \overline{U}_{EP}(M_2) = \min(U_2, U_3) \). \( U_2 \) can be calculated with Theorem 5. We shall now consider \( U_3 \).

Assume \( \overline{U}_{EP}(M_2) = \overline{U}_3 \) and look at a task set \( S = \{T_1, T_2, T_3\} = \{(E_1, P_1), (E_2, P_2), (E_3, P_3)\} \) with utilization \( \overline{U}_3 \). We claim that, in its critical-instant:

- Both requests of \( T_1 \) at \( P_{1m} \) and \( T_2 \) at \( P_{2m} \) finish before \( P_3 \).

**Proof.** Suppose \( \delta \) of \( T_1 \) finishes after \( P_{1m} \), we could reduce \( E_1 \) by \( \delta \) and increase \( E_2 \) by \( p_1 \delta \). We still have an extreme task set but utilization factor less than \( \overline{U}_{EP}(M_2) \). This is not possible. So, \( T_1 \)'s request at \( P_{1m} \) finishes before \( P_3 \). So does \( T_3 \)'s request at \( P_{2m} \). \( \square \)

- \( T_3 \) finishes before \( P_{1m} \) and \( P_{2m} \).

**Proof.** Suppose \( \delta \) of \( T_3 \) finishes after \( P_{1m} \), we could reduce \( E_3 \) by \( \delta \) and increase \( E_1 \) by \( \frac{p_1 \delta}{P_1} \). We either have an unschedulable or extreme task set but utilization factor less than \( \overline{U}_{EP}(M_2) \). This is not possible. So, \( T_3 \) finishes before \( P_{1m} \). For the same reason, \( T_3 \) finishes before \( P_{2m} \). \( \square \)
Fig. 2. Execution assignment of three-task set.

If we look at the critical-instant, the processor is busy from 0 to \( P_3 \). \( E_1 \) with the highest priority is always scheduled immediately upon request, \( E_2 \) is immediately executed in the time space left, and \( E_3 \) takes the rest of the time space.

We shall look at the execution assignment of \( T_1 \) and \( T_2 \) in the area \((\min(P_{1m}, P_{2m}), P_3)\) so that none of them will finish after \( P_3 \) and try to find the smallest utilization factor with \( E_3 = P_3 - (p_1 + 1)E_1 - (p_2 + 1)E_2 \).

There are two possible cases, \( P_{1m} \leq P_{2m} \) and \( P_{1m} > P_{2m} \).

a. \( P_{1m} \leq P_{2m} \). Please refer to Fig. 2a. We look at the schedule in \((P_{1m}, P_3)\).

First, we prove that the last request of \( T_2 \) before \( P_{2m} \) should be finished before \( P_{1m} \). Suppose it is finished after \( P_{1m} \). There are two cases of this: If the last request of \( T_2 \) before \( P_{2m} \) requests no later than the last request of \( T_1 \) before \( P_{1m} \) is finished, then \( E_1 + E_2 > P_{1m} - (P_{1m} - P_1) = P_1 > P_3 - P_{1m} \); if the last request of \( T_2 \) before \( P_{2m} \) requests later than the last request of \( T_1 \) before \( P_{1m} \) is finished, then \( E_2 + E_1 \geq P_{2m} - (P_{2m} - P_2) = P_2 > P_1 > P_3 - P_{1m} \).

In both cases, \( E_1 + E_2 > P_3 - P_{1m} \), so the last requests of \( T_1 \) and \( T_2 \) before \( P_3 \) cannot be finished before \( P_3 \). This violates the above proven property for \( S \). So, the last request of \( T_2 \) before \( P_{2m} \) should be finished before \( P_{1m} \) and the area \((P_{1m}, P_{2m})\) should be all assigned to \( T_1 \).

In area \((P_{2m}, P_3)\), suppose \( x \) is assigned to \( T_1 \), \( P_3 - P_{2m} - x \) is assigned to \( T_2 \). We have \( E_1 = (P_{2m} - P_{1m}) + x, E_2 = P_3 - P_{2m} - x \) and

\[ E_3 = P_3 - (p_1 + 1)E_1 - (p_2 + 1)E_2. \]

The utilization \( U = \frac{E_1}{P_1} + \frac{E_2}{P_2} + \frac{E_3}{P_3} = ax + b \), where

\[ a = \frac{1}{P_1} - \frac{1}{P_2} - \frac{p_1 - p_2}{P_{1m}} = \frac{p_1 - p_2}{P_{1m}} - \frac{p_1 - p_2}{P_{2m}} - \frac{p_1 - p_2}{P_3} \]

\[ b = \frac{P_{2m} - P_{1m}}{P_1} + \frac{P_3 - P_{2m}}{P_2} + \frac{(p_1 + 1)P_{1m} - (p_1 - p_2)P_{2m} - p_2 P_3}{P_3}. \]

Since \( a > 0 \), we should assign \( x = 0 \).

b. \( P_{1m} > P_{2m} \). Let \( \alpha \) be the number of \( T_1 \)'s requests in \((P_{2m}, P_3)\). There are two more cases:

b1. \( E_1 \leq P_{2m} - (P_{1m} - \alpha P_1) \). Please refer to Fig. 2b1. \( E_2 = (P_3 - P_{2m}) - \alpha E_1 \). The utilization \( U = \frac{E_1}{P_1} + \frac{E_2}{P_2} = \alpha E_1 + b \), where

\[ a = \frac{1}{P_1} - \frac{\alpha}{P_2} = \frac{(p_1 + 1) - \alpha(p_2 + 1)}{P_3}, \]

\[ b = \frac{P_3 - P_{2m}}{P_2} + \frac{\alpha P_1 - \alpha P_2 + p_2 P_2 + p_2 P_3 - p_2 P_3}{P_3}. \]

If \( a \geq 0 \), we should assign \( E_1 = 0 \); if \( a < 0 \), we should assign

\[ E_1 = \min(P_3 - P_{1m}, P_{2m} - (P_{1m} - \alpha P_1)). \]

b2. \( E_1 \geq P_{2m} - (P_{1m} - \alpha P_1) \). Please refer to Fig. 2b2. We have \( P_{2m} - (P_{1m} - \alpha P_1) \leq E_2 \leq P_3 - P_{1m} \). The request of \( T_1 \) before \( P_{2m} \) will be finished after \( P_{2m} \), so

\[ E_2 = (P_3 - P_{2m}) - \alpha E_1 \]

\[ - (E_1 - (P_{2m} - (P_{1m} - \alpha P_1))). \]

The utilization \( U = \frac{E_1}{P_1} + \frac{E_2}{P_2} + \frac{E_3}{P_3} = c E_1 + d \), where

\[ c = \frac{1}{P_1} - \frac{\alpha + 1}{P_2} = \frac{(p_1 + 1) - (\alpha + 1)(p_2 + 1)}{P_3}, \]

\[ d = \frac{P_3 - P_{1m} + \alpha P_1}{P_2} \]

\[ + \frac{(p_2 + 1)P_{1m} - (p_2 + 1)P_1 - p_2 P_3}{P_3}. \]

If \( c \geq 0 \), we should assign

\[ E_1 = P_{2m} - (P_{1m} - \alpha P_1); \]

if \( c < 0 \), we should assign \( E_1 = P_3 - P_{1m} \).

Note we should check both cases of \( b \) to find the appropriate execution assignment.

Note also we assumed \( \overline{U}_{EP}(M_2) = \overline{U}_3 \). If \( \overline{U}_{EP}(M_2) \neq \overline{U}_3 \), the above assignments may cause \( T_1 \) unschedulable or \( E_3 < 0 \). Let us assign 0 to \( E_3 \) if it is calculated negative. In both situations, we can still calculate the utilization, which must not be smaller than \( \overline{U}_2 \).

By choosing the smaller of \( \overline{U}_2 \) and the utilization calculated above for \([P_1, P_2, P_3]\), we get \( \overline{U}_{EP}(M_2) \).

Example 3. This is a list of examples for different cases in this subsection.
The proof idea is the same.

**Definition 6.** For a task set \( S = \{ T_1, T_2, \ldots, T_n \} \) with \( P_1 < P_2 < \cdots < P_m \), let:

\[
P_m = p_m P_1 + r_i, \quad 0 
\]

\[
e_i = \frac{P_1 - r_i}{P_1}
\]

\[
\alpha_{ij} = \text{number of requests of } T_j \text{ between } p_i \text{ and } P_m \text{ when } p_i P_1 \leq P_m.
\]

3.4 \( \overline{U}_{EP}(M_2) \) in General

The difficulty in getting exact an utilization bound for 3-task sets in the above section shows how hard it will be to find the exact utilization bound for any given \( \overline{P} \). It is still open if there is a polynomial algorithm.

If we limit periods and execution times to be integers, we could derive the exact bound by exhaustively testing all possible execution assignments in the critical-instant. We shall give such an algorithm in the next section.

4 Bound Algorithms

In this section, we shall look at the properties of \( \overline{P} \) and try to derive algorithms that yield utilization bounds less than \( \overline{U}_{EP}(M_2) \) yet better than the known bounds. In the mean time, we give another proof of Theorem 2.

**Definition 6.** For a task set \( S = \{ T_1, T_2, \ldots, T_n \} \) with \( P_1 < P_2 < \cdots < P_m \), let:

\[
P_m = p_m P_1 + r_i, \quad 0 
\]

\[
e_i = \frac{P_1 - r_i}{P_1}
\]

\[
\alpha_{ij} = \text{number of requests of } T_j \text{ between } p_i \text{ and } P_m \text{ when } p_i P_1 \leq P_m.
\]

4.1 Reduction of \( \overline{P} \) to \( \overline{P}' \) where \( P'_n < 2P'_{i1} \)

**Theorem 6.** Given an array \( \overline{P} \), let \( \overline{P}' = [P'_{i1}, P'_{i2}, \ldots, P'_{in}] \) with \( P'_i = p_i P_1 \leq P_m \) for \( 1 \leq i < n \) and \( P'_n = P'_m \). Then, the minimum utilization factor of all extreme task sets satisfying \( \overline{P} \) is no smaller than that of \( \overline{P}' \).

With the above results, we now introduce our first bound calculation algorithm:

**Algorithm 1**

**input:** TaskPeriod[\( n \)] in nondecreasing order

**output:** utilization bound

**var**

NewPeriod: array[1 \ldots n] of integer;

**begin**

\( \overline{U} := 1; \)

for \( i := 2 \) to \( n \) do

begin

for \( j := 1 \) to \( i \) do

\[\text{NewPeriod}[j] := \text{TaskPeriod}[j] \times \frac{\text{TaskPeriod}[i]}{\text{TaskPeriod}[j]};\]

\( \overline{U}' := \sum_{j=1}^{i-1} \text{NewPeriod}[j] - \text{NewPeriod}[i];\)

\( \overline{U}' := \frac{\overline{U}'}{\text{NewPeriod}[i]};\)

if \( \overline{U} > \overline{U}' \) then \( \overline{U} := \overline{U}' \);

end

return(\( \overline{U} \));

**end**

The correctness of Algorithm 1 follows from Theorem 3, Theorem 4, and Theorem 6. Its complexity is \( O(n^2) \). Note Algorithm 1 is not concerned with the task execution times as we know the exact bound of the new period vector is no larger than that of the original period vector, hence the exact bound of the new vector is a bound of the original vector.

**Example 4.** The utilization bound calculated according to Algorithm 1 is 0.7833 for \( \overline{P} = [2, 3, 5, 6, 7, 35] \) in Example 1.

4.2 A Better Algorithm than the Harmonic Chain Method

Consider a period array \( \overline{P} = [P_1, P_2, \ldots, P_n] \). According to Theorem 3, there is a smallest \( m \), \( 1 \leq m < n \), \( \overline{P} = [P_1, P_2, \ldots, P_m] \), and \( \overline{U}_{EP}(M_2) \) of \( \overline{P} \) equals \( \overline{U}_{EP}(M_2) \) of \( \overline{P}' \). We define \( \overline{U}_{EP}(M_2) \) of \( \overline{P}' \) to be \( \overline{U}_{EP}(M_2) \).

**Lemma 3.** Let \( \overline{U}_{EP}(M_2) = \overline{U}_{EP}(M_2) \). If \( P_i \) divides \( P_j \), \( 1 \leq i < j \leq m \), then \( \overline{U}_{EP}(M_2) \) of \( \overline{P} \) equals \( \overline{U}_{EP}(M_2) \) of \( \overline{P}' = [P_1, P_2, \ldots, P_{i-1}, P_{i+1}, \ldots, P_m] \).

**Proof.** Since the extreme task set of \( \overline{P}' \) is a special case of \( \overline{P}' \) with \( E_i = 0 \), we only need to prove that the minimum utilization factor of all extreme task sets of \( \overline{P}' \) is no less than that of \( \overline{P}' \).

For any extreme task set \( S \) of \( \overline{P}' \), there is a corresponding task set \( S' \) of \( \overline{P}' \) with the same utilization factor by reassigning all the execution times of \( E_i \) to the task \( T_j \), i.e., adding \( E_i \times \frac{P_j}{P_i} \) to \( E_i \). Let’s look at the critical instant of \( T_m \) in both task sets. At any time, the outstanding execution of \( S' \) is no less than that of \( S \). Since the processor does not idle for \( S' \), so it does not for \( S' \). This implies that, for \( S' \) increasing, \( E_m \) will cause \( P_n \) to miss deadline. So, \( S' \) is either extreme or unschedulable. If \( S \) has the minimum utilization factor, \( S' \) should
be schedulable; otherwise, we can derive from \( S' \) a critical task set by reducing the unschedulable execution of the unschedulable tasks. This critical task set has a smaller utilization factor. This violates the assumption that \( U_{EP}(M_2) = U_{EP}(M_2) \). So, \( S' \) is an extreme task set. If \( S \) of \( \bar{P} \) has the minimum utilization factor, we have \( S \) of \( \bar{P} \) with the same utilization factor. That means the minimum utilization factor of \( \bar{P} \) is no smaller than that of \( \bar{P} \).

Lemma 3 suggests that the addition of a new task whose period is a multiple of or divides an existing period is less likely to result in a smaller utilization bound for the new task set. Note that, in Lemma 3, we can only delete the period \( P_i \), which is the divisor. Assigning execution time of \( P_i \) to that of \( P_j \) will not necessarily result in an extreme task set.

Example 5. Consider \( \bar{P} = [2, 3, 6] \) and \( \bar{P}' = [6] \), which is reduced from \( \bar{P} \) by removing periods that divide other periods. Since the minimum utilization factor of all extreme task sets of \( \bar{P}' \) is 1, we know that \( U_{EP}(M_2) = 0.83333 \ldots \) cannot be the minimum of all extreme task sets of \( \bar{P} \). Instead, it is the minimum of all extreme task sets of \( \bar{P}' \) with \( E_1 = E_2 = 1 \) (Theorem 3).

We can now give another proof of Theorem 2.

**Proof.** Look at any period array \( \bar{P} \) whose elements are selected from \( K \) harmonic chains. According to Theorem 3, \( U_{EP}(M_2) = \min_{i=1}^{n} U_i \), \( 1 \leq i \leq n \). For each \( \bar{P'} \), we remove any period that divides another period in \( \bar{P} \). Let the resulting array be \( \bar{P}' \) and the minimum utilization factor of all extreme task sets of \( \bar{P}' \) be \( U' \). We have \( U_{EP}(M_2) \leq U' \). According to Lemma 3, \( U_{EP}(M_2) = \min_{i=1}^{n} U_i = \min_{i=1}^{n} U_i \).

By construction, no two tasks from the same harmonic chain can both be in \( S' \) since one will be removed because of the other. So, \( \bar{P}' \) has at most \( K \) elements. By applying Theorem 1, we have \( U_i \geq K(2^\frac{k}{n} - 1) \). So, we have:

\[
\begin{align*}
U_{EP}(M_2) &= \min_{i=1}^{n} U_i \\
&= \min_{i=1}^{n} U_i \\
&\geq \min_{i=1}^{n} (K(2^\frac{k}{n} - 1)) \\
&= K(2^\frac{k}{n} - 1).
\end{align*}
\]

Theorem 2 is a major result of [12] which improves the bound of [16]. The alternative proof above also suggests a more efficient way to compute the harmonic-chain bound than the graph-theoretic method in [12].

**Algorithm 2**

**input:** TaskPeriod\([n]\) in nondecreasing order

**output:** utilization bound

**var**

TaskAttr: array\([1 \ldots n]\) of integer;

[smallest period that divides its own period]

**begin**

for \( i := 1 \) to \( n - 1 \) do

\[ \text{TaskAttr}[i] := \infty; \]

for \( j := n \) downto \( i + 1 \) do

if \((\text{TaskPeriod}[j] \mod \text{TaskPeriod}[i] = 0)\) then

\[ \text{TaskAttr}[i] := \text{TaskPeriod}[j]; \]

end

\[ \text{TaskAttr}[n] := \infty; \]

\[ k := 0; \]

for \( i := 1 \) to \( n \) do

\[ j := 0; \]

for \( m := 1 \) to \( i \) do

if \( \text{TaskAttr}[m] \leq \text{TaskPeriod}[i] \) then

\[ j := j + 1; \]

if \( k < i - j \) then

\[ k := i - j; \]

end

return\((k \cdot (2^\frac{k}{n} - 1)); \)

end

The correctness of Algorithm 2 follows from Theorem 3 and Lemma 3. Its complexity is \( O(n^2) \), which is better than that of harmonic chain \((O(n^3))\). Even better, the bound of Algorithm 2 is actually tighter than that of the harmonic chain, as is illustrated in the following example.

**Example 6.** The utilization bound calculated according to Algorithm 2 is 0.7798 for \( \bar{P} = [2, 3, 5, 6, 7, 35] \) in Example 1. This bound is better than the harmonic bound (0.7568).

Referring to Fig. 3, there are four harmonic chains in \( \bar{P} \), but two chains: \((2 \to 3) \) and \((3 \to 6) \) merge at 6, which is smaller than the starting number of another chain, namely, \((7 \to 35) \). So, the \( k \) in Algorithm 2 is always smaller than 4— the number of harmonic chains in \( \bar{P} \).

Algorithm 2 also suggests some intuition of how to add a new task into the task set without decreasing the utilization bound: The period of the new task should be a multiple or divisor of an existing task’s period. If not, it should be chosen such that the \( k \) defined in the algorithm does not increase.

### 4.3 An Even Better Algorithm

We shall use the notation in Definition 6.

**Lemma 4.** Let \( U_{EP}(M_2) = U_{EP}(M_2) \). Consider \( P_j \) and \( P_k \) in \( \bar{P}' \), \( p_m = p_j P_j + r_j = p_k P_k + r_k \). If \( p_j P_j \leq p_k P_k \) and \( e_k \leq \alpha e_j \), then \( U_{EP}(M_2) \) is equal to the minimum utilization factor of all extreme task sets of \( \bar{P}' \).

**Proof.** As in Lemma 3, we only need to show that the minimum utilization factor of all extreme task sets of \( \bar{P}' \) is no smaller than that of \( \bar{P} \).
From \( e_k \leq \alpha_j e_j \) we get \( \frac{P_j - r_k}{\alpha_j P_j} \leq \frac{P_j - r_j}{P_j} \). By subtracting both denominators from their numerators, we get \( \frac{P_j - r_k}{\alpha_j P_j P_j - r_k} \leq \frac{P_j - r_j}{P_j P_j - r_j} \). By definition, the denominator of the lefthand side is no greater than that of the righthand side: \( \alpha_j P_k - (P_k - r_k) \leq r_j \). The numerator of the lefthand side must therefore be no greater than that of the righthand side: \( P_k - r_k < P_j - r_j \). Summing this inequality with the last, we have, finally: \( \alpha_j P_k \leq P_j \).

Hence, the priority of \( T_k \) cannot be lower than that of \( T_j \).

Assume the minimum is attained at \( E_i, 1 \leq i \leq m \) and \( E_k > 0 \). We know the processor is always busy in \((0, P_m)\). Next, we derive a corresponding execution time assignment for \( P' \):

\[
E'_i = E_i, \text{ if } l \neq j \text{ or } k \text{ or } m \\
E'_j = E_j + \alpha_j E_k \\
E'_m = E_m - (p_j + 1)\alpha_j E_k + (p_k + 1)E_k
\]

In the last part from \( p_j P_j \) to \( P_m \), we subtract the same amount from \( E_k \) as we increase \( E_j \). Since \( \alpha_j P_k \leq P_j \), we know for sure that starting from \( p_j P_j \) backward, in each of \( T_j \)'s period, the increase of \( E_j \) can be scheduled in the space left by \( E_k \). We also have \( E'_m > E_m \). The increase of \( E_m \) is scheduled in the extra space left by \( E_k \). The increase of \( E_m \) is large enough that there is no idle time from \( 0 \) to \( P_m \). In the new schedule, the processor is still busy in \((0, P_m)\). So, the new task set either extremely utilizes the processor or is unschedulable. It cannot be unschedulable for the minimum utilization case since, otherwise, we can derive from the unschedulable task set a critical task set with a new utilization factor, which is less than \( \bar{U}_{EP}(M_2) \) from the following calculation. This violates the assumption that \( \bar{U}_{EP}(M_2) \) is equal to the minimum. Now, let us compare their utilization factors:

\[
U' = U + \alpha_j E_k \frac{E_k}{P_j} - E_k + \frac{-\alpha_j E_k E_k + (p_k + 1)E_k}{P_n} \\
= U + E_k \frac{E_k}{P_j} - \frac{\alpha_j E_k E_k}{P_n} \\
= \bar{U}_{EP}(M_2)
\]

\( E_k \) should be 0 in order to make \( \bar{U}_{EP}(M_2) \) the minimum. So, the minimum utilization factor of all extreme task sets of \( P' \) is equal to that of \( \bar{P} \).

**Definition 7.** Given a period array \( \bar{P} \), suppose we delete from it all periods according to Lemma 3 and Lemma 4. We call the resulting period array: \( \bar{P} \) reduced the reduced array of \( \bar{P} \).

From Theorem 3 and Lemma 4, we have the following theorem:

**Theorem 7.** Let \( \bar{P} = \{P_1, P_2, \ldots, P_n\} \),

\[
\bar{U}_{EP}(M_2) = \min_{i=1}^{n} U'_i, \text{ } 1 \leq i \leq n,
\]

where \( U'_i \) is the minimum utilization factor of all extreme task sets of the reduced array of \( \bar{P} = \{P_1, P_2, \ldots, P_n\} \).

**Algorithm 3**

input: TaskPeriod \([n]\) in nondecreasing order
output: utilization bound

\[
\text{var} \begin{array}{l}
\text{TaskPeriod1: array}[1 \ldots n] \text{ of integer;}
\text{TaskPeriod2: array}[1 \ldots n] \text{ of integer;}
\end{array}
\]

\[
\text{begin}
U := 1; \\
\text{for } i := 1 \text{ to } n \text{ do begin}
\text{TaskPeriod1} := \text{ reduced task pattern of TaskPeriod1;}
\text{TaskPeriod2} := \text{ task pattern from TaskPeriod1 with } P := \{0 \} \times P \text{ for each element } P; \\
\bar{U} := \text{ utilization factor calculated from TaskPeriod2 using Theorem 4;}
\text{if } \bar{U} > U \text{ then } U := \bar{U};
\end{begin}
\text{return(\(U\));}
\end{begin}
\]

The correctness of Algorithm 3 follows from Theorem 4, Theorem 6, and Theorem 7. Its time complexity is \( O(n^3) \), but the resulting bound is better than that of Algorithm 2.

**Example 7.** The utilization bound calculated according to Algorithm 3 is 0.7833 for the period array \( \bar{P} = \{2, 3, 5, 6, 7, 35\} \) of Example 1. This bound is better than the one from Algorithm 2 (0.7798).

**4.4 Algorithm of Exact Bound**

Before we present the last algorithm, we give two corollaries. We shall again use the notation in Definition 6.

**Corollary 5.** Let \( \bar{U}_{EP}(M_2) = U_{EP}^{m}(M_2) \). In the bound case, \( E_m \) should be completed before the smallest \( p_i P_i, 1 \leq i \leq m \) and exactly on \( kT_i \) for some integer \( k \) and \( i \).

**Proof.** Suppose some \( \delta \) of \( E_m \) completed after the smallest \( p_i T_i \), we can derive a new task set \( S' \) with \( P'_j = P_j, 1 \leq j \leq m \) and

\[
E'_j = E_j, \text{ if } j \neq i \text{ or } j \neq m \\
E'_i = E_i + \frac{\epsilon}{P_i + 1} \\
E'_m = E_m - \epsilon
\]

with \( 0 < \epsilon < \delta \). \( S' \) still extremly utilizes the processor or is unschedulable since increasing the execution time of any task will result in \( T'_m \) unschedulable. The new utilization factor:
U' = U + \frac{\epsilon (r_i - P_i)}{(p_i + 1) P_m P_i} \\
= U + \frac{\epsilon (r_i - P_i)}{(p_i + 1) P_m P_i} \\
\leq U \\
= \bar{U}^m_{EP}(M_2).

This is not possible since \( \bar{U}^m_{EP}(M_2) \) is supposed to be the minimum. Our assumption is thus incorrect. Also, \( E_m \) should be completed exactly on \( kT_i \) for some integer \( k \) and \( i \); otherwise, the processor will idle between its completion time and the next nearest request of other tasks. \( \square \)

**Corollary 6.** Let \( \bar{U}^m_{EP}(M_2) = \bar{U}^m_{EP}(M_2) \). In the bound case, for all \( i, 1 \leq i < m \), request of \( T_i \) at \( p_i P_i \) should be finished before \( P_m \).

**Proof.** Suppose some \( \delta \) of \( E_i \) completed after \( P_m \), we can derive a new task set \( S' \) with \( P_j' = P_j, 1 \leq j \leq m \) and

\[
E_j' = E_j, \text{ if } j \neq i \text{ or } j \neq m \\
E_i' = E_i - \frac{\epsilon}{p_i} \\
E_m' = E_m + \epsilon
\]

with \( 0 < \epsilon < \delta \). \( S' \) still extremely utilizes the processor since all tasks are still schedulable and increasing the execution time of any task will result in \( T_m' \) unschedulable. The new utilization factor:

\[
U' = U - \frac{\epsilon}{p_i} + \frac{\epsilon}{P_m} \\
= U - \frac{\epsilon r_i}{p_i P_m P_i} \\
\leq U \\
= \bar{U}^m_{EP}(M_2).
\]

This is not possible since \( \bar{U}^m_{EP}(M_2) \) is supposed to be the minimum. Our assumption is thus incorrect. \( \square \)

If we assume that all periods and execution times are integer, we have the following algorithm:

**Algorithm 4**

_input: TaskPeriod[n] in nondecreasing order_

_output: exact utilization bound_

\[
\text{begin} \\
\text{var} = \text{array}[1 \ldots n] \text{ of integer; } \\
\quad \text{[remains from the biggest } P] \\
\text{begin} \\
\quad r := \text{the remains after dividing } P_i; \\
\quad \text{for each task } T_j, \text{ assign execution time from } 0 \text{ to } r[j] \text{ begin} \\
\quad \text{if a combination extremely utilizes the processor begin} \\
\quad \text{end} \\
\text{return}(\bar{U});
\]

The complexity of Algorithm 4 is exponential. This limited the size of the test we have in the next section, where we have to calculate the exact bound for comparison.

### 4.5 Remarks

In summary, the harmonic chain bound is better than the Liu and Layland bound. The bound from Algorithm 2 is better than the harmonic chain bound. The bound from Algorithm 1 is better than the Liu and Layland bound. It is also better than the harmonic chain bound for the array \( P = [2, 3, 5, 6, 7, 35] \) of Example 1. But, for the array \( P = [2, 4, 7] \), the harmonic chain bound (0.8284) is better than the bound from Algorithm 1 (0.8095) and both are still better than the Liu and Layland bound (0.7798). Algorithm 2 is better than the harmonic chain method; Algorithm 3 is better than Algorithm 1 and Algorithm 2. All of the bounds are smaller than that of Algorithm 4, which gives the exact bound, but is exponentially complex.

We should point out that the bound calculation algorithms are not limited to the ones we give here. We can derive different algorithms by combining the results in this paper in different ways. For example, we could combine Algorithm 1 and Algorithm 2 together. A better bound could also be derived if we could further remove periods from the \( \bar{P} \) or further exploiting the period relationships. For example, [3] showed that, if all periods in a task set have values that are close to each other, a better bound than the Liu and Layland bound can be achieved.

### 5 Comparison of Different Bounds

The previous section gives several bound algorithms. We proved their relative tightness. In this section, we run these algorithms on randomly generated period arrays. We want to see how close to 1 the exact bound is, how close to the exact bound these bounds are, and the relative tightness among these algorithms.

Since Algorithm 4 is exponential, we are unable to test with a large number of tasks per set or big periods. The maximum task period is limited to 100. We tested with different task set size \( n \). For each \( n \), 100 different \( \bar{P} \)s are generated and their exact utilization bound are calculated. We take the average of the samples for each \( n \). Fig. 4 shows these averages and the Liu and Layland bound of different \( n \). We could see the exact bound is sufficiently larger than the Liu and Layland bound. Also, the Liu and Layland bound gets closer to the exact bound as \( n \) increases. One of the reasons could be because we average 100 different exact bounds, which smooths out certain bigger exact bounds of particular period arrays. Also, as \( n \) increases, the period relationship becomes more complex, the benefit of which is that the exact bounds hence decrease.

We also run the different bound algorithms on the samples. In each of the \( \bar{P} \), the Liu and Layland bound is no more than the harmonic bound, which is no more than that
calculated by Algorithm 2, which is, in turn, no more than that calculated by Algorithm 3, which is, further, no more than the exact bound. The bound calculated by Algorithm 1 is no less than the Liu and Layland bound and no more than that calculated by Algorithm 3. To compare their tightness, we calculate their rate to the exact bound. Again, the averages of these rates are recorded. Fig. 5 shows the averages of different algorithms for different $n$. The lines of harmonic and Algorithm 2 overlap each other, with that of Algorithm 2 a little bigger for some $n$.

When $n = 1$, all bounds equal 1. For $n > 1$, all bounds are between the Liu and Layland bound and the exact bound; they converge as $n$ increases, like in Fig. 4. However, the bound averages do not smoothly converge with $n$. This could be because of the limited task sizes and the limited samples. In general, we expect the bounds to decrease with $n$. One interesting finding is that Algorithm 1 gives a relative better result with regard to its complexity.

6 Conclusion

There are many real-time applications where a quick online scheduling decision is necessary. The exact schedulability tests are known to be computationally difficult. Utilization bound is a good online test method where a task set is guaranteed schedulability if its utilization is no more than a bound.

In this paper, we revisited the utilization bounds for $(E, P)$-type tasks. We sharpen existing bounds by making the distinction between extreme and critical task sets and by making explicit the dependency of utilization bounds on the information about the task parameters. The Liu and Layland bound is a function of $n$—the number of tasks in a set; the harmonic chain bound is a function of $K$—the number of harmonic chains the task periods are from; we look at the bound given the vector of task periods. There is still no known polynomial algorithm to calculate the exact utilization bound given the task periods. We give in this paper the exact bound for some special cases.

Unable to derive the exact bound easily, we give bound algorithms that take as input the period array of an $(E, P)$-type task set and outperform previous bound algorithms. We also give a simpler proof for the harmonic chain bound. The algorithms are tested and compared with randomly generated task periods. The test confirms the correctness of the algorithms and the results we proved in the paper.

In many applications, the task periods are predetermined by the physical environment. For them, the algorithms provided in this paper give a faster schedulability test than critical-instant check and a better bound than previous ones.
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