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Abstract
1 2 There is a critical need in computer security to communicate risks and thereby

enable informed decisions by naive users. Yet computer security has not been en-
gaged with the scholarship of risk communication. While the existence of malicious
actors may appear at first to distinguish computer risk from environmental or medi-
cal risk, the impersonal un-targeted nature of the exploitation of computing resources
and the technical complexity of the risks are similarities. This work is a first experi-
mental step in evaluating the informal, implicit, and unexamined use of mental mod-
els in computer security. The experiments described in this paper have three results.
First, the experiments show that for a wide range of security risks self-identified se-
curity experts and non-experts have quite distinct mental models. Second, a stronger
definition of expertise increases the distance between the mental models of non-experts
and experts. Finally, the implicit and informal use of models through metaphors in
the computer security community has not resulted in metaphors that match the men-
tal models of naive users, and more surprisingly , of self-identified experts. We close
with a description of our research agenda targeted at developing a better understand-
ing of the mental models of naive users.

1Reference as Farzeneh Asgapour, Debin Liu and L. Jean Camp, Risk Communication in Computer Secu-
rity using Mental Models, WEIS 2007, (Pittsburgh, PA) 5-6 June 2007.

2This work was produced in part with support from the Institute for Information Infrastructure Protec-
tion research program. The I3P is managed by Dartmouth College, and supported under Award number
2003-TK-TX-0003 from the U.S. DHS, Science and Technology Directorate. This material is based upon work
supported by the National Science Foundation under award number 0705676. Opinions, findings, conclu-
sions, recommendations or points of view in this document are those of the author(s) and do not necessarily
represent the official position of the U.S. Department of Homeland Security, National Science Foundation,
the Science and Technology Directorate, the I3P, the NSF, Indiana University, or Dartmouth College.
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1 Introduction

Solutions to the problem of lack of security adoption have included insurance that cor-
relates with security practices [2], changing defaults so that security is difficult to avoid
[28], and improved system usability [42], [16] [43]. It is the core contention of this paper
and our team’s associated research agenda that there is a clear and profound need for ef-
fective risk communication. While there have been studies of user conceptions of privacy
[20] and usable security; these have focused on system design rather than content commu-
nication. In this paper we offer our own step forward in examining risk communication
in the context of computer security.

Effective security risk communication requires both communicating risk information
and motivating the appropriate risk behaviors. One may think that since experts best
understand the risks to be described, that the expert’s mental model is the most reliable
for designing risk communication instruments. The essential point is that the purpose of
risk communication is not conveying the perfect truth to the users, but rather prompting
them to take an appropriate action to defend their system against a certain threat. While
mitigation of a risk requires knowledge of the general nature of that risk, efficacy of the
risk communication requires communication that is aligned with the mental model of the
target group. Effective risk communication often requires more of an understanding of the
risk perception of the communication target, as opposed to a communication optimized
for technical accuracy. [41, 32]

The mental models approach is a risk communication method grounded in the con-
ceptual models of the recipients of risk communication. A mental model is a simplified
internal concept of a process. This concept is case specific and may depend on life ex-
perience, stigmatization of the risk, perception of the risk, and individual information
processing strategies [37]. The mental models approach has been successfully applied in
environmental as well as medical risk communication [25] [38]. There has been one ini-
tial exploration of mental models in privacy research [15] but none in security research.
(Obviously excluding the work of described here.)

The first step in out application of mental models to computer security research was to
determine the scope of mental models used in the computer security profession. We began
with an examination of the security literature and found five widely used conceptual
models implicit in language or explicit in metaphors. A more complete description of
the use of these metaphors and more examples of their use in security can be found in
[8]. These conceptual models form the basis of this experimental exploration of mental
models.

Physical Safety: The physical concept of security is implicit in descriptions of ‘locks’,
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‘keys’, ‘safe computing’ and other mechanisms for physical risk mitigation. This
concept implies individual and localized control.

Medical Infections: The model of security incidents as medical infections is grounded
in the patterns of diffusion of ‘computer infections’. ‘Worms’, and ‘swarms’ are
terms of art in computer security. A research domain in computer security is the
importance of heterogeneity in the larger network, or the network as ecosystem.
[27].

Criminal Behavior: Computer security violations can be criminal with the launching of
‘malicious’ code, but these virtual acts cannot include a physical ‘break-ins’ or ‘in-
trusion’. The concept of computer risks as risks of being a victim of crime acknowl-
edges the existence of a malicious and motivated attacker.

Warfare: The warfare concept of computer security implies the existence of a determined
implacable enemy, with ‘demilitarized zones,’ ‘firewalls’, and ‘offensives’. This
model has the potential to leverage horror by leveraging the horrors of war [14],
yet this model also leaves the individual home computer owner out of the equation.

Economic Failure: Security and network or software vulnerabilities can be seen as mar-
ket failures [3, 35, 45]. Vulnerabilities, in particular, are externalities [7]. Computer
security failures cause downtime and costs [10, 21].

These metaphors arose as ad-hoc labeling with some being evocative (e.g., an ‘intru-
sion’ into a computer) and some approaching non-sensical (e.g., ‘phishing’). Previously
there had not been explicit mental models evaluation of these metaphors with respect to
either expert or non-expert conceptions of computer security risk. Therefore we designed
this experiment to answer a series of preliminary questions. The goals is not only to ob-
tain first cut answers at these questions, but also to inform the design of future qualitative
work in evaluating computer security risk communication.

The first question is if the above metaphors and models implicit in the security liter-
ature correlate with the mental models of experts or non-experts. Second, do the mental
models of experts correlate with the mental models of lay users? Third, how sensitive
is the correlation between experts’ and non-experts’ mental models to the definition of
expertise? Fourth, to what extent can we characterize these differences?

In order to answer the above questions we implemented two card sorting [24] exper-
iments. The two experiments differ in definition of expertise.

Our results argue that the concepts of security as embedded in literature are not well
matched to the mental models of non-experts, and more surprisingly, of experts. Further,
we find experts and non-expert users have significantly different mental models. These
results proved sensitive to the definition of expert. The more stringent the definition of
the expert, the greater the distance between the mental models of self-defined expert and
non-experts.
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Section 2 identifies some the related work in risk communication. Section 3 explains
the details of our experimental setup. Section 4 covers the data analysis and findings.
Section 5 concludes the paper with a review of the findings and our future research di-
rection.

2 Related Work

Better risk communication with respect to computer privacy and security risks is needed
to change the risk behaviors of individual naive users. Risk communication in the com-
puter security context has typically consisted of messages designed by security experts
to inform a community of non-experts. These communications attempt to communicate
complex risk in an environment where there is competition for the individual’s attention,
and the range of expertise is significant. This communication is made more complex by
the lack of validated security metrics in which the communication could be grounded. In
contrast to health and environmental research, there is no widely used or supported se-
curity risk assessment mechanism. Two security experts completing an assessment with
the same data may come to very different conclusions. Best practices and rules of thumb
abound. For example, a leading textbook is named Computer Security: Art and Science. [4]
As a result, uninformed risk behaviors by naive users remain a challenge in computer
security.

A common user experience is that of a text box popping up during the context of an
online choice. The current, pop-up box method of risk communication embeds many
elements that have been rejected in risk communication literature. First, the information
lacks context. [40] The findings are not put into perspective. There is no indication of a
standard that you can use to judge the risk, or instructions on enabling the action while
mitigating the risk. [23].

The security warning provides either an option of overly technical information, as
shown in Figure 1 or extremely high level information, as shown in Figure 2. When the
more detailed information is provided, it is not effectively communicated.

Rarely are the risks corresponding to the actions in the risk communication clearly
identified. In no case is there an indicator of risk-reducing action that might be taken in
order to reduce the risks should the user choose the particular action. Examples of actions
that individuals could take to mitigate risks include assuring that the latest version of the
browser is installed or that there are functioning firewall and virus programs. Another
example is that the browser application can confirm that the person is not browsing in
super-user mode. Additional functionality could determine if the latest patches are in-
stalled. In the communication to the user, the risks are not associated with the actions.
The risk of having a subverted machine and thus being both a victim and an unknow-
ing participant in computer crime is in no way visible in the communication about the
action. [17]
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Figure 1: Extremely High Level Information

The information in Figure 2 is presented in its most technical form, bereft of even
minimal narrative. While the extent of narrative may be debated, the complete absence of
narrative and context is rarely optimal. [22]

In modern interaction information systems, the risk communication mechanisms them-
selves are not built to allow individuals to annotate, share or easily examine their own his-
tories of risk-taking to evaluate their decisions. The result is that individuals take social
and individual risks that, on their face, would seem unacceptable. Individuals with com-
puters that are not secure support socially unacceptable behaviors including spamming
others, hosting phishing sites, participating in extortion, and other malicious behaviors.
[19] The lack of computer security can result in socially malicious behavior as well as per-
sonal loss, yet there is no information on these risks, just warning about specific behaviors.
[44]

Risk communication to end users has consistently failed in the computer security
realm. As a result individual home users of machines are not only at risk from losing
all their personal information, but in fact are unknowing and unwilling participants in
electronic crime. While there are a range of technologies to mitigate this state of affairs,
adoption of even free technologies has proven inadequate to mitigate these threats. Ex-
amples of free technologies include the stand alone (e.g., Zone Alarm is a free and open
source firewall) and the bundled (e.g. WPA is available on all wireless routers sold for
home markets). The problem of individuals who do not address known security vul-
nerabilities is so great that the most damaging worms have been the least technically
sophisticated. [29]

There is a critical need for informed decision-making by naive computer owners.
Zombies, botnets and DDoS are examples of attacks that are enabled by the large number
of home-based machines which are not secure. The growing reliance on online services
combined with the the exponential growth of security breaches [9], zombies, and botnets
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Figure 2: Technical Details with Minutia
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[31] suggests a need for better security practice by average users.
Zombies are machines that have been subverted by malicious code, so that they can

be controlled by a remote malicious user. Zombies may appear to function normally to a
home user, but will generate traffic and respond to commands by the controlling remote
malicious user. Zombies are used to host phishing sites, store illegal data, or collect in-
formation on the users via keystroke logging or password harvesting. Botnets are large
numbers of zombies, from tens to tens of thousands, that are controlled by a single en-
tity, usually through commands issued over Internet relay chat. These are used in more
sophisticated (i.e., distributed) phishing attacks. Zombies and botnets harvest the pass-
words, credit card numbers and other information entered by the machine users. Botnets
are also used for distributed denial of service attacks (DDoS). A denial of service attack
(DoS) overwhelms the target server by generating an order of magnitude more requests,
including many carefully malformed requests, for service. These malicious attacks pre-
vent legitimate users from access the server. A DDoS attack is one in which many com-
puters, usually comprising a botnet, participate.

A primary goal of effective risk communication is to assist individuals in making in-
formed decisions about which risks are acceptable and which are not. Clarity in risk
communication can assist individuals with improved decision-making. How can com-
puter security move from its current state of ineffective practice to clear communication
to individuals that enables informed interaction? A natural but naive first step would be
to use the metaphors already in computer security (e.g., keys, worms, firewalls) to design
risk communication. This has been widely done in user education programs with lim-
ited success. In fact, after year-long investment in computer security education at Indiana
University, the percentage of students who did not use encryption on their home routers
increased. [13] In contrast, we propose that the first step is understanding if the current
implicit metaphors are aligned with the mental models of users. Our experimental results
suggest that this is not the case.

Mental models have been used to examine user attitude towards privacy and purpose-
ful information disclosure. Diesner et al. [15] have studied the mental models of Indian
information professionals by conducting in-depth interviews and found them similar to
Americans with the same level of expertise. Acquisti and Gross [1] have shown that in-
dividuals have unrealistic risk assumptions about privacy risks in online social networks.
Their study shows that individuals expressed tolerance for privacy risks are at best a weak
predictor of their information provision to the network.

Mental models have been widely used in human-computer interaction and usability
[34]. However, the concepts of mental models in HCI and risk communication are dis-
tinct. In HCI, a mental model defines how people interact with systems. Norman [37]
suggests that the usability, functionality and learnability of the conceptualized model of
the designer depend on the alignment between the conceptualized model of the design
and the mental models of the end users. From these three factors, the functionality, and
learnability of the risk communication refer to its potential to prompt the target group
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to take the desired action to mitigate the addressed risk. Cosantine and Lockwood de-
fine four criteria for usability of a product: learnability, retainability, efficiency of use and,
user satisfaction. Learnability and retainability are the two criteria pointing to the role of
mental models in usability. Risk communication and usability have in common that to
to the extent that a correct mental model can be learned and retained by a user, the more
effective the user will be in managing a system or avoiding risk.

In risk communication the concept of mental models is subtly distinct from the concept
of mental models in usability, e.g., [36, 37, 11] . This work is grounded in mental models
as it has been developed in risk communication [12].

Mental models in risk communication suggests that one predictor of the efficacy of
risk communication is the alignment between the recipient’s internal conception of a risk-
generating process and the conception of the process embedded in the communication.
Morgan has applied mental models to a wide range of environmental applications. [33]
Bostrom has applied mental models in home hazards. [5] Fischoff advocates using men-
tal models to minimize over-confidence in individual perceptions of personal safety. [18]
Acquisti illustrated over-confidence in the case of on-line privacy. [1] Keller proposes us-
ing mental models to mitigate the availability heuristic which produces irrational risk
behavior. [26]

One us of mental models in environmental research is to enhance risk awareness about
a particular risk, e.g. household toxins, and alter consumer behavior [33]. Like computer
security risks, environmental risks are much more complex to manage in household than
in industrial or corporate conditions. Paint stripper and other chemical hazards are, like
computers, more easily regulated and controlled in the work place than home.

3 Experimental Design and Implementation

3.1 Card Sorting

Due to the complexity of human knowledge acquisition and psychology, the discovery of
implicit mental models is a difficult task. This task could be done using various elicita-
tion techniques such as Teachback Interviews, Repertory Grid, Goal-Oriented Approach,
Grounded Theory or, our choice here, Card Sorting [6]. Card sorting [9, 39] is a structured
elicitation technique based on requiring participants to to sort a pile of words written onto
cards into different piles.

There are two kinds of card sorting: closed and open. In a closed card sort a subject
must sort each card into one of some number of predefined groups. In an open card sort,
no predetermined groups are given. Thus in an open card sorting experiment, the subject
can sort the words into arbitrary groups according to that subject’s perception. A benefit
of the card sorting technique is that it is easy for the subjects to perform. In this case, we
began with a set of groups derived from the security literature. (See [8]) We used a closed
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card sort to evaluate the correspondence of mental models of lay users and experts with
each other and with the implicit models in the literature.

To summarize, the goal in the design of the experiment is to answer the following
questions –

1. Do the mental models implicit in the security literature correlate with the mental
models of experts or non-experts?

2. To what degree do the mental models of experts correlate with the mental models
of lay users?

3. How sensitive is the correlation between experts’ and non-experts’ mental models
to the definition of expertise?

To find the correlation between individual mental models and level of expertise in
security the same experiment was repeated, with two different definitions of expertise.
Throughout the paper we refer to the two implementations of the experiment as Exper-
iment 1 and Experiment 2 with the definition of expertise being weaker in Experiment
1.

We implemented an on-line card sorting experiment. The participants were given six
label and color pairs: physical security = green, medical infection = blue, warfare = red,
criminal behavior = orange, economics failure = yellow, and “I can’t decide” = purple. To
avoid effecting the participants’ decisions, we did not follow any specific cultural pattern
in associating colors with labels. For instance, the color green is associated with peace for
some people and with the environment for others. The arbitrary color selection made the
participants refer to the instructions frequently, so the instructions were placed in a frame
above the scrolling words in refining the experiment.

The participants labeled a word by changing its color. All words were initially black.
Each word was accompanied with six colored buttons. Clicking on each button changed
the color of the corresponding word into the color of the selected button. Words could be
changed multiple times, until the participant completed the experiment. Figure 3 shows
a screenshot of the experiment’s interface.

The experiment was developed using Macromedia Flash and PHP.
A closed card sort experiment requires first and foremost a set of words in order to

label the cards. Recall that we asked participants to group the given words into these six
labels: physical security, medical infections, criminal behavior, economic failure, warfare
or indeterminate. Recall, for the last category, participants were instructed to label a word
with “I can’t decide” if they could not determine a single category, had no impression, or
felt the word fit none of the other categories.

The words related to each mental model were selected using Webster’s Thesaurus.
For instance, the words selected for security as crime are related to “theft” according to
Webster’s Thesaurus. Table 3.1 provides the word list. The participants were allowed and

9



Figure 3: Screenshot of the card sorting experiment

encouraged to look up the words with which they were not familiar. As the experiment
was online, dictionaries were readily available. Using an introductory security textbook,
we selected 29 security related words from the index. Using what later were confirmed
as obvious words (see Section 4 we used Webster’s Thesaurus to select 6 words related to
theft for physical security, 9 related to disease for medical, 9 related to assault for criminal
behavior, 7 words related to trade for the economic model and 6 words related to ”war”.

Recall that there were three to four times as many computer security words as words
in other categories, and the participants had to sort these into the groups above. The
computer security words were: trojan, keystroke logger, junk mail, virus, worm, hacking,
binder, exploit, zombie, authentication, click fraud, password, userid, firewall, backdoor,
blacklist, spoofing, address book, honeypot, drive-by-download, dos attack, spam, phish-
ing, spyware, adware, cookies and identity theft.

Expertise was asserted by the participants. In the two experiments there were two
distinct definitions of expertise. In Experiment 1 participants asserted their expertise ac-
cording to the following set of questions.

Expert (E1): An expert is a person who knows the technical definitions of all the security-
related words listed below.

Non-Expert (NE1): One who does not know the technical definition of the security words
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Crime Medical Physical Warfare Economic
Theft Epidemic Fence War Trade

Housebreaking Fever Door-lock Bombing Export
Kidnapping Illness Shield Destroy Stock
Fingerprint Cancer Inviolability Terror Distribute
Counterfeit Detoxification Invulnerability Attack Exchange

Robbery Nausea Suicide Endorse
Mugging Inflammation Advertise

Vandalism Contagious Monetary Risk
Sore

Table 1: Word List

and at most knows some practical aspects of the risks.

In Experiment 2, participants asserted their expertise according following set of ques-
tions.

Expert (E2): An expert is a person who has had at least five years experience in security
as a researcher, student or practitioner.

Non-Expert (NE2): Otherwise

In both experiments the definitions of expert and non-expert were given in the instruc-
tion section. The participants declared their expertise according to the given definitions
while viewing the words but before beginning the experiment.

For Experiment 1 (E1) the results as classified as weak expert (WE) and weak non-
experts (WNE). Results from the second experiment (E2) are similarly referred to the ex-
perts as strong experts (SE) and strong non-experts (SNE).

The first experiment included 22 self-defined experts and 49 non-experts. The sec-
ond experiment included 11 self-defined experts and 27 non-expert participants. In both
experiments the participants were 18-50 years old. Participants included faculty, staff,
graduate and undergraduate students in informatics or computer science departments.

4 Analysis

The methodology and definitions introduced in this section apply to both experiments
unless otherwise noted. During this analysis of results, please recall that the first three
words under each mental model are the obvious words for that mental model in Table
3.1 . While all words were selected from a thesaurus, the selection of obvious words
was verified by participant behavior rather than initial observation of placement. Not
surprisingly, these were the same.
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Cancer Bombing Fingerprint Adware
Cancer 49 4 1 2

Bombing 4 49 1 5
Fingerprint 1 1 49 12

Adware 2 5 12 49

Table 2: Number of E1 Weak Non-experts labeling each word pair with the same color

There are two steps to the analysis of the results. The first subsection provides is a
summary that offers some basic descriptions of the results. The second subsection begins
with a description of the multidimensional scaling model and provides more detailed
analysis of our findings.

4.1 Analytical Summary

After completing the experiment with both groups of participants, we calculated the ma-
trix of intra-similarity between the words. First the original data were tabulated. Each
time a participant marked a pair of words with the same color, that was counted that as
an indicator for similarity between the two words.

As an example, if most of the participants mark the words “trade” and “stock” with
the same color, then we can say these two words are similar. In contrast, if only a few
participants assign the words “war” and “fever” with the same color, we interpret this
result as these two words being dissimilar.

Based on participants choice of word correspondence, we constructed two 66×66 ma-
trices, one for weak experts and one for weak non-experts from E1. We named these two
matrices Weak Expert’s Similarity Matrix (WESM), and Weak Non-expert’s Similarity Matrix
(WNSM). We constructed corresponding matrices (SNSM and SNSM) for E2.

As an example, Table 2 shows part of the Weak Experts’ Similarity Matrix matrix from
E1. As shown in this table, 12 weak-non-experts consider “Adware” and “Fingerprint”
similar words.

In order to reveal underlying dimensions of the participants’ choices we calculated
multidimensional scaling maps from the matrices. Table 3 offers a high level summary of
the distinctions between security risks using the multidimensional scaling (as described
in Subsection 4.2

The leftmost column lists the mental models as derived from the security literature.
Each of the other columns corresponds to one experimental group. The first two columns
correspond to the non-experts and experts in the first instantiation of the experiment, E1.
The second two correspond to experts and non-experts in the second instantiation of the
experiment, E2. Notice that the distribution of mental models among experts and non-
experts in the two experiments are significantly different.
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MM Weak Experts Weak Non-experts Strong Experts Strong Non-experts
Criminal 48$ 38$ 55$ 59$
Physical 14$ 45$ 11$ 28$
Warfare 0$ 0$ 17$ 0$

Economic 34$ 17$ 3$ 10$
Medical 3$ 0$ 14$ 3$

Table 3: Percentage of 29 Risks Corresponding to Each Mental Model

0 Criminal Medical Physical Economic Warfare
0
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Spyware
Hijackers
Phishing 

Spam 
Cookies

Spoofing
Trojan
Worm

Backdoor
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Hacking
Exploit
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Blacklist

Identity theft
30

Mental Models

Weak!Expert
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Figure 4: Mental models of Weak Experts and Corresponding Non-experts in E1
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Figure 5: Mental Models of Strong Experts and Corresponding Non-experts in E2
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Figure 6: Distribution of Mental models For Security Risks in Experiment 1 (left) and
Experiment 2 (right)

Based on the methodology detailed in Section 4.2, for each risk r and each group of
participants, the mental model with minimum distance from r is assigned as the mental
model of that risk r. The mental models corresponding to each security risk that corre-
sponds for each set of participants is found by applying the least distance measure to each
word. Figures 4 and 5 illustrate the results for E1 and E2, respectively.

4.2 Multidimensional Scaling

As noted above, we use the multidimensional scaling (MDS) [12] method to locate the
expert’s and non-expert’s similarity matrices WESM, WNSM, SESM, and SNSM in two
dimensional space. The multidimensional scaling (MDS) method is used to evaluate the
structure in a dataset by measuring the (dis)similarities in the data as distances. MDS
assigns objects to specific points in a conceptual space such that the distances between
points in that space correspond to dissimilarities in the data. [30]

Since MDS operates on either relative distance or similarity between observations, one
can map the observations using similarity or dissimilarity matrices. These are straight-
forward matrix transformations, so the choice of similarity versus dissimilarity does not
bias of the results. We mapped the similarities, i.e. the matches of the words from the
card sorting experiments, into two dimensional space. We then used relative distances
between the words to assign mental models to each security risk with the least distance
corresponding to the closest match.

The Statistical Package for the Social Sciences (SPSS) was used to convert the similarity
matrices into the distance matrices. Despite the fact that the set of related words for each
mental model was chosen from Webster’s Thesaurus, the participants sometimes labeled
the words differently from our original assumptions. We therefore re-evaluated which

15



of words would be the best obvious words. (Recall Table 3.1 shows a list of three obvious
words under each mental model). We confirm that these word groups form a set of obvious
Words based on the observation that for each group of three words a minimum of 85 of
the participants have labeled all the words with the same mental model. For instance,
90 of all the participants labeled the words “illness”, “epidemic”, and “fever” as medical
infections. Therefore “illness”, “epidemic”, “fever” are the three obvious words that are
used to measure distances to define each mental model.

There are a number of risks ri, in the set of risks R = {r1, r2, ..., r29} given in the card
sorting experiments. For each mental model there are a set of three obvious words which
correspond to that mental model, (w1, w2, w3). For every ri, the distance D from the mental
model j where Mj = {wj1, wj2, wj3} is, for the case of experts

DE(Mj , ri) =
∑

16n63

dE(wjn, ri) (1)

Where DE(M, r) is the distance between wjn and ri according to the expert distance
matrix. We define the non-expert-distance, DNE(Mj , ri), similarly.

Finally for each risk ri the expert/non-expert mental models according to the based
on the least distance. Suppose that the risk ri has the following expert or non-expert
distances from the obvious mental models:

Dmedical 6 Dcriminal 6 Dphysical 6 Dwarfare 6 Deconomic (2)

Then the mental model in the case of ri would be the medical mental model. This
means that the expert/non-expert mental models were assigned to any risk ri for each
data set (WESM, WNSM, SESM, and SNSM) based on the relative distance between the
obvious words and the risk ri. Therefore, in the general case where ri has distances

D1 6 D2 6 D3 6 D4 6 D5 (3)

the mental model of ri is M1 which has the smallest distance, D1, from ri.
Figures 7 show the MDS maps of the dissimilarity matrices of all the security and

experimentally selected obvious words from E1(with the weaker definition of expertise)
and E2 (with stronger definition). Notice that those who define themselves as experts
isolate warfare and medical models from computer security in the first experiment. Yet in
the second case, as the definition of expertise is tightened, warfare is no longer isolated.

The distance maps for all words for non-experts are similarly shown in Figure 8. That
is, the left hand graph shows the distances calculated between the obvious words and
security words for non-experts when the threshold for self-definition of expert is low. The
right hand graph is of the distribution of distances for non-experts when the threshold
for self-definition of expert is high. Notice that there is more clear grouping of medical
models for the both cases (meaning the medical model is the most distant from security
risks).
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Figure 7: Distance Maps for Weak Experts and for Strong Experts

4.3 Discussion

Recall that the experiments were designed to answer a set of questions. First, do the ex-
isting metaphors match mental models of experts or non-expert users? Second, how close
are the mental models of experts and non-experts? Third, how sensitive is the difference
between expert and non-expert mental models to a definition of expertise? And finally,
can we characterize these differences? Our findings made significant progress in answer-
ing these questions.

• Neither weak-experts and to a lesser degree experts in E2 associate the medical men-
tal model with the computer security risks.

• Weak-experts associate neither the warfare nor the economics mental model with
computer security risks.

• When the definition of expertise becomes more stringent, the economic and warfare
models became associated with the security risks for the experts.

• As the definition of expertise became more stringent the medical model remained
the least associated with the security risks, but the distance between the medical
model and the computer security risks significantly decreased.

Consider the left diagram in Figure 8 of non-experts’ association of various words
from E2, and thus putatively mental models. Again, in E2 (e.g., stronger definition of ex-
pert) the medical mental model has the highest distance from the computer security risks
and from the other mental models for non-experts. With the exception of the risk “Virus”
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Figure 8: Distance Maps for Non-Experts under the Weak (E1) and Strong Expertise (E2)
Definitions

for strong-non-experts, the medical mental model is not well matched to the mental mod-
els of strong-experts and strong-non-experts. We assert that individuals did not associate
“Virus” with “computer virus”, and believe this was a flaw in the experimental design.

Criminal, physical and economic mental models are closer to computer security risks
than other mental models for non-experts. This did not significantly change when the
definition of expertise is increased.

The distances between the criminal, physical and warfare mental models and the se-
curity risks did not significantly change in the non-expert mapping when the requirement
for self-assertion of expertise increases. This implies that non-experts for the purposes of
the second experiment that were self-identifying as experts in the first experiment.

As summarized in Figure 6, detailed in Figure 4 and graphically illustrated Figure 7
and Figure 8 weak-experts and non-experts have two different mental models for 13 com-
puter security risks. Similarly Figure 6 illustrates and Figure 5 demonstrates that more
stringently defined experts and non-experts have different mental models for 18 computer
security risks.

Figure 8 illustrates and Table 3 summarizes that non-experts in both experiments re-
ject warfare as a mental model for computer security risks. Recall that when the definition
of computer security expertise was made more stringent, the result was a 17 increase in
the selection of the warfare mental model as a correct model for a computer security risk.
These facts illustrate that the more stringent definition of expertise resulted in a greater
distance between the mental models of expert and non-experts.

Both experiments show a significant difference between experts and non-experts par-
ticularly in choosing physical security risks as the appropriate mental model for computer
security risks. However, while the difference between the mental models increased with
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the increased requirements for expertise this was a result of changes in the choices of
self-identified experts, not non-experts. In both experiments the non-experts consistently
choose either the physical or criminal mental model as related to computer security risks.
This suggests that of the mental models embedded in the security literature, the best fits
for risk communication are the physical safety and criminal models.

The core argument of this paper is that the communication of security risks to non-
expert computer users requires deviating from the mental models of computer security
experts. For example, strong-experts mark passwords as corresponding to a criminal
model, while non-experts overwhelmingly appear to conceive of passwords as belong-
ing to the realm of physical security. This suggests that non-experts perceive password
loss as closer to the risk of an naive loss of a key; while experts perceive passwords loss
as resulting from more malicious activities. The higher standard for self-defined experts
resulted in a greater difference overall, not just for passwords. This arguably supports
our assertion that the mental models embedded in risk communication be targeted for
non-experts rather than based on the models of the communicating experts.

One of the labels given in card sorting experiment was “I can’t decide”. The par-
ticipants choose this label for words they didn’t know and words that fit no other cate-
gory. Almost 50 of both weakly defined and strongly defined experts labeled “firewall”,
“userID” and “cookies” as “I can’t decide”. This is particularly interesting as the word
“firewall” itself indicates conflagration, and warfare was an offered option. The percent-
age of non-experts who could not categorize “firewall” and “userID’ ’ in a known category
dropped to 40 when the standard for expertise was made more strigent.

The average of “I can’t decide” for all the security risks, in the case of experts was 40
and in the case of non-experts was 30Ṫhese facts suggest that the five mental models im-
plicit in the security literature do not correlate with the mental models of non-experts or
experts. Thus moving forward with the mental models from the literature for communi-
cation of computer security risks may result in miscommunication to significant elements
of the population.

5 Conclusions

This paper reports our initial exploration of the difference between the mental models of
security experts and non-experts with regard to computer security risks. To being this
work we completed a study of the computer security vocabulary using standard text-
books and our own expertise. We extracted models that had been implicit in security
risk communication. Our goals are to identify implicit mental models for computer se-
curity, makes these explicit, test these mental models for fit for risk communication, and
use these mental models in a systematic manner to improve risk communication to non-
expert computer users. These experiments correspond to the second and third steps in
our trajectory towards improving risk communication for computer security.
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Our resuls suggest that experts and non-experts have two different mental models for
many security risks. With the weak definition of expertise, 45 of the security risks were
differently classified by experts and non-experts. With the stronger definition of exper-
tise, 62 of the risks were classified in different mental models by experts and non-experts.
The results from the two experiments implies that individual mental models of security
is strongly a function of their level of expertise. It is not surprising that this well-noted
phenomena occurs in computer security, but the magnitude is notable and the question
had not been previously asked in this specific domain. Recall that, due to locality of re-
cruitment, participants included faculty, staff, and students in informatics and computer
science. Because of the population it is reasonable to assume that the experiments would
tend to underestimate rather than over-estimate the difference between the mental models
of experts and lay users in the case of computer security; however, we have no experimen-
tal confirmation of this.

Given the results of this research, how can computer security risk communications
be aligned with the lay users’ mental models? First we determined the implicit mental
models in the literature and made them explicit. Second we have used a quantitative
approach to evaluate the fit of mental models from the computer security community for
experts and non-experts.

Our research agenda is to move forward next with qualitative interviews with experts
and non-experts to better understand the mental models associated with computer risk.
We have initial designs of risk communication that uses the physical safety and criminal
mental models in visual narrative mechanisms. We have completed an initial test with 16
participants that illustrated an expressed desire to change behaviors as a result of these
narrative risk communications. We are currently working on devising both larger quan-
titative experiments and more in-depth qualitative evaluations. We are developing more
narratives for risk communication using the physical security and criminal mental mod-
els. In parallel, we have proposed a series of interviews of a wide range of users from
grade school to those in elder care. (Due to the range of recruitment and the nature of
the subjects, the human subjects protection and review is particularly critical for these
experiments.)
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