ABSTRACT

This paper describes an algorithm for real-time synthesis of contact sounds for interactive simulations and animation. The algorithm is derived from a physically-based impact model, and the acoustic characteristics of colliding objects can be realistically simulated by properly adjusting the physical parameters of the model. A technique for describing the spatial dynamics of a resonating object is proposed, which allows simulation of position-dependent interaction. It is shown that the numerical implementation leads to an efficient sound synthesis module, that runs in real-time on low-cost platforms. The effectiveness of the model is demonstrated, and its applications are discussed.

1. INTRODUCTION

Sound has been recognized to be an effective channel of information within human-computer interfaces. It can be used to convey alarm and warning messages, status and monitoring indicators, and encoded messages [1]. It has been shown that the usability of interfaces can be significantly improved by adding carefully designed sounds to graphical menus, buttons and icons [2]. In animation and interaction, non-speech sound plays an important role in integrating visual information. It affects the way the user perceives events, and provides the user with a sense of presence and immersion in a synthetic environment.

Research in audio for multimedia systems has traditionally focused on techniques related to auralization of environments. Properly designed reverberation and sound spatialization algorithms provide information on the size and shape of an environment, as well as the location of auditory events [3]. Far less attention has been devoted to the audio sources, and the interaction mechanisms that are involved in sound production.

Experimental psychologists have provided a great deal of interesting results on the perception of sound sources. Research in ecological acoustics shows that listeners typically tend to describe sounds in terms of the sound-producing events rather than acoustic parameters. Gaver [4] refers to this attitude as “everyday listening”, and discusses how to use everyday sounds to synthesize auditory icons. To this end, it is necessary to identify those acoustic cues which convey information about specific physical properties of objects (such as size, shape, material) and their interactions.

Recent research in sound modeling has exploited the above results. Klatsky et al. [5] have shown that auditory information can be used in simulated contact with virtual objects, to elicit perception of material. Van den Doel et al. [6] describe models for audio rendering of collisions and continuous contact (friction and rolling). Convincing results are obtained, however the contact models used in these works do not fully rely on a physical description, and as a consequence the attack transients and the overall realism are affected. Moreover, due to the lack of physical description of contact forces, the control parameters of the sound models are not easily associated to physical dimensions.

A fully physical approach has been adopted by O’Brien et al. [7], who have simulated the behavior of three-dimensional objects using a finite element method. The computation is used for generating both visual and audio animation, hence a high degree of coherence and perceptual consistency can be achieved. On the other hand, finite elements have high computational costs and are possibly “too” accurate, i.e. the models take into account also those sound features that are not perceivable or relevant.

An alternative approach to physical modeling amounts to first investigating what acoustic cues are significant for auditory perception, and designing the sound synthesis algorithms on the basis of such investigation. This way, only the important sound features are incorporated into the models, while less salient cues are discarded. This design process naturally leads to “cartoon” sound models, i.e. simplified models of real mechanisms and phenomena, in which some features are magnified. One advantage is that veridical audio output and physically based control are achieved using simple and computationally efficient synthesis algorithms.

Using such a “cartoon” approach, we have developed a model in which a hammer and a resonator interact through a non-linear contact force. The model is controlled through physical parameters, such as impact velocity and position, and produces realistic impact sounds. Moreover, it allows control on salient acoustic cues: specifically, we have shown that the resonator model can be “tuned” to various materials [8], while the parameters of the non-linear force can be adjusted to different levels of “hardness” [9].

This paper addresses the issue of position-dependent interaction. Hitting an object at different positions results in different responses, since its resonances are excited to different extents. After reviewing in Sec. 2 the hammer-resonator system and the numerical implementation, in Sec. 3 we propose a strategy to integrate position-dependent interaction in the model with little computational overhead. Results and applications are discussed in Sec. 4.

2. IMPACT MODEL

2.1. Hammer, resonator, interaction

The resonator is modeled using modal synthesis techniques [10], where a resonating structure is described in terms of its normal modes. The state of the system is here written as the vector of its,
Each modal state $\mathbf{w}_j = (\mathbf{x}_j^T)$ follows a differential equation
\[ \ddot{x}_j + r_j \dot{x}_j + k_j x_j = f_j, \] (1)
where $r_j \geq 0$ and $k_j > 0$ are the damping and the elastic constant of the $j$th mode, respectively, while $f_j$ is the sum of external forces on the mode. For sufficiently small damping ($r_j^2 < 4k_j$), the impulse response of system (1) is given by
\[ x_j^{(impulse)}(t) = e^{-t/r_j} \sin(\omega_j t), \] (2)
where the resonance frequency $\omega_j$ and the decay time $t_j$ are
\[ k_j = \omega_j^2 + 1/t_j^2, \quad r_j = 2/t_j. \] (3)
For $\omega_j^2 \gg 1/t_j^2$, i.e. “very small” damping ($r_j^2 \ll k_j$), the resonance frequency is approximated by $\omega_j \approx \omega_0 \triangleq \sqrt{k_j}$.

In practice modes are always of finite number $n$, since the ear bandwidth as of any system of processing/reproduction is finite. The transformation from the mode states to a spatial state variable in a point $P$ is then $\mathbf{w}_P = \sum_{j=1}^{n} a_{Pj} \mathbf{w}_j$. Equivalently:
\[ x_P = \sum_{j=1}^{n} a_{Pj} x_j = \mathbf{a}_P \mathbf{x'}, \quad \dot{x}_P = \mathbf{a}_P \mathbf{x'}, \] (4)
where $\mathbf{x'} = (x_1, \ldots, x_n)$ and $\mathbf{a}_P = (a_{P1}, \ldots, a_{Pn})$. In a similar way, a force $f$ applied at a spatial point $Q$ is distributed to the separate modes according to
\[ f_j = a_{Qj} f, \quad j = 1, \ldots, n \] (5)

The hammer is modeled as a lumped mass which moves freely except when it collides with the resonator. Hence its position $x_h$ is simply described by the equation
\[ m_h \ddot{x}_h = f, \] (6)

It might be stated that the spatial description of an object rather refers to its visual appearance whereas modal properties have a closer relationship to auditory perception.

Figure 1: Compression/force characteristics.

Figure 2: Sound spectra obtained when hitting a resonator with a soft mallet (low $m_h/k$) and with a hard hammer (high $m_h/k$).

where $m_h$ is the hammer mass. Note that Eq. (6) is equivalent to Eqs. (1), (5), where $n = 1$, $r_1 = k_1 = 0$, and $a_{Q1} = 1/m_h$. Thus, the hammer model can be regarded as a special case of the modal resonator. In fact, the final implementation of the impact model treats both the interacting objects as modal resonators.

What is left is an equation which describes the interaction between the two objects. Hunt and Crossley [11] proposed a model for the contact force between two colliding objects, under the hypothesis that the contact surface is small:
\[ f(x, \dot{x}) = \begin{cases} -k x^n - \lambda \dot{x}^n \cdot \dot{x}, & x > 0, \\ 0, & x \leq 0, \end{cases} \] (7)
where the value of $\alpha$ depends only on the local geometry around the contact surface. The variable $x$ stands for the hammer compression, i.e. the difference between the resonator displacement and the hammer position. Therefore, when $x > 0$ the two objects are in contact. Marhefka and Orin [12] have used this model for describing contact with the environment in dynamic simulations of robotic systems. Figure 1 shows the compression/force characteristics for a hammer hitting a hard surface with various impact velocities. Note that hysteresis occurs, i.e. the paths during loading and unloading are different. This effect is due to the presence of a dissipative term in Eq. (7).

2.2 Properties

When the system is discretized, the modal resonator appears as a filter bank of $n$ second-order bandpass filters, each accounting for one specific mode of the resonator. The filter parameters (center-frequency and quality factor) are accessed through the physical quantities $r_j, k_j$ described above. Due to the non-linear nature of the contact force, computational problems occur in the numerical hammer-resonator system. These can be handled by computing the contact force iteratively at each time step [8, 9].

The sound model has been tested in previous studies in order to assess its ability to convey perceptually relevant information to a listener. A study on materials [8] has shown that the decay time is the most salient cue for material perception. This is very much in accordance with results by Klaztky et al. [5]; however, the physical model used here is advantageous over using a signal-based sound model as in [5], in that more realistic attack transients are
obtained. A study on hammer hardness [9] has shown that the contact time (i.e., the time after which the hammer separates from the resonator) can be controlled using the physical parameters. Specifically, the ratio $m_h/k$ is found to be the most relevant parameter in controlling contact time. Figure 2 shows an example of soft and hard impacts, obtained by varying $m_h/k$.

Due to the physical description of the contact force, realistic effects can be obtained from the model by properly adjusting the physical parameters. Figure 3(a) shows an example output from the model, in which the impact occurs when the resonator is already oscillating: the interaction, and consequently the contact force profile, differs from the case when the resonator is not in motion before collision. This effect can not be simulated using pre-stored contact force profiles as in [6]. Figure 3(b) shows an example of “hard collision”, obtained by giving a very high value to $k$ in Eq. (7), while other model parameters have the same values as in Fig. 3(a). It can be noticed that several micro-collisions take place during a single impact. This is qualitatively in accordance with the remarks about hard collisions by van del Doel et al. [6].

Gesture-based control models can be designed for the sound synthesis algorithm, where the impact velocity of the hammer is used as the main control parameter. In a recent work, a virtual percussion instrument has been designed, where the sound model is based on the hammer-resonator system described above and the control model is implemented through a gestural interface [13].

The subtle sound nuances achieved by the model provide a rich timbral palette that can be very useful in sonification and auditory display. Its responsiveness to user gestures is especially suitable for feedback sounds, where the audio information should give confirmation about the extent and quality of the performed action.

3. POSITION-DEPENDENT INTERACTION

Figure 4 shows a membrane displaced from its rest position along isolated modal axes. The distance of each point of the membrane from the “rest plane” is here proportional to the weighting factor of the mode at this position. Note that the section lines of the mode-shape with the rest plane stay fixed through the whole movement along this modal axis, since the weighting factors at these positions are obviously 0. Correspondingly, an external force applied at these node lines does not excite the mode at all.

**Determination of position dependent weighting factors**

There are several possible approaches to gain the position dependent weights. In the case of a finite one-dimensional system of point masses with linear interaction forces, modal parameters are exactly found through standard matrix calculations. Most systems of interest of course do not fit these assumptions. In some cases the differential equations of distributed systems can be solved analytically, giving the modal parameters; this holds for several symmetrical problems as circular or rectangular membranes.

Alternatively, either accurate numerical simulations (e.g. waveguide mesh methods) or physical measurements on real systems can be used. Impulse responses computed (or recorded) at different points then form a basis for the extraction of modal parameters. The acoustic “robustness” of the modal description allows convincing approximations on the basis of microphone-recorded signals of e.g. an objects struck at different points, despite all the involved inaccuracies: spatially distributed interaction, as well as wave distribution through air, provide signals that are quite far from impulse/frequency responses at single points.

The following considerations illuminate the possibility of aforementioned estimations. Equations (1) and (2) correspond to the frequency response of a resonant lowpass filter. The transfer function connected to one or a pair of spatial points of the system is a weighted sum of these responses with position dependent factors. Even in non-ideal recording conditions, the prominent modes can be identified from peaks in the response. The level of the peak $j$ reflects the position dependent weight while its width is related
to the time factor $t_j$. Decay times can though be extracted more easily from STFT values at different temporal points. The clear perceptual character of these parameters finally allows “tuning by ear” which in many situations is the final judging instance.

Qualitative observations on modal shapes, exemplified in Fig. 4, can be effectively used in a context of cartonification: for modes of higher frequencies the number of modes increases and its spatial distance accordingly decreases.

1. One consequence is that for higher modes even small inaccuracies in interaction or pickup position may result in strongly different weighting factors, so that an element of randomization can here add “naturalness”.

2. For interaction positions close to a boundary, which is a common node for all modes, the lowest modes gradually disappear and higher modes (with smaller “regions of weight”) relatively gain in importance. This phenomenon can be well noticed for a drum: if the membrane is struck close to the rim the excited sound gets “sharper”, as the energy distribution in the frequency spectrum gets shifted upwards (“rimshots”). For a clamped bar higher partials are dominant near the fixed end, whereas lower frequencies are stronger for strokes close to the free vibrating boundary (noticeable in sound adjustments of electromechanical pianos).

Similar considerations apply to points of symmetry: the resonant modes with modal shapes antisymmetric to central axes are not present in the center of a round or square membrane. They consequently disappear “bottom–up” when approaching the center point.

4. IMPLEMENTATION AND USE

The impact model has been implemented as a module for the real-time sound processing software PD. Controls are handled with the temporal precision of an audio buffer length; values for the PD buffersize are e.g. 32 or 64 samples, that provide temporal accuracies of $\approx 0.75$ ms and $\approx 1.5$ ms, respectively. The iterative algorithm used for solving the non-linear interaction has been observed to exhibit a high speed of convergence: the number of iterations at each time step is never higher than four. As a consequence, the module runs in real-time on low-cost platforms.

The quality of the audio generated from the model has been assessed through both informal evaluations and formal listening tests [8]: in general, the impact sounds are perceived as realistic. The control on the impact location provides convincing results.

The algorithm is being used as the kernel of a variety of sound models. It is known that certain sounds are very effective to convey information about continuous processes (e.g., the sound of a vessel being filled provides a precise display of the level of liquid [14]). Specifically, phenomena like sliding, rolling, scraping, crumpling, and so on are easily recognized by ear, thus being perfect candidates for auditory display. If properly cartonified, they can be used as dynamic auditory icons that give information on events and processes. Just by temporal organization and dynamic control of micro-impacts, sound models have been developed for a variety of these phenomena (namely, bouncing, breaking, and rolling).

Again, the veridical control that can be exerted on the contact model, and the possibility to manipulate the control variables in real-time, gives much more flexibility to the sound designer. In the end the sound cartoons of complex processes such as scraping or rolling turn out to be more engaging and pleasant as compared to the results of signal-based models.
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