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Taiwo Ayodele  Rinat Khusainov  David Ndzi
Department of Electronics and Computer Engineering
University of Portsmouth, United Kingdom
{taiwo.ayodele, rinat.khusainov, david.ndzi} @port.ac.uk

Keywords
Email, algorithms, email summarization, activities, Classification.

Abstract
This paper presents the design and implementation of a system to group and summarize email messages. The system uses the subject and content of email messages to classify emails based on users’ activities and generate summaries of each incoming message with unsupervised learning approach. Our framework solves the problem of email overload, congestion, difficulties in prioritizing and difficulties in finding previously archived messages in the mail box.

1. Introduction
Emails are parts of everyday life. Personal computer users use emails to communicate with friends, families, e-businesses and colleagues allowing ease for communication. Emails serve as an archival tool to some people, while many users never discard messages because their information contents might be useful at a later date – for example, as a reminder of upcoming events and outstanding issues. Also, a paper by Schuff et al [1] states that “Email is widely used to synchronize real-time communication, which is inconsistent with its primary goals”. Email messages are designed to be sent, accumulated in a repository and be periodically collected and read by a recipient. And because of the high volume of email received daily the mail box is easily congested. Messages range from static organizational knowledge to conversations with a broad horizon of topics. Users may find it difficult to prioritize and successfully process the contents of incoming messages. Also it may be difficult to find a previously archived message in a mail box. In this paper we propose a new effective method for managing information in email, reducing email overloads by the method of grouping emails based on users’ activities, and providing summarization of emails in this project.

We propose email groupings based on users’ activities where incoming mails are identified and grouped into appropriate activities and related messages are grouped in the same activity. Email messages are grouped by extracting most frequent words in the content of the message as well as comparing common words with most frequent words in the message to decide which activity the email message belongs.

We developed some techniques that allow our classifier and summarizer to extract information from email messages and build a model from extraction of most frequent and common words in email messages in order to group messages into activities. Our classifier and summarizer make use of some rules sets to group emails into activities based on their observations and set of rules that is passed unto both the classifier and the summarizer.

2. Related Work
One of the common existing methods is to manually archive messages into folders with a view of reducing the number of information objects a user must process at any given time. However, this is an insufficient solution as folder names are not necessarily a true reflection of their content and their
creation and maintenance can impose a significant burden on the user [1].

There are several examples of email classifiers that attempt to sort out mails into folders, semi-automatically such as:

- **Ishmail** [3]: It automatically sorts email messages into folders and orders them by importance.
- **Commercial email clients** [4]: Most popular commercial email clients like Procmail, Eudora, Mozilla Thunderbird, Microsoft Outlook and Outlook Express also support message filing according to user defined rule sets.
- **IBM’s MailCat** [5]: It adapts dynamically to observed users’ mail-filling habits and provides a list of three folders most likely to be appropriate for a given message.
- **Magi** [6]: This system records each email interaction and uses a learning algorithm to classify new messages based on the user’s prior behavior.

A rule-based system as explained by Schuff et al [1] can provide straight forward way to semi-automatic email classification and such a system requires the users to define a set of instructions for the email application to sort incoming messages into folders and order them by importance. The disadvantages of rule-based system are that they are challenging for non-technical users because writing the rules require some level of programming experience. Bifrost email classifier and prototype email management system [3] addresses this problem by letting the user to define all filtering rules with a simple graphical interface. Terry et al [4] proposed a new approach by automatically assessing incoming messages and making recommendations before emails reach the user’s inbox. This classifier assigns a priority to each message as being of either high or low importance based on its expected utility to the user. Kushmerick [2] designed a system that automatically identifies messages belonging to the same activity, an electronic commerce transaction, thereby providing a high-level view that supports the use of email as a task manager.

3. Our Solution

We have designed and developed a system that summarizes email messages and also groups emails into activities. Our proposed email summarizer and email classifier are explained below.

3.1 Email Summarization

Our contribution in this area is the consideration of the highest frequencies of words in email messages, with selection of the sentences that contain the most frequent words and re-arranging these in an order that generates a good summary. The algorithm is shown in the Figure 1 below:

<table>
<thead>
<tr>
<th>Summarization Algorithm Summary as</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input</strong>: N, M, Message</td>
</tr>
<tr>
<td><strong>Output</strong>: Sentence list</td>
</tr>
<tr>
<td>1). Identify N most frequent words in the message</td>
</tr>
<tr>
<td>2). Select M sentences from email containing most frequent words</td>
</tr>
<tr>
<td>3). Order the selected sentences according to their occurrence in the message</td>
</tr>
<tr>
<td>4). Output the ordered sentences</td>
</tr>
</tbody>
</table>

Figure 1: Algorithm for summarization

The summarization algorithm selects sentences that have the most frequent word and arrange them in logical order to make the email message summary. Figure 2 and 3 show the output of the proposed summarizer.

Figure 2: Original Message received
the email content and the subject, our classifier decides the appropriate activity the message should belong. Our classifier also extracts common words (repeated words) in the subject of the email as well as the content of the mail. We use the stop words to prevent the algorithm to count unnecessary words like "the, a, in, at". Our algorithm explains more in figure 4 below.

Figure 4: Classification Algorithm

For every message M

Let FW = N most frequent words in the message

Iterate over all activities and for each activity AC

Let AFW = common words in activity AC

If (FW = AFW) then

mark the activity AC
update the message activity as AC
create a rule that states // machine learning
for each message received that has some words like FW
AC is the activity for this message
Else create a new activity
End

When emails are received by the email client, these are passed to the classifier and then the classifier groups the emails into activities that users perform. In Figure 3, these activities are shown at the left hand side. So, if the same email belongs to the same activities, they tend to form a structured thread and be grouped into the activities based on the content and subject of the email message.

4. Evaluation

We evaluate our classification algorithm’s performance by comparing performance of human
participants as well as other email classification software (LibTextCat¹). The results above show improvement in our proposed classification algorithm as we evaluate the accuracy of correct and incorrect classification as well as the activity that is created, if the emails are being grouped into the correct activities using human classification as the gold standard. Our output in Figure 5 shows that LibTextCat classification accuracy for the sixth classification tests is 90% while our propose classifier obtain 98% accuracy. This indicates that our proposed classifier gives a very good performance. Figure 5 shows more output results.

Figure 5: Email Grouping Result

So, comparing to other techniques in [1, 8, 9], this is more suitable for real time email client system because of the efficiency and good performances.

We also evaluate our summarization algorithm’s performance by comparing performance of human participants as well as other email summarizers’ software (Ss summarizer³). Figure 6 below explain more details

Figure 6: Email Summarization

To measure the quality of the email summaries, human summaries are used as references. We evaluate our proposed email summarizer against summaries from human participants and well as against Ss summarizer’s software⁴ as shown in Figure 6. The comparison is performed by using information retrieval metrics of precision and recall: a person is asked to select sentences that seem to best convey the meaning of the email message to be summarized and then the sentences selected automatically by a system are evaluated against the human selections. Recall is the fraction of sentences chosen by the person that were also correctly identified by the system

\[
\text{Recall} = \frac{|\text{system-human choice overlap}|}{|\text{sentences chosen by human}|}
\]

¹ http://software.wise-guys.nl/libtextcat/
² http://software.wise-guys.nl/libtextcat/
³ http://www.kryltech.com/summarizer.htm
⁴ http://www.kryltech.com/summarizer.htm
Precision = \text{[system-human choice overlap]} \nonumber \\
\text{[sentences chosen by system]} \nonumber 

The summarization algorithm has been found to work well for high volume of emails. Figure 6 shows from the summaries of 100 emails (Showing 10 emails results) that we obtain a recall score between 50% and 100% difference in the qualities of the email summaries while precision score is between 20% and 70% as shown by our evaluation in Figure 6 above. In light of these observations, our output result shows that recall is more beneficial and generates better email summaries. In this paper recall measures the overlap with already observes sentences choice.

5. Conclusions

We have presented an overview of the proposed solutions to extract important words in email messages to provide a better summary than simply running the unprocessed message with a machine learning approach. This is another better way of generating useful summaries thus far. Our system also would be able to group emails messages into user’s activities and provide a mechanism for emails that needs attention.
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