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An Automatic Measurement System for the
Evaluation of Carotid Intima-Media Thickness

Consolatina Liguori, Member, IEEE, Alfredo Paolillo, and Antonio Pietrosanto, Member, IEEE

Abstract—This paper presents an automatic system for the mea-
surement of carotid intima-media thickness (IMT) that is based
on the digital processing of ultrasound images. The measurement
technique is described in detail, highlighting the advantages com-
pared to other methods and, reporting some experimental results.
Finally, an analytical approach is used to estimate the intrinsic ac-
curacy of the system.

Index Terms—Boundary detection, carotid plaque, feature ex-
traction, image processing, medical applications, thickness mea-
surements, ultrasonic.

I. INTRODUCTION

OVER THE last few years, image processing has been
playing an increasingly important role in many scien-

tific areas [1], [2]. This is due, among other reasons, to the
ever-improving performance of computers that are now capable
of quickly processing the characteristically large amounts of
data produced by images. This processing is mostly oriented
toward extracting either qualitative or quantitative morpho-
logical information from object images. In particular, precise
dimensional characterization of objects through contact-less
measurement techniques is a very important task in several
environments such as industrial quality and process control [3]
and medical diagnosis.

A typical application field of medical image processing is in
the diagnosis of atherosclerosis [4]. The latter is a process of
arterial degeneration, which starts, generally, in infancy, but is
detected only in adulthood and whose consequences (cerebral
infarction, embolus, ictus, ischaemia) are the main causes of
death in the western world.

The atherosclerosis process is strongly linked to carotid thick-
ening and plaques, whose presence can be clearly detected in
artery longitudinal section images provided by ultrasound tech-
niques. The analysis of the carotid ultrasound image represents,
in fact, the most powerful instrument today available for pre-
dicting coronary disorders in people over fifty [5], [6].

Images are taken by ultrasound equipment working at fre-
quencies ranging from 1 to 20 MHz, and are obtained via a probe
that has to be positioned on the patient’s neck. There are two
phases to the measurement process: i) carotid image capturing
and ii) thickness measurement.
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i) The human operator suitably places the ultrasound probe
in a position that gives a noiseless and clear image of
the required part of the carotid. The choice of ultrasound
frequency value is important since it ensures the best
compromise between resolution and investigation space.
The operator stops the acquisition and captures the image
only when it satisfies measurement expectations. Image
quality depends both on operator skill and patient tissue
characteristics. The final result of this phase is character-
ized by very low repeatability due not only to this reason
but also to the natural variability of arterial dimensions
too.

ii) The operator then carries out thickness measurements
using a track-ball to select measurement points on the
leading edges of the captured ultrasound image. This
phase too has low reproducibility and low accuracy
mainly due to the poor ability of the human eye at
detecting leading edges.

Since, at present, there is no automatic system able to carry
out the human operations of phase i), carotid measurement im-
provements must be sought through developing suitable ultra-
sound image processing techniques. In particular, some tech-
niques have already been developed for leading edge detec-
tion and for carotid intima media thickness (IMT) measurement.
Some of them [7]–[9] work on tape-recorded images, and are
still characterized by high operator interactivity and long run-
ning time. Chenget al. [10] compared some algorithms for the
detection of the layers of interest in carotid ultrasound images,
but they limited their analysis to a graphical comparison rather
than a quantitative metrological evaluation. Chanet al.[11] pro-
posed a snake-like algorithm, with good results with respect to
reference manual measurements, but the measurement uncer-
tainties were not reported. Finally, in the paper of Lianget al.
[12], where a quantitative evaluation of the proposed algorithm
is performed, a discussion about calibration and its uncertainty
is missing.

In this paper, a system for carotid IMT automatic measure-
ments is proposed that fully automates phase ii). Moreover, it is
also capable of working on images directly captured from the
ultrasound equipment, thereby avoiding any image corruption
eventually due to the tape recording. Thanks to the hardware
adopted (a PC hosting a suitable frame grabber) and to the soft-
ware developed, the measurement system is fast, precise and its
interface is user-friendly. It also enables measurement results
from images obtained on successive occasions from the same
patient to be used for precise disease monitoring. In the next
sections, the measurand and the medical problem are briefly
discussed; the measurement technique and the software are de-
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Fig. 1. Drawing of the carotid artery, with the interfaces: 1)
periadventitia–adventitia (NW), 2) adventitia–media (NW), 3)
intima–lumen (NW), 4) lumen–intima (FW), 5) media–adventitia (FW),
6) adventitia–periadventitia (FW).

scribed in detail, and some experimental results are given. Fi-
nally, the accuracy of carotid artery measurements is analyzed.

II. THE MEASURAND

In Fig. 1, the carotid artery longitudinal section is drawn.
Each carotid artery is characterized by a longitudinal tract
(common carotid) that, after an enlargement (carotid sinus)
containing a flow divider, bifurcates into two arteries, one
internal and one external, on the basis of their position in
relation to neck skin. Artery walls are made up of three layers
(or tunicae): intima, media, andadventitia. The tunica intima
is composed of a single layer of flattened epithelial cells
with an underlying basement membrane. The tunica media
comprises an inner layer of elastic fibers and an outer layer of
circular smooth muscle. The tunica adventitia is composed of
collagenous fibers. In ultrasound impulse-based analysis, blood
(arterial lumen) and wall layers exhibit differences in wave
reflection capability due to differences in density and elasticity.

Hence, the arterial lumen and tunica media do not reflect ul-
trasound waves, thereby allowing the intima–lumen and adven-
titia–media interfaces to be identified. The longitudinal scansion
of the common carotid allows three interfaces to be highlighted
for each of the two walls (near wall and far wall). Starting from
the upper side of the image: the first line edge 1) corresponds
to the external surface of the adventitia layer (also called pe-
riadventitia-adventitia layer), the second one 2) to the adven-
titia–media interfac, and the third one 3) is the intima–lumen in-
terface. The fourth down is the far wall, coming from inside the
artery instead of outside. This implies that the same interfaces
of the near wall are found but in an inverse order: the first one
4) is the lumen–intima interface, the second 5) is the media–ad-
ventitia interface, and the third 6) is the external surface of the
adventitia layer.

The main symptom of atherosclerosis (found in different ages
and races of people) is the carotid intima layer thickening in
proximity to the endotelial lumen surface. This thickening can
be also confined to a short artery segment, and in this case, it
is called plaque. It can be detected and evaluated by measuring
intima–media thickness, which can be defined as the distance
between 2) and 3) for the near wall, and between 4) and 5) for the
far wall. Reference values of the intima–media thickness (IMT)
are the following:

— Normal: IMT mm;

— Thickening: mm IMT mm;

— Plaque: IMT mm

Further considerations must be made about the orientation of
the longitudinal section of the common carotid with respect to
a coordinate system based on rows and columns of the ultra-
sonic image. To the human eye, it looks parallel to the horizontal
axis. In practice, since the ultrasonic probe is always placed
by the human operator on the external surface of the patients
neck, the orientation depends only on the position of the artery
with respect to the neck longitudinal axis. The common part of
the carotid artery can be considered parallel to the neck axis in
most people, thus allowing approximation of the above-men-
tioned thickness and diameters with distances on the vertical
axis. However, in order to evaluate the maximum error intro-
duced by this approximation, the angle between the common
carotid longitudinal axis and the image horizontal axis was mea-
sured by the authors on 34 different patients. The mean value
was equal to 3.3with ; this means that considering
a typical 6 mm carotid diameter the mean error is equal to 0.01
mm, thus much lower than the required resolution (0.1 mm).

III. A UTOMATIC MEASUREMENTSYSTEM

First, the human operator must obtain and capture a noiseless
and clear image of the required part of the carotid on the ul-
trasound equipment display. Then, since the image scale factor
depends on the probe ultrasound frequency and the frequency
value can be changed at each acquisition, the human operator is
also required to draw with the ultrasound equipment track-ball
two 10.0 mm segments (a vertical and a horizontal) in a corner of
the captured image. These two segments contained in the cap-
tured image will be used by the image processing software to
calculate the pixel-millimeter conversion factor. All successive
operations are entrusted to the image processing system.

The proposed measurement system hardware (see Fig. 2)
is based on a computer (Intel Pentium™ 166 MHz) and
on a suitable device for digital image grabbing that can be
connected both directly to the ultrasound equipment and
to a video-recorder. Since both ultrasound equipment and
video-recorders usually have PAL/NTSC standard com-
posite-video output ports, the computer hosts a frame grabber
card (MRT Video Port Professional™ with 922 576 pixels
maximum resolution), which converts the analog composite
video signals into three image pixel matrices [ ,

, ], at each software trigger command. The
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Fig. 2. Block scheme of the measurement station.

Fig. 3. Area selected by the operator in the captured image.

implemented software can be subdivided into two main parts:
the user-interface and processing routines.

A. The User Interface

The user interface is made of some virtual panels allowing the
user to interact with the measurement system in order to: select
the image of interest, calibrate the probe, choose the measure-
ments to be carried out, and collect results. A suitable virtual
button allows the image capture to be triggered by the user while
displaying the video signal in a front panel window (Fig. 3).
The set of measurements on the carotid transversal section to be
implemented was determined in agreement with medical sci-
entists and technicians from the University of Naples and pri-
vate clinics. The measurements of intima-media thickness for
each wall (near and far), the lumen–lumen diameter and the
adventitia–adventitia diameter were required, even though one
wall (near or far) analysis can be considered sufficient in some
cases. Moreover, these measurements usually concern only a
short tract of the whole image, where the thickening could be
supposed. On this basis, at first the software requires the user
to draw a rectangle with the computer mouse to select the re-
gion of interest (ROI) for the image analysis, thus simplifying
the task of the image segmentation software. Then, the detected
adventitia–media and intima–lumen interfaces of both walls or
just one, depending on the user choice, are underlined on the
image. Finally, while a scroll-bar allows the user to select with
one pixel resolution any cross-section of the carotid in the ROI,

the corresponding values of the above-mentioned measurements
for each position of the cursor are indicated in appropriate win-
dows (Fig. 4).

B. Image Processing

The image processing-based measurement software is
the basis of the functional features and performance of the
measurement system. It implements original algorithms, which
were designed specifically and set up by the authors for this
application. The core of the measurement software is composed
of the pattern recognition and edge detection (PRED) algorithm
and the measurement algorithm.

The PRED algorithm has the task of finding, in the user-se-
lected area, all the pixels belonging to the two required inter-
faces (lumen–intima and media–adventitia) for each wall.

It begins with the image format conversion: the 24-color RGB
image [ , , ] coming from the frame
grabber card is converted to a monochromatic image by
the weighted mean relationship:

[13]; then, a new intensity
matrix is extracted from , by considering only
pixels internal to the ROI.

Then, the interface identification is provided by an algorithm
suitably designed for the carotid ultrasound image processing.
Since, in an ideal carotid artery, ultrasound image all the pixels
corresponding to the lumen are anecoic and the tunica intima
and tunica adventitia are the most reflective layers, the intensity
gradient along a column of versus the row index
would have the evolution of Fig. 5. It is possible to note that the
lumen corresponds to rows where the gradient is constant and
equal to zero. Starting from one of these pixels and moving to-
ward the near wall, the lumen–intima interface corresponds to
the first relative minimum and the media–adventitia interface to
the second relative minimum. Vice versa, moving toward the far
wall, the lumen–intima interface corresponds to the first relative
maximum and the media–adventitia interface to the second one.
In the practice, both lumen and layers are not so clear and noise-
less, as is shown in Fig. 6, where the intensity gradient versus the
row index for a column of the image of Fig. 3 is reported. As a
matter of fact, lumen anecoic pixels are generally characterized
by intensity levels close to 0 (black), but some blood turbulence
may appear as gray spots in the lumen that generate edges in
the gradient evolution, and consequently reduce the reliability
of the gradient-based lumen–intima interface pixel detection.

Human technicians are skilled enough to recognize blood
turbulence from thickening mainly on the basis of the gray
level and of the shape. Layers (tunicae) generate high-intensity
echoes (this means white pixels in the ultrasound image), and
always assume a smoothed longitudinal profile, even in the
presence of plaques. In order to reproduce this sensitivity,
a statistical approach was adopted. A high number (133) of
ultrasound carotid images, acquired by different equipment and
technicians, have been examined through the analysis of the
ROI gray level histogram, where a class width equal to 5 is used.
This statistical treatment led to the following observations: i)
the gray distribution is always mono-modal asymmetric; ii)
pixels corresponding to blood or other nonreflective substances
are contained in a few classes around the mode and amount to
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Fig. 4. Output panel. A) The interfaces found in the user selected area of the captured image; B) IMT trend for near (Bn) and far (Bf) wall; C) adventitia–adventitia
common carotid diameter trend; D) intima–intima common carotid diameter trend; E) intima–intima external carotid diameter trend (Ee) and intima–intima internal
carotid diameter trend (Ei); F) scrollbar for thex value at which the measurement values refer; G) measured value table; H) statistical representation of data
concerning the analyzed area; I) cursor for user defined measurement.

Fig. 5. ExpectedI vertical gradient.

at least 60% of the total image pixels; iii) pixels corresponding
to tunicae and tissues are dispersed in all the other classes;
iv) a relative minimum divides the two groups of classes. On
the basis of these observations, it was decided to filter the
image before the edge detection by zeroing all the pixels whose
intensity is lower than the threshold

Here, for each image, is equal to the intensity level cor-
responding to the lower extremity of the first nonempty class
that comes in the histogram after the cumulated frequency has
reached 60%. See Fig. 7 where the relative and cumulated fre-
quencies of the intensity level histogram concerning the ROI
of Fig. 3 are reported. Most of the blood turbulences are filtered

Fig. 6. MeasuredI vertical gradient.

by this image pre-processing. Residuals isolate white pixels that
should be kept close. Black holes generated along the lumen–in-
tima edge are removed by the edge detector on the basis of their
distances from the neighborhood edge pixels. In practice, the
row index of each pixel first selected by
the aforementioned criteria (see Fig. 8 stars) is compared with
the value , obtained by averaging the last four edge pixel
row indices [ ]. If their differ-
ence is greater than 2, the pixel row index of the lumen–intima
edge pixel is substituted with the averaged one

thus giving as a result a smoothed noiseless edge (Fig. 8 line).
This length (4) proved to give the best compromise between ro-
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Fig. 7. Relativef and the cumulate frequencyf of I gray level.

Fig. 8. The lumen–intima edge points without (�) and with (�) the filtering.

bustness and computational burden, in the whole set of experi-
ments.

As for the media–adventitia interface, the intensity gradient
versus row index (see Fig. 6) can also lead to the edge detec-
tion. For each column, the media–adventitia edge pixels come to
be identified respectively as the vertical gradient absolute min-
imum for the near wall, and the vertical gradient absolute max-
imum for the far wall. The above-mentioned smoothing operator
also contributes in this case to obtain a noiseless edge detection.

The measurement algorithm determines the diameter of
lumen and tunica–media, and the intima–media thickness of
the near and far wall. For each column of the selected area,
distances between the corresponding edge points are defined
as the number of pixels and so as the difference between row
indices. As a result, the diameters and thickness are evaluated
as the product between a number of pixels and the constant
conversion factor obtained in the calibration. This simplified
algorithm gives good results in the case of common carotid
artery measurements (as mentioned in Section II). Whenever
either external or internal carotid artery measurements should
be required, since these two arteries are significantly misaligned
with respect to the patient’s neck, the selection on the virtual
panel of the external/internal carotid measurement executes the
following measurement algorithm.

i) The LSM first-order regression of the far wall media–ad-
ventitia edge pixels is calculated.

ii) The equation of the family of orthogonal lines is calcu-
lated.

iii) The thickness and diameter are then defined by the
simple application of the Pitagora formula to couples of
edge points given by the intersection of corresponding

TABLE I
MAXIMUM STANDARD DEVIATION OF INTIMA –MEDIA THICKNESS

MEASUREMENTS FORDIFFERENTINTERFACETYPES

TABLE II
NEAR AND FAR WALL INTIMA –MEDIA THICKNESSMEASUREMENTSCARRIED

OUT BY: THE PROPOSEDAUTOMATIC MEASUREMENTSYSTEM (AMS),
AND BY THE PROSOUND

layers with one of the orthogonal lines. This means
that , where: and are the
horizontal and vertical calibration constants, is the
difference of the pixel column indices and is the
difference of the pixel row indices of the two edge
points.

IV. SOME METROLOGICAL CONSIDERATIONS

As evidenced in the Introduction, the patient carotid image
capture [phase i)] is characterized by high variability which de-
pends on the natural cardiac organ activity and on the human in-
teractions with the ultrasound probe and equipment. The quan-
titative evaluation of this variability could be very cumbersome
and give results depending on the way the tests are carried out.

Phase ii) of the measurement process is instead based on re-
peatable and controllable phenomena, thus allowing a signifi-
cant evaluation of measurement uncertainty. In the following,
an analytical evaluation of the standard uncertainty is made.
This a-priori analysis [14], [15] consists of the application of
the ISO-GUM uncertainty propagation law [16] to the measure-
ment algorithm.

For the sake of brevity, only the case of common carotid mea-
surement is reported. As a consequence, we are interested in the
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Fig. 9. Near and far wall analysis of a common carotid artery.

uncertainty of thickness and diameter measurements, which are
both expressed by relationships like this

(1)

where is the constant conversion factor, and is the mea-
sured length of the identified vertical segment, expressed in the
number of pixels.

Supposing these two terms are not correlated, and applying
the ISO-GUM uncertainty propagation law to (1), we have that
the uncertainty of the measurement of is given by the
following relationship

(2)

and so depends on and .
As for , we can show (see Appendix) that

(3)

As far as is concerned, given that [m] and [ of
pixels] are both measurements of the calibration segment length,
respectively made by the ultrasound equipment and the mea-
surement software, we have

m
pixel

(4)

and

(5)

For we have (see Appendix):

(6)

While the uncertainty of depends on the accuracy () of
the ultrasound equipment, considering the uniform probability
distribution we have:

(7)

To quantify these relationships, given a calibration seg-
ment mm, corresponding to , it would
be m/pixel. If mm, then

m/pixel. And consequently for a distance
mm, corresponding to , we would have
mm.

V. EXPERIMENTAL RESULTS

Several tests were made on images acquired using different
ultrasound systems and by different human operators in order to
verify the robustness and the reliability of the image processing
software. Images were captured using the following equipment:
i) ATL HDI 5000 equipped with a 5–7.5 MHz probe; ii) an HP
SONOS Phased Array equipped with a 5–12 MHz probe; iii)
BIOSOUND (Esaote, Inc.) with a 5–12 MHz probe.

First, the robustness of the edge detection algorithm has been
evaluated in terms of sensitivity to the ROI: given an image,
20 intima–media thickness measurements are carried out on the
same point of the arterial by selecting different ROI. The stan-
dard deviation of measurements quantifies the sensitivity to the
ROI. This operation has been performed on about 30 images, in
order to explore the influence of the type of intima–lumen inter-
face (linear, curve or plaque). Results are given in Table I where
the maximum value of the intima–media thickness standard de-
viation is reported for each interface type.

Then, the correlation between manual and automated
intima–media thickness measurements was evaluated by calcu-
lating the following quantity as shown in the equation
at the bottom of the next page, whereis a set of
intima–media thickness measurements made by a skilled
technician, and is the corresponding set of measurements
made by the proposed software. The result of 0.97 shows a
very good agreement between the two sets, and it is better than
values obtained by several other methods [17].

Finally, a direct comparison was made with another measure-
ment software, PROSOUND, developed at the University of
Southern California by Robert Salzar for the NASA Technology
Transfer Program. A sample of 20 intima–media thickness mea-
surements performed by both software programs on the same
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Fig. 10. Near wall analysis showing a low intima–media thickening.

images is reported in Table II. The measurements proved to
always be compatible, thus excluding systematic errors higher
than the measurement uncertainty (0.2 mm).

Finally, a sample of the total number of experimental results
obtained is presented in the following. Fig. 9 shows a zoom
view of the results for a near and far wall analysis of a common
carotid artery characterized by regular thickness of both walls.
In Fig. 10, the near wall thickness trend diagram allows the
thickening of the near wall to be detected; because of its low
magnitude, the phenomenon would hardly have been recognized
by the human eye analysis. Furthermore, in Fig. 11 an evident
plaque is detected on the far wall, and its thickness is measured
with 0.01 mm resolution. It should be noted that blood turbu-
lence too close to the lumen–intima interface can sometimes
look like plaque. In these cases, the nature of the thickening can
be deduced only by analyzing successive images of the same
carotid tract. As a consequence, the edge detector was tuned to
its maximum sensitivity in order to detect and measure all the
visible thickenings, leaving only the task of their recognition to
the human operator.

VI. CONCLUSION

A PC-based image processing system for the measurement
of carotid intima–media thickness has been presented, that
works on arterial images provided by ultrasound equipment.
The system is a substitute for the human technician in the
detection of layers in the longitudinal section image, and the ul-
trasound equipment in the measurement of traced thickenings.
Intima–media thickness and arterial diameter are measured
with 0.02 mm standard uncertainty and without significant
bias, as evidenced by results of comparisons with manual

Fig. 11. Far wall analysis showing a significant plaque.

and automated measurements, thus allowing the immediate
diagnosis of thickenings. The automation of the detection and
measurement process grants high repeatability and accuracy
in intima–media thickness measurements independently of
the human technician expertise. Other similar systems, even
though showing the same metrological performance, either
require more interactions with the human technician or do not
allow working with multiple frequency ultrasound equipment.
Further efforts will be directed to implementing a patient
disease-monitoring feature based on periodic intima–media
thickness measurements.

APPENDIX

The uncertainty of ( ) can be evaluated by considering
that if distance measurements are made between edge pixels
with the same column index, then we have

(A1)

where and are the row indices of the two pixels. The in-
dices can be considered statistically independent because they
are obtained separately from two edge detection procedures.

As a result

(A2)

In this framework, a simplification will be made about each :
even though it depends on the image noise, on the edge detec-
tion algorithm and other influence parameters [18]–[20], only
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the spatial quantization process will be taken into account. Ac-
cording to other quantization processes (see A/D converters),
the quantization error of each ranges between1/2 pixel and

1/2 pixel with confidence level 1 and triangular probability
distribution [21]. As a consequence, since the standard uncer-
tainty is equal to the standard deviation of the probability distri-
bution

(A3)

Consequently by substituting (A3) in (A2)

(A4)

For , the same considerations of are still applicable,
but the correlation between the segment extremities can not be
considered null since the human operator is guided by the length
measurement given by the ultrasound equipment in drawing the
10 mm segment. The correlation factor was empirically deduced
from the direct evaluation of the uncertainty . On about 70
drawings of the calibration segment made by the same human
operator, the following measurement uncertainty resulted:

(A5)

This means that a 1/2 correlation factor should be considered
in the uncertainty propagation formula.
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