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Abstract. Active language learning is an interesting task for which the-
oretical results are known and several applications exist. In order to
better understand what the better strategies may be, a new competition
called Zulu (http://labh-curien.univ-st-etienne.fr/zulu/) is launched: par-
ticipants are invited to learn deterministic finite automata from mem-
bership queries. The goal is to obtain the best classification rate from a
fixed number of queries.

1 Introduction, motivations, history and background

When learning language models, techniques usually make use of huge corpora
that are unavailable in many under-resourced languages. One possible way around
this problem of lack of data is to be able to interrogate an expert with a num-
ber of chosen queries, in an interactive mode, until a satisfying language model
is reached. In this case, an important indicator of success of the learning algo-
rithm is the amount of energy the expert has to spend in order for learning to
be successful. A nice learning paradigm covering this situation is that of Active
Learning, introduced by Dana Angluin [1,2]. The setting is formal and has been
nicely studied over the years by a number of researchers, with a number of pub-
lications mainly in journals and conferences in machine learning or theoretical
computer science.

Typically, the formalism involves the presence of a learner (he) and an Oracle
(she).

There has to be an agreement on the type of queries one can make. Typical
queries are:

— Membership queries. Learner presents a string to the Oracle and gets back
the label.

— Strong equivalence queries. The learner presents a machine and gets back
YES or a counterexample.

— Weak equivalence queries. The learner presents a machine and gets back
YES or NO.
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— Correction queries. The learner presents an example and gets back YES or
a close element from the target language (‘close’ means that a topology is
defined).

A number of variants exist for the Oracle. She can be probabilistic, have a worse
case policy, return noisy examples, etc. There are several issues to be consid-
ered, depending on what the Oracle really represents: a worse case situation, an
average situation or even a helpful situation (the Oracle may then be a teacher).

A typical task on which active learning has been investigated is grammatical
inference [3]. In this case, the task is to learn a grammatical representation of a
language, while querying the Oracle. There are a number of negative results that
have been obtained, tending to prove that some class of languages/grammars
could not be efficiently learned by using queries of one type or another. Deter-
ministic finite automata (DFA) were thoroughly investigated in this setting: as
negative results, it was proved that they could not be learned from just a poly-
nomial number of membership queries [4] nor from just a polynomial number of
strong equivalence queries [5].

On the other hand, algorithm L* designed by Angluin [6], was proved to
be able to learn DFA from a polynomial number of membership queries and
equivalence queries: this combination is called a minimally adequate teacher.
Extensions or alternative presentations of L* can be found in [7, 8] and there has
been further theoretical work aimed at counting the number of queries really
necessary [9,10], on identifying the power of the equivalence queries [11], or
relating the query model to other ones [12, 13]. Several open problems related to
learning grammars and automata in this setting have been proposed [14].

Algorithm L* has been adapted to learn probabilistic automata [15, 16], mul-
tiplicity automata [17], NFA, tree automata, transducers [18], etc, [19,20] with,
in each case subtle variations.

An interesting extension has been studied recently, concerning correction
queries [21-23].

On the other hand one may believe that the setting is purely formal and ill
adapted to practical situations. For example, the fact that there is more and more
data available might mean the end of interactive learning. On the contrary, the
fact of being able to choose what data needs labelling, during the actual learning,
offers many algorithmic advantages.

As far as applications go, typical situations in which Oracle learning makes
sense are described in [24].

The earliest task addressed by L* inspired algorithms was that of map build-
ing in robotics: the (simplified) map is a graph and the outputs in each state are
what the robot may encounter in a state. A particularity here is that the robot
cannot be reset: the learning algorithm is to learn from just one very long string
and all its prefixes [25, 26].

A task somehow related is that of discovering the rational strategy followed
by an adversary. This line was looked into in a number of papers related to agent
technologies [27, 28].



One task on which grammatical inference is proving to be particularly useful
is that of wrapper induction: the idea is to find in a web page (or various of the
same type) all arguments of a special sort. In this context, the role of the Oracle
is played by the human user [29].

In different tasks linked with checking if the specifications of a system or a
piece of hardware are met, the item to be checked is used as an Oracle. Queries
are made in order to build a model of the item, and then the learned model
can be checked against the specifications. Obviously, there is an issue with the
distribution used to simulate the equivalence query [30-32].

What has not been hardly studied is how to optimise the learning task by
trying to make easy queries, or queries for which the Oracle’s answer is simple.

These are strong motivations for stemming research in the direction of de-
veloping new interactive learning strategies and algorithms.

2 A brief overview of Zulu

Zulu is both a web based platform simulating an Oracle in a DFA learning task
and a competition.

As a web platform, Zulu allows users to generate tasks, to interact with the
Oracle in learning sessions and to record the results of the users. It provides
the users with a baseline algorithm written in JAVA, or the elements allowing
to build from scratch a new learning algorithm capable of interacting with the
server.

The server ( http://labh-curien.univ-st-etienne.fr/zulu ) can be accessed by
any user/learner who can open an account. The server acts as an Oracle for
membership queries. A player can log in and ask for a target DFA. The server
then computes how many queries it needs to learn a reasonable machine (reason-
able means less than 30% classification errors), and invites the player to interact
in a learning session in which he can ask up to that number of queries. At the
end of the learning process the server gives the learner a set of unlabelled strings
(a test set). The labels the learner submits are used to compute his score.

As a starting point the baseline algorithm, which is a simple variation of L*,
with some sampling done to simulate equivalence queries, is given to the user,
who can therefore play with some simple JAVA code for a start (i.e. he doesn’t
have to develop from scratch).

The competition itself will be held in the spring of 2010. In this case, the
competing algorithms will all have to solve new tasks. The exact design of the
competition is still to be decided, with some open questions concerning fairness
and avoiding collusion still to be solved.

The reasons for launching this challenge are that there seems to be a renewed
interest in L*, or more generally in active learning of discrete structures. People
have started to apply or adapt L* in computational linguistics but also in web
applications or in formal specification checking. And interestingly, in all cases,
the crucial resource is not the computation time but the number of queries.



Basically we believe that there is a lot of room for improvement, and real need

for

new ideas.
The hope is that in between researchers active in the field, others more in-

terested in DFA, and perhaps students that have studied (or are studying) L*
in a machine learning course, the competition will be a success.

3

Other related competitions

There have been in the past competitions related with learning finite state ma-
chines or grammars.

Abbadingo (http://abbadingo.cs.nuim.ie/) was organised in 1999 : the goal
was to learn DFA of sizes ranging from 64 to 512 states from positive and
negative data, strings over a two letter alphabet.

System Gowachin (http://www.irisa.fr/Gowachin/) was developed to gener-
ate new automata for classification tasks: the possibility of having a certain
level of noise was introduced.

Omphalos competition (http://www.irisa.fr/Omphalos/) involved learning
context-free grammars, given samples which in certain cases contained both
positive and negative strings, in others, just text.

Tenjinno competition was organised in order to motivate research in learning
transducers (http://web.science.mq.edu.au/tenjinno/).

The GECCO conference organised a competition involving learning DFA from
noisy samples (http://cswww.essex.ac.uk/staff/sml/gecco/NoisyDFA.html).

Of course, a number of machine learning competitions have been organised

during the past years. A specific effort has been made by the Pascal network
(http://pascallin2.ecs.soton.ac.uk/Challenges/).
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Let

4.1

A more complete presentation of Zulu

us now describe in more detail the way Zulu works.

Registration phase

Each participant (learning algorithm) would register and be given an ID. One
can admit that a team presents various participants. Registration is done online.

An

4.2

email system ensures a minimum of security.

Training phase

A participant can choose between creating a new learning task or selecting one
created by another player. It receives a number identifying a learning session,

the

size of the alphabet and the number of membership queries he is allowed.

The participant then uses his learning algorithm (which can be a variation of



the baseline algorithm used to measure the difficulty of the task, or anything
he chooses and that will communicate with the server with some predefined
routines).

The algorithm then submits strings (membership queries) interactively and
obtains their label.

When ready to guess (at most after having made the maximum number of
queries), the learner receives from the server a set of 1800 new unseen strings,
and proposes a labelling of these strings to the server. This is just another string
of length 1800. He obtains a score, kept on the server, which can help others
know how well the opposition is doing.

An idea of a learning session is represented in the following table. Note that
the numbers are here meaningless: of course, you need many more queries than
66 for such a task.

Query : I would like to con-|Answer: OK, I have generated a new target. It has less

nect and want a target than 100 states on a 26 letter alphabet. You are allowed
66 queries

Query: string red Answer: YES

Query: string green Answer: NO

Query: string t Answer: YES

Query: string so Answer: YES

Query: I think I know. Answer: please label the following 1800 strings

Query: a string of length|Algorithm XYZ did 77% on a 55 state DFA with 66

1800: 0101000. . . queries.

A typical score is something like:
Algorithm XYZ did 77% on a 55 state DFA with 66 queries.

4.3 Competition phase

In order to classify the contestants, a two-dimensional grid is used: one dimension
concerns the size (in states) of the automata, and the other the size of the
alphabet. The exact way of dealing with the classification is still an open issue.
If every player is asked to work on the same task, these is a difficulty with
collusion: why not share the results of a membership query? On the other hand,
there is a real difficulty in comparing players that would not be working on the
same tasks, as the variance is unknown.

5 Discussion

The hope is that Zulu will appeal to researchers in a number of fields, even if
there will be room for criticism by all:



— Computational linguists are interested in active learning, but not necessarily
of formal languages. Since the goal here is to learn about strategies, we feel
that a certain control of the target is necessary.

— Researchers using machine learning in robotics (for map building, for exam-
ple) might disagree with the fact that the structure of the graph underlying
the DFA is not planar, or that the robot can be reset. These are some direc-
tions that should be investigated.

— Researchers closer to applications will disagree with the fact that there is
no noise nor ‘real’ probabilities. Our feeling in this case is that too little is
known about the ‘simple’ task for now.

— Researchers in active learning would surely like to be able to use alternative
types of queries: this is in project, and we hope to be able to add the possi-
bility of querying the Oracle in different ways (possibly with different costs
depending on the ‘difficulty’ of the query) in a near future.

— The more orthodox theoreticians will argue (correctly) that we are treating
the equivalence query replacement issue in an unsatisfying manner. This is
true and we welcome better suggestions.

— Anyone who has looked into the problem of generating random automata
will certainly be able to propose improvements on the procedure described
on the website. We look forward to such discussions.

— A number of people would convincingly argue in favour of learning trans-
ducers (using translation queries) instead of DFA. This indeed seems to us
to be the next step.
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