Optical Interconnects in Future Servers
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Abstract: Optical interconnects are common in today’s petascale supercomputers, and will become pervasive at the exascale during this decade. Technologies that can meet the challenging technological and economic requirements for the exascale will be reviewed.

OCIS codes: (200.4650) Optical interconnects; (230.3120) Integrated Optics Devices; (060.4510) Optical communications.

1. Optics in Petascale Supercomputers

In 2008, Roadrunner[1], the first petaflop supercomputer (i.e., >10^{15} floating point operations per second) was constructed. The large number of microprocessor cores in such petascale machines must be interconnected with a high capacity communications network to permit efficient computation. Higher interconnect bandwidth will generally result in more efficient use of the microprocessors in real calculations. Prior to 2005, this network used electrical interconnects in essentially all supercomputers. Communication bitrates increased beyond ~2Gb/s starting in about 2005. For distances greater than about 20m, electrical interconnects were impractical and optics began to be used for these longer rack-to-rack interconnects (e.g., ASCI Purple[2]). For cost reasons, however, the shorter rack-to-rack interconnect in this machine was still electrical. By 2008, communication bitrates had increased to 5Gb/s (InfiniBand DDR), and the practical reach of electrical interconnects was shorter. At the same time, the cost of optics had decreased. As a result, for Roadrunner, all node-to-node communication was optical. However, in these examples, all the intra-node communication was electrical. Also, the conversion to optics was at the edge of the node/rack, requiring an electrical interconnect from the chip through several levels of packaging before conversion to photons. For machines with peak performance beyond 10PF, optics will play a far more important role. For example, in the planned POWER7-IH systems[3], all the board-to-board interconnects, will be optical. A major change in the packaging tightly integrates the optics onto the chip-level package. Optical transmitter and receiver modules are placed on the same ceramic Hub (switch) Module[4, 5] as the CMOS Hub chip, forming a first-level package with (284+284) GByte/s of electrical I/O bandwidth plus (280+280) GByte/s of optical I/O bandwidth. There are 28 TX “MicroPOD™" modules[6] and 28 RX modules on the POWER7 Hub Module in addition to the Hub chip. Each MicroPOD optical module has 12 VCSELs or photodiodes plus drive electronics in a footprint less than 0.65cm^2, with each channel using a 10Gb/s signaling rate and 8b10b coding.

2. Projections for future supercomputers

Because microprocessor clock speeds are not rapidly increasing, supercomputing performance improvements come from larger numbers of processing cores operating in parallel. For example[7], the #1 machine on the top500 list from June, 2002 was the NEC Earth-Simulator with 5120 single core processor chips, as compared to Roadrunner which has some 97,920 cores in 12,240 Cell Broadband Engine® processor chips plus 6,562 dual-core AMD Opteron® chips[8]. This increasing core and chip count drives increasing communication bandwidth at higher bitrates.

Trends for optical interconnects in future supercomputers can be extrapolated from past growth. Historically, computational power has grown approximately 10x every 4 years[7], and this growth is expected to continue. Affordable supercomputing requires that the cost and power consumption of supercomputers grow more slowly than computational power. A linear extrapolation of power and cost from the Roadrunner 1PF system[8] would result in the first ExaFlop/s (EF) machine (circa 2020) consuming ~2GW and costing ~$10^{11}, neither of which is realistic. Past trends, would suggest that each 10x increase in performance has been accompanied by roughly a 2X power increase and a 1.5X cost increase at the system level, resulting in an EF machine consuming ~220MW and costing ~$500M.

An aggressive assumption would be that optics will be used even for on-chip communications in EF supercomputers[9, 10]. Even with a less aggressive use of optics, one should at least expect that optics will support most of the off-chip communications, including on-card links[11] between processors and processor-to-memory links[12]. This increased use of optics can only occur if the cost and power of an optical link can be substantially
reduced. Projections[13] suggest that a power below 1pJ/bit and a cost well below $0.10/Gb/s are required for an EF supercomputer around the year 2020.

3. Optical technologies for the exascale

Several optical technologies could be deployed as future servers approach the true EF performance. One direction is to simply improve the density and power consumption of VCSEL / multimode fiber parallel optical modules. A recent example[14] could represent a 20x improvement in bandwidth density over today’s MicroPOD™ modules[6] if the were was pushed to 25Gb/s[15].

Unfortunately, such a MMF-based module does little to mitigate the fiber count explosion for an EF machine. Optical fiber cables are expensive and prone to errors during the manual connecting of this optical “wiring”. Their bulk becomes also becomes an issue as the cable count increases. Replacing the fibers with polymer waveguides on the printed circuit board[11, 16] can eliminate much of the manual assembly, fiber count and cost, just as the introduction of printed circuit boards did for electrical wiring. The chip-like transceivers for these links have already demonstrated power as low as 5pJ/bit[17]. Advances in VCSELs, photodiodes and drive circuits[18] may let these links begin to approach true pJ/bit levels.

Ultimately, it will be necessary to reduce the fiber count. One way to do this is to put multiple cores in the fiber[19], although this approach means larger fiber diameters and also cannot likely be extended to the same number of channels per fiber as wavelength-division multiplexing (WDM). WDM has the potential to reduce the fiber count by an order of magnitude or more. In addition, if WDM is implemented by the use of silicon photonics, there is a significant opportunity[20] to reduce power consumption below VCSEL-based links. A VCSEL-based optical link in a server is really an EOE link: an optical link with a controlled-impedance electrical link on each side. Silicon photonics[9, 21, 22] can potentially be integrated directly on the logic chip. In that case, the electrical part of the link can become a low power on-chip electrical interconnect. Such integration is inevitable if we are to reach the pJ/bit goal for EF machine. Reduction of the link cost is another potential advantage of silicon photonics, which can take advantage of the existing IC manufacturing infrastructure, in addition to the reduced fiber count from WDM. Commercialized silicon photonics could meet the cost and power targets for a true EF supercomputer. But commercialization presents many unsolved challenges, including true monolithic integration[23-25], low cost optical packaging[26], temperature control[27] and the laser source[28].
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