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Abstract

Generally, routing algorithms for opportunistic networks rely on the fact that nodes are willing to accept data from other nodes under any circumstances, but this is not the case. Selfish nodes might not want to participate in the routing process for various reasons, such as low resources (e.g., battery, memory, CPU, network bandwidth), fear of malicious data from unknown users, or even lack of interest in helping nodes from other communities. Therefore, these types of nodes should be detected and avoided in the routing process. Moreover, incentive mechanisms that reward nodes when they actively take part in the network and punish them when they don’t, should be employed where possible. In this paper, we propose SENSE, a novel social-based collaborative content and context-based selfish node detection algorithm with an incentive mechanism, which aims to reduce the issues of having selfish nodes in an opportunistic network. Since local information may not be sufficient to reach an informed decision, nodes running SENSE collaborate through gos-
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siping, for the final goal of detecting selfish nodes, punishing and avoiding them. We compare our approach to an existing algorithm (IRONMAN) and show that it behaves better in terms of network performance and detection accuracy. Moreover, we show that SENSE behaves well even when we simulate the existence of devices with batteries that get depleted, thus rendering them inactive for given time periods.
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1. **Introduction**

The emergence of mobile devices has helped create the premises for various new means of communication and interaction, particularly in the area of Delay-Tolerant Networks (DTNs). Opportunistic networks are a recently proposed type of such networks, which are established in environments where human-carried mobile devices act as network nodes and are able to exchange data while in proximity. Opportunistic networks are based on the store-carry-and-forward paradigm [1], where a node stores a message, carries it around until it encounters its destination or another node more likely to deliver the message to the destination, and then forwards it.

The assumption generally made by various opportunistic routing algorithms is that nodes are willing to participate in the routing process at all times, but in a real-life scenario this isn’t necessarily the case. Some selfish nodes may choose not to take part in the routing process. A node may be selfish for node $A$ and unselfish for node $B$, meaning that it can decide to help node $B$ with its routing (if, for example, $B$ belongs to its own community), but not necessarily node $A$. There are several reasons why a node may be selfish. For example, it might be low on resources (battery life, memory, CPU) at a certain point and would like to save them for future use. Another reason for selfishness might be the fear of malicious data from unknown users, or even the lack of interest in helping nodes from other communities. We refer to these nodes as selfish, although they are not actually selfish in the true sense of the word, as all the reasons previously stated are valid reasons for not participating in data routing. However, because from the point of view of other nodes they are selfish (since they do not aid in the routing process), we will keep referring to them as selfish nodes.

Thus, selfish nodes should be detected and avoided in the routing process. Furthermore, incentive mechanisms that reward nodes when they actively
take part in the network and punish them when they don’t, should be employed. In this paper, we propose SENSE, a novel social-based collaborative content and context-based selfish node detection algorithm with an incentive mechanism that aims to reduce the impact of selfish nodes in an opportunistic network. Since information collected locally by each node may not be sufficient to reach an informed decision, nodes running SENSE collaborate through gossiping. After informing each other of their observations, nodes reach decisions individually based on their local and received information. Unlike other collaborative detection algorithms, nodes don’t have to rely on other nodes doing their computations. Moreover, perceived altruism values for other nodes are not binary, so a node is not considered totally selfish or altruistic. Instead, the altruism is a value between 0 and 1, and the decision to use a node for routing can be done at a higher level.

SENSE bases its analysis on the current context, such as social knowledge or information about the device’s battery. Social information is used because nodes tend to interact more and be more altruistic towards members of their own community [2], while the battery status helps decide if a node was being selfish due to the fact that it was low on resources. Furthermore, SENSE is also content-based since it analyzes every message a node has sent and makes decisions based on its type (such as source and destination communities, message priority, age, hop count, etc.).

Since humans constitute the network, human altruistic behavior is an important factor in the feasibility of an opportunistic network. Authors of [2] first presented a systematic study of the impact of altruism on communication, particularly on opportunistic networks. Based on this study, IRONMAN [3] is currently a well-known implementation of an incentive mechanism for opportunistic networks that uses pre-existing social information to detect and punish selfish nodes, incentivising them to participate in the network. In order to provide more insight to our approach, we compare it to IRONMAN and show that it behaves better in terms of network performance and detection accuracy. We also show that SENSE behaves well when we simulate the existence of battery-powered devices that become inactive for certain time periods (e.g. when they have to recharge). We chose IRONMAN for comparing our proposed solution to, because it has been shown to have good results compared to previous existing mechanisms.

The following section presents notions about altruism modeling in practice and describes other similar solutions for selfish node detection in opportunistic networks, as well as several incentive mechanisms. Section 3 presents
some simple improvements that can be brought to the existing IRONMAN algorithm; it also proposes SENSE, a novel social-based collaborative content and context-based selfish node detection algorithm with an incentive mechanism. Section 4 compares the results obtained by IRONMAN and SENSE in three different scenarios, while Sect. 5 presents conclusions and future work.

2. Related Work

2.1. Altruism Modeling

In order to design an opportunistic network, an altruism model that specifies how selfish nodes are spread in the network and how they behave towards the nodes they encounter should be used. In [2] and [4], several such models are presented: percentage of selfishness, uniform, normal, geometric, degree-biased or community-biased distributions. In the percentage of selfishness model, nodes may be totally selfish or totally altruistic, and there is a given percentage of selfish nodes in the network. However, this model is unrealistic, since a node generally isn’t fully selfish or fully altruistic.

The uniform distribution model assumes that the altruism values for nodes in an opportunistic network are uniformly distributed, while the normal distribution model uses a Gaussian distribution, restricting and normalizing the range of values using the 5% and 95% values of the cumulative distribution function [4]. The advantages of these two models are that they are popularly encountered in nature and are relatively easy to implement.

When employing a geometric distribution, altruism values are computed for node pairs, each of them following a distribution in which the probability decreases with the social hop-distance [2]. The degree-biased distribution is based on the assumption that nodes become more popular and have many social connections because the owners of the devices are willing to help other people, while the community-biased model assumes that people in a community have greater incentives to carry messages for other members of the same community. In this case, altruism is modeled using an intra and an inter-community altruism level, with the first value being higher.

For our purpose, the most suitable model would be the community-biased distribution model, since we are dealing with an opportunistic network where the nodes are mobile devices carried by humans that interact based on social relationships. However, altruism values should also be distributed inside a community (i.e. not all nodes in the same community should have the same altruistic values towards each other), using a uniform or normal distribution.
The altruism model can be complemented with a battery consumption model [5] that assumes a node starts with a certain battery level that decreases in time. There are also several situations in which the battery consumption model can be integrated with the altruism model. For example, a node can behave normally according to its preset altruism until the battery level reaches a certain threshold. When this happens, the node doesn’t exchange data until the battery is recharged. We propose a more complex method to compute a new altruism value, based on the original altruism $a_i$ and the current battery level:

$$b_i = a_i \times e^{\frac{E}{E_{\text{max}}}} - 1$$

where $b_i$ is the battery-based altruism of node $i$ given by the chosen model, $E$ is the current residual capacity of the battery, $E_{\text{max}}$ is the maximum capacity of the battery, and $e$ is Euler’s number. We chose this function because we needed an exponential decrease in altruism with regard to the percentage of battery available. Additionally, a threshold can also be enforced to the altruism model proposed above, so that when the battery level is below a certain value, the altruism automatically becomes 0. We chose an exponential function because we believe that a node nearing the critical level of battery depletion should take advantage of the fact that it still has some battery left and attempt to make itself known as unselfish. If the altruism drops linearly, other nodes might consider it selfish even when it has an acceptable battery level (e.g. 30%), which would lead to the node not being helped by others after it has recharged its battery.

Regarding the behavior of a node when it is selfish, another node can send it messages, but the sender can’t know if those messages were received or if they are ever going to be delivered. This is inherent in mobile networks based on WiFi or Bluetooth.

2.2. Selfishness Detection Algorithms and Incentive Mechanisms

Although it has been shown that opportunistic networks are robust towards altruism distribution [2], detecting the selfish nodes and avoiding them (or making them unselfish) can lower the unnecessary loss of resources or the delays that might appear. Therefore, several methods for the detection of selfish nodes in DTNs have been proposed in previous works.

The selfish node detection mechanism for DTNs and Mobile Ad Hoc Networks (MANETs) described in [6] uses a collaborative watchdog approach
to detect selfish nodes and spread this information in the network. There are three states regarding the perceived altruism of another node in the network: either no information exists, the node is known as selfish, or the node is known as altruistic. If a node $A$ has no information about node $B$ and a “selfish” or “unselfish” notification is received from another node, then $A$’s perceived state of $B$ is set to the received value. If $A$ sees $B$ as either selfish or altruistic and receives the opposite value, then it resets $B$’s perceived value to the no-information state. The main disadvantages of this approach are that it assumes that a node can either be fully altruistic or fully selfish, and that a node’s perceived state can fluctuate heavily if contradictory information comes from different nodes.

We propose an approach that uses values between 0 and 1 for a node’s altruism since it is more realistic, and computes perceived altruism values based on both context (social knowledge, battery level) and content (computations are performed by analyzing each message). Our approach is somewhat similar to [7], where gossiping is used by nodes to spread their interpretation of the monitoring level, for a faster detection of selfish nodes in the network. Another method [8] splits selfish nodes into free riders, black holes and novas, and uses message path analysis to separate them from other nodes.

However, simply detecting selfish nodes may not be enough to improve the performance of a network [6]. An incentive mechanism may, for example, not accept messages from nodes considered selfish, thus forcing them to participate if they want their messages delivered. Such a mechanism is IRONMAN [3], which uses pre-existing social network information to detect and punish selfish nodes, incentivising them to participate in the network. Each node stores a perceived altruism (or trust) value for other nodes, that is initialized based on the social network layout: if the nodes are socially connected, this value is higher than for non-community nodes. When a node $A$ meets a node $B$, it checks its encounter history to see if $B$ has ever created a message for $A$ that has been relayed to another node $C$. If this is the case, and $A$ has encountered $C$ after $B$ had given it the message but $A$ didn’t receive the message, then $C$ is considered selfish, and $A$’s perceived altruism of $C$ is decreased. Whenever a node $A$ receives a message from a node $B$ which is not the source of the message, $A$’s perceived altruism of $B$ is increased.

Apart from detecting selfish nodes, IRONMAN also uses incentives to make nodes behave better. Therefore, whenever a node $B$ is considered selfish by $A$ (its perceived altruism is below a given threshold), it is notified, and $A$ won’t accept any messages from it (but will keep on forwarding its
own messages to $B$). Therefore, a selfish node might end up not being able to send its messages, unless it becomes altruistic. Like IRONMAN, SENSE also takes advantage of social information about the nodes, only it doesn’t use it solely at the bootstrapping phase, but also during the algorithm’s run time. We compare our proposed solution to IRONMAN and highlight the advantages it brings in Sect. 4.

3. Selfish Nodes in Opportunistic Networks

3.1. IRONMAN improvements

The IRONMAN algorithm for detecting and discouraging selfishness in opportunistic networks [3] uses perceived altruism ratings for encountered nodes, in order to decide if they are selfish or not. These ratings are computed locally based on the analysis of the history of contacts whenever two nodes meet, but the local values are exchanged with other nodes at every encounter, in order to inform them if a node is selfish. The local values are combined with the foreign values from other nodes through an addition. However, we believe that certain issues may appear because of the way the ratings are computed, and we propose an alternative to correct this.

For example, let’s assume we have a node $C$ that is selfish, and two other nodes $A$ and $B$ that have not encountered $C$ yet, so they know nothing about it. In [3], the default perceived altruism value for an unknown node is equal to the threshold that separates selfish from altruistic values. If nodes $A$ and $B$ meet each other several times before any of them encounters $C$, then every time they get in range, the perceived altruism of $C$ will double, although none of the nodes knows $C$. If, for example, $A$ and $B$ start with an altruism of 50 for $C$ (with the altruism threshold also being equal to 50), after five encounters, the rating will end up being 800 for both nodes. This can easily happen when $A$ and $B$ don’t encounter other nodes that have seen $C$. When finally $A$ or $B$ meet $C$ or another node that has seen $C$, it will take some time before the perceived altruism value decreases under the threshold, so messages may be sent to $C$, which will not forward them. This may lead to data loss or to increased delays in data delivery.

In light of the previous example, we propose using an average instead of a sum when updating the altruism value of a node upon an encounter, because it will keep the values around the same point, while becoming sensible to newly received information. Therefore, we propose using the average of the local and foreign altruism values when computing the new perceived
altruism rate of a node. This version of IRONMAN will be referred to as IRONMAN-AVE for the rest of the paper. The second alternative assumes that locally-collected information is more reliable, so it favors the local perceived altruism value. Therefore, the new altruism rate is computed as a weighted average with a weight of 0.9 for the local value and 0.1 for the foreign one (this version of IRONMAN will be referred to as IRONMAN-WEI). The weight values 0.9 and 0.1 were selected after multiple experimental iterations and seem to provide the most suitable and reliable solution.

3.2. The SENSE Algorithm

SENSE assumes that each node has a unique ID that can be used to identify it within the entire network. This ID may be set by a global service whenever a node enters the network, or (since opportunistic networks are generally fully decentralized) it can be the IMEI code for phones and tablets, the MAC address for other devices, or any other uniquely identifying number. For privacy concerns, we propose that if the latter approach is employed, the IMEI code or MAC address should be hashed in order to obtain the actual ID. Aside from the ID, a node stores social information, i.e. the relationships it has with other participants in the network. Since it has been previously proven that nodes in opportunistic networks tend to interact more with members of their own social community than with other nodes [9, 10], we consider this information to be helpful in designing our selfishness detection algorithm. Furthermore, as we have shown in Sect. 2.1, nodes tend to be less selfish towards their own communities, so having knowledge about a node’s social connections might help in deciding whether it was being selfish or if it couldn’t deliver a message due to other reasons (such as insufficient space in the data memory). Therefore, a node contains information about its own community as a list of nodes it has social relationships with. For the sake of simplicity, we do not take into consideration the strength of a social relationship, so two nodes are either socially connected or not. The community can either be taken from various social networks such as Facebook or Google+, but when this information is not available, we use a distributed community detection algorithm such as $k$-CLIQUE [11]. Also, the battery level is another contextual information that a node has access to at an encounter, and that it may use in the altruism computation process.

Aside from information regarding its ID, community, and battery level, each SENSE node has its data memory split into four sections. The role of these sections is to control the number of messages stored for forwarding, as
well as the amount of contact history each node is aware of. A message may have multiple copies in the memory, but they only occupy the space of a single message, since a counter is used to specify the number of copies. The data memory is therefore split as follows:

1. $G$ - messages generated by the node itself. There is a separate list for these messages because they should be kept at the generating node for a longer period of time than messages carried for other nodes.
2. $C$ - messages that the node stores, carries and then finally forwards (or drops, if the memory is full) for other nodes.
3. $O$ - past forwards. It contains information regarding past message forward operations performed either by the current node, or by other nodes. Therefore, the following information is stored: ID and community of both nodes that participated in the forward (sender and receiver), time of the encounter, encountered node’s battery level when the contact occurred, and metadata about the message that has been exchanged between the sender and the receiver (source and destination node IDs, priority, etc.).
4. $I$ - past receives. It contains information regarding past message receive operations performed either by the current node, or by other nodes, and the stored data is similar to the one from $O$. Both $I$, as well as $O$, are updated whenever a new data exchange takes place (e.g. if node $A$ sends a message to node $B$, an entry will be added in $A$'s $O$ and one in $B$'s $I$).

When two nodes $A$ and $B$ running SENSE meet, they perform a series of steps (also presented in Alg. 1). Firstly, each node checks if its battery level is above a certain threshold, and if it’s not, then that node will not participate in the data exchange. Secondly, each node computes an altruism value for the other node, as specified in Sect. 2.1 and, based on that value, decides if it will forward data for the other node. If the two nodes decide that they are unselfish towards one another, at the next step they exchange the $I$ and $O$ lists of past data transfers. When a node receives one of these lists, it updates its own list with the newly received information. This way, a node can have a more informed view of the behavior of various nodes in the network, through gossiping. We consider this to be an improvement over IRONMAN, since node $A$ isn’t simply told that node $C$ has a certain degree of altruism based on the computations performed by $B$, but it is allowed to make the decision itself based on information gathered from encountered nodes. This is an advantage for our algorithm, as node $C$ may be selfish.
towards node B because they are not socially connected, and unselfish with regard to node A because they belong to the same community. When this situation happens at IRONMAN, if node B decides that C is selfish and notifies A of this before A ever encounters node C, then A will end up considering C as being selfish, although that may not be the case. Since the sizes of O and I are limited, there may not be enough room for the entire history of contacts to be stored; therefore a node only keeps the most recent information in its own contact history memory.

After two nodes decide to be altruistic towards one another and they finish exchanging knowledge about past encounters, each of them advertises its own specific information, such as battery level and metadata about the messages it carries (which includes source and destination IDs). Based on the lists of past encounters I and O, each node computes a perceived altruism value for the other node with regard to the messages stored in its own data memory (in other words, it computes how willing the encountered node is to forward a certain type of message). If this value is within certain limits, the communication continues and the desired algorithm is applied. If (for example) node B’s computed altruism is not within the given limits for any of A’s stored messages, then it is considered selfish by node A, so A doesn’t accept messages from B. Node A then notifies B that it considers it selfish, so B won’t end up considering node A selfish (because this would lead to all nodes in the network becoming selfish eventually, since nobody would accept messages from anybody else). This also functions as an incentive mechanism, because if a node wants its messages to be routed by other nodes, it shouldn’t be selfish towards them. Therefore, every time a node is notified that it is selfish in regard to a certain message, it increases its altruism value. If there is a social connection between the node considered selfish and the source of the message, then the inter-community altruism is increased. If the two nodes aren’t socially connected, the intra-community altruism value grows.

The formula for computing perceived altruism values for a node N and a message m based on the lists of past forwards (O) and receives (I) is:

\[
altruism(N, m) = \sum_{o \in O, i \in I, o.m = i.m} type(m, o.m) \times thr(o.b)
\]

In the previous formula, a past encounter x has a field x.m which specifies the message that was sent or received, x.s is the source of the transfer, x.d is the destination and x.b is the battery level of the source. type is a function
that returns 1 if the types of the two messages received as parameters are the same (in terms of communities, priorities, etc.), and 0 otherwise, while \( thr \) returns 1 if the value received as parameter is higher than a preset threshold, and 0 if it’s not. Basically, the altruism computation function counts how many messages of the same type as \( m \) have been forwarded with the help of node \( N \), when \( N \)’s battery was at an acceptable level. In other words, we exclude the cases in which a node \( N \) didn’t forward a message when it had (for example) 2% battery left, since we wouldn’t expect it to do that anyway. The result of the formula is normalized with the total number of message exchanges, so the final value of the perceived altruism is between 0 and 1.

Because the altruism computation takes into account information such as the battery life and social relationships, the algorithm can be described as \textit{context-based}. Furthermore, as the perceived altruism value is computed with regards to the type of every message in a node’s data memory, our proposed selfish detection algorithm is also \textit{content-based}.

\begin{algorithm}
\textbf{Algorithm 1} The SENSE algorithm when node \( A \) encounters node \( B \)
\begin{verbatim}
function \textsc{encounter}(A, B)
    exchange(A, B, I, O)
    update(I, O)
    for all messages \( m \) in \( B.G \) and \( B.C \) do
        altruism = compute_altruism(A, B, m)
        if altruism > altruism\_threshold then
            routing\_algorithm(A, B, m)
        else
            notify\_selfish(B, m)
        end if
    end for
end function

function \textsc{notify\_selfish}(B, m)
    if B is in the same community as \( m.source \) then
        increase B.intra
    else
        increase B.inter
    end if
end function
\end{verbatim}
\end{algorithm}
4. Evaluation

This section presents an evaluation of SENSE in various situations. We compare its results with the ones obtained when running IRONMAN and its two modified versions proposed in Sect. 3.1.

4.1. Test Setup

We tested both with human mobility traces, as well as using a synthetic mobility model, both of which are presented in this subsection.

4.1.1. Mobility Traces

All tests were performed on the MobEmu emulator [12] which parses human mobility traces and then applies an opportunistic routing and selfish node detection algorithm at every encounter between two nodes. We used three mobility traces, publicly available in the CRAWDAD archives [13]. UPB 2011 [10] and UPB 2012 [14] are two traces taken in an academic environment at the University Politehnica of Bucharest, where the participants were students and teachers. UPB 2011 includes data collected for a period of 25 days by 22 participants, while UPB 2012 had a duration of 64 days and involved 66 participants. St. Andrews [15] is a real-world mobility trace taken on the premises of the University of St. Andrews and its surroundings. It was taken by the authors of the IRONMAN algorithm and was also used within their tests. The trace lasted for 79 days and involved 27 participants that used T-mote Invent devices. The main advantage of these three traces is that they also include social information about participating nodes, in the form of a graph of social connections. As shown in Sect. 3.2, this information is necessary to our algorithm.

4.1.2. Mobility Model

Besides the mobility traces, we also tested SENSE and IRONMAN using the Home-Cell Community-based Mobility Model (HCMM) [16], a synthetic mobility model that tries to replicate the behavior of nodes in an opportunistic network. It is based on the caveman model [17], which assumes that nodes have home communities, where they spend most of their time, and acquainted communities, which they visit more rarely. Nodes in HCMM are driven not only by the social relationships between them, but also by the attractions of physical locations. According to this model, the attraction of an external cell is computed based on the relationships with nodes that have
their home in that cell. When a node reaches a cell that is not its own home community cell, it stays there with a probability $p_e$, and returns to its home cell with the probability $1 - p_e$.

When testing with HCMM, we tried to simulate an academic environment. Therefore, we split the physical space into a 400x400-meter grid, with 10x10-meter cells, in order to simulate the campus of a university. The speed of the nodes was chosen between 1.25 and 1.5 meters per second, which is the average human speed, while the transmission radius of the nodes was 10 meters, which is the regular Bluetooth range. There were 33 nodes in the network, split into seven communities. The duration of the experiment was three days, and we used the HCMM community grouping to create the social network used for routing decisions.

4.1.3. Opportunistic Routing Algorithm

We performed our tests using Spray-and-Wait [18], an opportunistic routing algorithm where each message has a fixed number of copies (chosen based on the number of encounters in the network). At every encounter, a node sends half of its copies of a message to the encountered node, if the latter doesn’t already contain it. When a single copy of the message is left at a node, it is only delivered directly to the destination. As stated in Sect. 3.2, when a node has multiple copies of a message, it simply keeps a counter that specifies the amount of copies available, so a message takes up a single slot in the data memory, regardless of the number of copies present.

4.1.4. Testing Parameters

When testing, we assumed we were in an environment with devices that have limited resources, therefore the data memory of a node was limited. We tested with multiple values, ranging from 20 to 4500. When a node has to receive a message, but doesn’t have enough room in its memory, it discards the oldest message and replaces it with the new one. The size of the two history lists $O$ and $I$ was set empirically to 1000.

For all experiments, we tried to model the generation of messages so as to resemble a real-life academic environment. Thus, every weekday, each node from the trace generates 30 messages with destinations chosen based on its social relationships using a Zipf distribution with an exponent of 1. Therefore, a node has a higher chance of sending a message to another member of its community than to other nodes. Inside the community, the destinations are chosen randomly. The time of the day when the messages are sent is
randomly chosen inside the two-hour interval when the most contacts occur for each trace. We chose a Zipf distribution of messages because it has been shown that data requests and sends follow power law distributions [19].

For the IRONMAN implementation, we used the description in [3] and the parameter values shown there. Thus, the default perceived altruism value for nodes in the social network was 100, and for unknown nodes it was 50. The trust threshold was also 50, as well as the behavioral constant added or subtracted when a node is found to be altruistic or selfish. These values are the same for IRONMAN-AVE and IRONMAN-WEI. Since we use a community-biased distribution as an altruism model, a node has two levels of altruism (one for nodes in its community, and one for nodes outside it), both between 0 and 1. Therefore, when a node is informed by another that it is considered selfish, it increases both these values by 0.1. This is done similarly for our algorithm, except that only one of the two altruism values is increased by 0.1, as shown in Sect. 3.2. Both the inter and the intra-community altruism values were distributed normally in the network with a mean of 0.4 for inter-community and 0.6 for intra-community. We opted for two different values in order to better model real-life scenarios, whereas the new mean values for the distributions were obtained as deviations of trust in terms of incremental steps (0.1) from the standard mean (0.5).

4.2. Testing Scenarios

Taking into consideration the previous setup, we performed several simulations and analyzed various metrics that highlight the benefits brought by SENSE.

4.2.1. Hit rate, latency, delivery cost, and hop count

For the first scenario, we looked at four performance metrics very important in opportunistic networks and how they are affected by selfishness, for the three mobility traces and HCMM. The hit rate is the ratio between successfully delivered messages and the total number of generated messages. The delivery latency is defined as the time passed between the generation of a message and its eventual delivery to the destination. The delivery cost, defined as the ratio between the total number of messages exchanged and the number of generated messages, shows the congestion of the network. The hop count is the number of nodes that carried a message until it reached the destination on the shortest path, and should also be as low as possible in order to avoid node congestion.
Table 1: Testing parameters

<table>
<thead>
<tr>
<th>Trace</th>
<th>Participants</th>
<th>Max Copies</th>
</tr>
</thead>
<tbody>
<tr>
<td>UPB 2011</td>
<td>22</td>
<td>10</td>
</tr>
<tr>
<td>UPB 2012</td>
<td>53</td>
<td>30</td>
</tr>
<tr>
<td>St. Andrews</td>
<td>27</td>
<td>6</td>
</tr>
<tr>
<td>HCMM</td>
<td>33</td>
<td>16</td>
</tr>
</tbody>
</table>

We ran the default Spray-and-Wait algorithm with and without selfish nodes (we called these the “default” and “selfish” cases), after which we applied the four selfish node detection and incentive algorithms: IRONMAN with its two versions, and SENSE. The total number of opportunistic network participants and the number of maximum message copies allowed for the Spray-and-Wait algorithm are shown in Table 1. For the UPB 2011 trace, the SENSE threshold was 5, while for the other traces and for HCMM it was set to 1 (this threshold was normalized with the total number of message exchanges).

4.2.2. Community-biased detection accuracy

Normally, the detection accuracy is the proportion of selfish nodes that were correctly detected as selfish, but since we employ a community-biased altruism model, nodes aren’t fully altruistic or fully selfish. Instead, as we are dealing with values between 0 and 1, we define the community-biased detection accuracy as the percentage of nodes that end up with an altruism value of 1 thanks to the incentive mechanisms used. These are the nodes that have been recognized by most nodes in the network as being selfish and thus avoided until their altruism levels increase and they start opportunistically carrying data for other nodes. The scenario was performed on the UPB 2012 trace.

4.2.3. Battery-aware scenario

For the third scenario, we added a battery consumption model to the emulator, that assumes a node starts with a certain battery level which decreases in time (in our case, the battery lasts 24 hours and takes two hours to recharge). When the battery is below a certain threshold, the device doesn’t participate in the routing process. We tested on the UPB 2012 trace with the same parameters as above, using the four metrics presented previously, with battery threshold values ranging from 10% to 25%. In this scenario, the
residual capacity of the battery can decrease in time based on the following simple formula presented in [5]:

\[ E = E - \sum_d I_d \Delta t \cdot V_{\text{nominal}} \]

4.3. Results for Opportunistic Network Metrics

This subsection is focused on presenting the results obtained when running the first scenario, shown in Fig. 1 through 4.

Firstly, it can be seen from Fig. 1(a) that, for the UPB 2011 trace, adding selfishness to an opportunistic network leads to an important drop in hit rate, even for small data memory sizes (for a data memory of 100 messages, the difference between running with or without selfishness is 2.53%, while for a memory of 4500, it is as high as 8.92%). This happens because messages are sent to selfish nodes that end up dropping or never delivering them, and this is why a selfish node detection and an incentive mechanism is necessary.
Selfish nodes must be avoided or convinced to become unselfish, in order to improve the hit rate. Figure 1(a) shows that using IRONMAN without any changes doesn’t bring much improvement at all; the reasons are the ones described in Sect. 3.1, namely that selfish nodes are hard to detect because their perceived altruism value at other nodes grows very quickly. However, using IRONMAN-AVE and IRONMAN-WEI, we obtain a higher hit rate than the original IRONMAN, regardless of the size of the data memory. Moreover, the hit rate obtained for IRONMAN-AVE and IRONMAN-WEI is also higher than the one resulted when there is no selfish node detection algorithm employed. For this particular trace, the weighted method brings better results, which means that a node is able to gather sufficient information locally, and makes an informed decision based only on the data collected from other nodes (i.e. it doesn’t need other nodes to compute its perceived values for it). Finally, for data memory sizes higher than 100, SENSE outperforms any version of IRONMAN and gets close to the hit rate obtained when no selfish nodes are present. We should also note that the hit rate improves when the size of the data memory increases, because older messages are deleted after a much longer time and the chance of replacing them before delivery becomes lower.

In Fig. 1(b), it can be observed that latency increases when there are selfish nodes in the network because giving messages to selfish nodes leads to their loss or to large delays in their arrival at the destination. For example, let’s assume that a selfish node A carries a message destined for node B. When the two nodes first meet, A doesn’t deliver the message because it is selfish. B may or may not infer that A is selfish, but the important part is that A doesn’t deliver the message when it is supposed to, only much later (at a future contact, if any) or not at all. If the nodes hadn’t been selfish, A would have delivered the message the first time it encountered B. Using IRONMAN doesn’t decrease the latency, except for IRONMAN-WEI, which (as has been explained above) seems to be suitable for this trace. However, SENSE sees a drop in delivery latency of about 2 hours when compared to the selfish case. Although opportunistic networks are delay-tolerant, we believe that the latency should be decreased where possible, if we want a real-life implementation of such networks.

The delivery cost and hop count are also affected by the introduction of selfish nodes in the opportunistic network, as can be seen in Fig. 1(c) and Fig. 1(d). However, they decrease (which in this case is a positive change), but this only happens because the hit rate also drops. The messages that aren’t
delivered any more because of selfish nodes were probably ones with high delays, that moved a lot across the network, so they increased the average values. On closer inspection of the results for SENSE in comparison to the selfish case, we can see that the achieved gain in hit rate is higher than the loss in hop count and delivery latency, which further argues that our solution is appropriate for this scenario.

Since the UPB 2012 trace is similar to UPB 2011 (except that it lasted longer and had more users), the results obtained for this scenario are similar for these two traces, and this can be seen in Fig. 2. In terms of hit rate, IRONMAN brings an insignificant improvement when compared to the selfish case, while our two modified versions perform slightly better (especially IRONMAN-WEI). Our proposed algorithm helps improve the hit rate of a selfish node and outperforms all IRONMAN versions. Furthermore, for small data memories (20 messages), it even yields a better hit rate than the default case. This happens because, for the default case, nodes send messages
to any encountered nodes and (since the number of message copies is limited) may end up depleting them, while the nodes that receive them don’t ever encounter the destinations. When employing our algorithm, messages aren’t sent to just any node, but to nodes that have previously delivered similar messages, so there is a higher chance of them repeating this. The latency results are also similar to the ones obtained for UPB 2011. They show that SENSE has lower latencies than the selfish case and all three IRONMAN versions (the original, IRONMAN-AVE and IRONMAN-WEI), but still higher than for a network with unselfish nodes. However, the most important results are seen when analyzing the delivery cost in Fig. 2(c) and hop count in Fig. 2(d). Whereas at the UPB 2011 trace, our algorithm only yielded better values than the default scenario, for UPB 2012 the delivery cost and hop count for SENSE are better than for all other cases. This happens because messages are forwarded only to nodes that have previously forwarded similar messages.
The results obtained when testing with the St. Andrews trace (shown in Fig. 3) are also very similar to what we obtained for UPB 2011 and UPB 2012. Thus, our algorithm obtains a better hit rate than the selfish and IRONMAN cases, a higher latency than the default case, but lower than all other cases, and a hop count and delivery cost lower than the ones from the default scenario and very close to what was obtained for the selfish case.

Fig. 4 shows the results of the first test scenario when simulating an opportunistic network using HCMM. SENSE performs very well in terms of hit rate: for a data memory of 20 and 100 messages, it yields much higher hit rates than even the default test case, with an improvement of 39.71% for a data memory of 20 messages, and 24.89% for 100 messages. This happens because we are dealing with many contacts and the copies of a node’s messages get consumed really quickly in the default case, so the node only remains with one copy of each, that it can only deliver to the message’s destination. For higher volume data memories, this no longer happens because nodes can
store a larger amount of messages. Figure 4(a) also shows that, for HCMM, the original IRONMAN is better than our two versions. The latency charts show that having selfish nodes increases the latency, but SENSE can help decrease it. Finally, for delivery cost and hop count, IRONMAN-AVE and IRONMAN-WEI perform the best, but this is because they have very low hit rates (as seen in Fig. 4(a)). SENSE yields much better values for hop count and delivery cost, and obtains hit rates close to that of the default test case.

4.4. Results for Community-Biased Detection Accuracy

Figure 5 shows the community-biased detection accuracy for selfish nodes inside or outside the community. For nodes not belonging to the community, SENSE has a much better accuracy than IRONMAN; it is 5 times better for a data memory of 20 messages, and 37 times better for 4500 messages (the difference being 69.81%). This suggests that SENSE detects more nodes that are selfish towards non-community nodes than IRONMAN, and convinces them through incentives to become more altruistic. Our solution also performs better regarding intra-community nodes, but the differences are not so large (with a maximum improvement of 32.07%, which is 17 times better than IRONMAN).

The high detection accuracy for SENSE is due to the analysis of encounter history, which is both context, as well as content-based. We not only base our decisions on the social relationships between the sending and receiving nodes or battery life, but we also compute perceived altruism values repeatedly, for each type of message.
4.5. Results for a Battery-Aware Scenario

Finally, Fig. 6 presents the hit rate, latency, delivery cost and hop count when employing a battery model while testing with the UPB 2012 trace. We highlight the improvements brought by using context-awareness in the decisions that SENSE makes. Since the battery-aware scenario was performed for the UPB 2012 trace, Fig. 6 looks similar to Fig. 2. However, it can be seen that, while the difference in hit rate between the default case and the selfish case is similar for the two scenarios (about 20% for a data memory of 4500), the improvement brought by our algorithm is almost double for the battery-aware scenario (10% vs. 5%). This means that our algorithm handles well the situation where nodes have depleting battery and can become selfish when the battery level is too low. Moreover, the improvements brought by any of the three versions of IRONMAN on the battery-aware scenario are close to 0, while on the previous UPB 2012 tests, there was a slight improvement obtained.
Regarding the other three parameters, the charts from Fig. 6 resemble the ones from UPB 2012, with the main difference being that the latencies are higher for the battery-aware scenario because nodes don’t participate in the network for small intervals of time when they charge their battery. The hop count and delivery cost are also lower in the battery-aware scenario.

The reason why SENSE performs well is that it tries to avoid nodes with low battery by not sending them messages to be forwarded. This happens because, if we would send a message to a low-battery node, first of all the carrier node would lose some copies of its messages (as per the Spray-and-Wait algorithm), and secondly, the message received by the low-battery node would take longer to be delivered, since the node would be inactive while recharging. Moreover, SENSE has the advantage over IRONMAN that it doesn’t consider low-battery nodes selfish, which would lead to them being avoided by other nodes. It just avoids them while they have a low battery level, but continues to use them for forwarding when they are charged.

5. Conclusions

We have presented SENSE, a novel social-based collaborative content and context-based selfish node detection algorithm with an incentive mechanism, which aims to reduce the issues of having selfish nodes in an opportunistic network. Our approach uses gossiping and context information to make informed decisions regarding the altruism of nodes in the network, on one hand, and incentive mechanisms to make selfish nodes become altruistic, on the other. Our solution takes advantage of social relationship knowledge regarding the nodes in the network to decide if a node is selfish towards its own community. Furthermore, it also makes its decisions based on content, since a node’s perceived altruism level is computed with respect to every message in a node’s data memory.

In terms of validation, we have tested SENSE on three scenarios and compared it to IRONMAN. We have shown that it outperforms IRONMAN in regards to hit rate and latency, and even that it fares better than the default case in terms of hop count and delivery cost. This happens because SENSE sends messages in a selective manner, only to nodes that have already successfully delivered messages of that type. Furthermore, we have also shown that SENSE has better detection accuracy than IRONMAN. In the end, we ran a scenario where a battery life model was used, and showed that our proposed algorithm significantly increases the hit rate.
As future work, we plan to test SENSE in other situations that do not necessarily resemble an academic environment. Furthermore, we wish to analyze its results while using different routing algorithms. An interesting research topic that derives from selfish node detection is how to find malicious nodes that behave unexpectedly on purpose, and how can these be avoided in order to ensure privacy and security.
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