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FOREWORD
And, once again two conferences have produced great programs which I’m proud

to be a part of.  As I look at the programs I really wish that I could attend both!
Getting this manuscript out is always a challenge.  We have the conference

committees trying to put programs together and then refining them, but we also have
printing deadlines.   My thanks to the Dan Brandon and Dean Sanders  for their hard
work feeding me manuscript that was carefully laid out by the respective conference
committees.  My thanks also to Dan and Dean for their responsiveness when I was
“harassing” them that we had printing and shipping deadlines to worry about.  The
programs for both conferences are excellent, and I heartily commend the papers in this
issue.  Those able to attend the conferences will benefit greatly from the presentations
and we will all benefit greatly from having the copy of the papers from both conferences
available to us.  This is particularly true for those of us unable to attend either conference.

Let me take a moment here to call your attention to our National Partners listed
above.  Their financial support enables us to continue to offer the CCSC regional
conferences at an inexpensive registration rate, allowing those of us with minimal travel
budgets to attend professional conferences.  Their generosity is very much appreciated.

Let me also recognize Upsilon Pi Epsilon as a supporter of student programs at our
regional conferences.

My thanks to all the supporters and facilitators, and it’s a pleasure to present you
with two more sets of excellent conference papers.

John Meinke
UMUC – Europe

CCSC Publications Chair
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WELCOME TO THE 2010 CCSC MID-SOUTH CONFERENCE

On behalf of the conference committee, I welcome you to the Eighth Annual
Consortium for Computing Sciences (CCSC) Conference for the Mid-South region.  We
are pleased to be hosted this year by Harding University in Searcy, Arkansas.

The conference program includes eighteen refereed papers, five tutorials, two
workshops, one panel discussion, and two sessions of oral presentations of undergraduate
student research.  We are also introducing our first Nifty Assignments session, and we
continue to host our annual undergraduate student programming competition.  Sessions
include a broad spectrum of topics from the computing disciplines.  We are especially
pleased to offer multiple presentations in the areas of security, machine learning,
robotics, computing curriculum, and networking.  

The thirty-four papers submitted were reviewed using a double-blind process with
at least three reviewers per paper.  Eighteen papers were accepted for publication in the
Journal of Computing Sciences in Colleges and for presentation at this year's conference.
We would like to especially thank all of the authors for their hard work and high-quality
submissions and all the reviewers for their careful reviews.  

The Mid-South conference committee, the regional board, and the faculty and staff
of the Harding University Department of Computer Science worked hard organizing this
conference.  I thank all of you for your varied contributions and the many hours of hard
work that make this conference possible.  

We hope you enjoy the conference and find it to be a valuable opportunity for
professional development.  We also look forward to seeing you at next year's CCSC
Mid-South Conference hosted by the University of Central Arkansas in Conway.

Gabriel J. Ferrer, Hendrix College
Conference Chair
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CONCURRENT PROGRAMMING IN ERLANG*

PRE-CONFERENCE WORKSHOP

David R. Naugler
Southeast Missouri State University

One University Plaza
Cape Girardeau
573-651-2787

dnaugler@semo.edu

Erlang is not just another general purpose functional programming language and it
is not the best or most appropriate functional language for all uses.  There are many
worthy programming languages and the best or most appropriate depends on the intended
uses.  Erlang is currently the best and most appropriate functional language for writing
robust, scalable, programs that can  effectively use a one core processor,  multicore
processors , multiple processors, or trusted networks  Concurrent programs in Erlang can
keep running when more processors or core are added,  when some fail or are removed
and can be written to allow hot code swapping so updating does not even require stopping
the process being updated.  This can be done using significantly less code and done faster
than in other languages.  Erlang was designed for concurrency.  The programmer can
concentrate on what the processes are supposed to do and let them fail if a problem
occurs. Failure of a process is a normal response, not a problem to be avoided. Much less
defensive coding is required and fault tolerance is much easier to achieve.  This is not
magic, it is using a tool designed for the job.   The Erlang programming model is to use
many very lightweight processes which do not use shared memory, locks,  or
synchronized methods and which communicate by message passing.   The processes are
controlled the Erlang runtime and not by the operating system.  The programmer's focus
is on what the program is supposed to do and not on what can go wrong.

Erlang is tested, and documentation, source code, and Windows and Linux
implementations are  freely available. There are two excellent books [1], [2].   It has been
generally available for over a decade years and has been used for large industrial
applications.  It interfaces well with other languages. You many well have already used
software which has components written in Erlang. .  Implementations for Linux and
Windows are readily available [1], there is good documentation,  an Erlang 

Erlang programming requires a different, but natural, way of thinking about and
implementing concurrent systems.  It is relatively easy to learn and can be fun. It is not
the total solution to concurrent programming, it many not be the language that dominates
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but Erlang will be  almost certainly greatly influence the language or languages that do
dominate.

This workshop is a hands-on  introduction to concurrent programming in Erlang. 
An introductory knowledge of Erlang or experience with a modern functional language
is assumed.
[1] Armstrong, J., Programming Erlang:Software for a Concurrent World, Raleigh,

NC: The Pragmatic Bookshelf, 2007.

[2] Cesarini, F., Thompson, S., Erlang Programming, Sebastobol,CA: O'Reilly,
2009

David Naugler is a professor at Southeast Missouri State University where he has
taught since 1981.  He has long had a special interest in functional programming
languages, most currently in Erlang.  He also has an interest in Computational Science.
 He has given workshops in Erlang at the introductory and intermediate level in which
many aspects of sequential Erlang programming have been covered at previous CCSC-
MS conferences.
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AN INTRODUCTION TO OPENGL GRAPHICS

PROGRAMMING*

PRE-CONFERENCE WORKSHOP

Otha L. Britton
University of Tennessee at Martin

Martin, Tennessee 38238
731-881-7587

britton@utm.edu

In order to display computer graphics from a language such as C or C++, a graphics
application programmers' interface must be used. The most popular multi-platform API
for this is the OpenGL graphics system. Even the complex movie generation systems such
as the academy award winning Maya software, used for such computer animation movies
as Toy Story, is based on OpenGL. OpenGL, along with an appropriate windowing
toolkit such as GL Utility Toolkit (GLUT), can be used to effectively display computer
graphics. Students can be taught easily to display windows and make elementary
drawings using only the basics of OpenGL.

The workshop will start with a quick overview of how to set up various integrated
development environments (IDEs), such as MS Visual C++ Express 2008 and
Bloodshed's Dev-C++, to use OpenGL and GLUT. This will be followed by a basic
introduction to programming with the OpenGL graphics API. A brief discussion of the
OpenGL coordinate systems and simple 3D drawing techniques will be given. The
participants will then be shown how to use the scaling, rotation, and translation functions
as well as functions for processing mouse and keyboard events. Then the fun will begin
with an introduction to computer animation. Examples that will be constructed begin with
the standard rotating cube, then the bouncing ball, and will conclude with a 3D walking
robot, which utilizes the hierarchical structure to achieve appropriate motion.

The language used will be C++, but OpenGL can be used in many different
languages. All of the software utilized (except for the operating system) is free for
students and can be incorporated easily into beginning as well as advanced computer
programming courses. The workshop presenter has taught a course in computer graphics
for many years and has introduced the basic graphics concepts into a second-semester
C++ course. The introduction of graphics into such a course has spurred much interest
in most of the students and even the poorer students have seemed to perk up and do
high-quality work on the related assignments. Some textbooks are now available that
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utilize an IDE to permit basic Windows programming early in a programming course, but
using OpenGL instead may make drawing and event-driven programming easier to
understand.

This workshop is a hands-on introduction to programming with OpenGL. A basic
knowledge of the C++ language is assumed, although those with Java programming
knowledge should be able to quickly adjust and follow along. 
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FOCUSED MULTI-DOCUMENT SUMMARIZATION: HUMAN

SUMMARIZATION ACTIVITY VS. AUTOMATED SYSTEMS

TECHNIQUES*

Quinsulon L. Israel
Drexel University

Philadelphia, PA 19104
(215) 397-4317

qisrael1906@acm.org

Hyoil Han
LeMoyne-Owen College

Memphis, TN 38126
(901) 435-1391

hyoil.han@acm.org

Il-Yeol Song
Drexel University

Philadelphia, PA 19103
(215) 895-2489

song@drexel.edu

ABSTRACT
Focused Multi-Document Summarization (MDS) is concerned with
summarizing documents in a collection with a concentration toward a
particular external request (i.e. query, question, topic, etc.), or focus. Although
the current state-of-the-art provides somewhat decent performance for
DUC/TAC-like evaluations (i.e. government and news concerns), other
considerations need to be explored. This paper not only briefly explores the
state-of-the-art in automatic systems techniques, but also a comparison with
human summarization activity.

1. INTRODUCTION

Multi-document summarization aims to create a compressed summary of a
collection of documents, while retaining the main characteristics and pertinent
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information within those documents. Adding a focus on this process creates a summary
that also meets a specific request; hence, focused MDS. Extractive summarization uses
whole sentences from the documents in the collection that “inform” the most regarding
a specific request. However, abstractive summarization entails fusing bits and pieces of
information from various sentences in the document collection into semantically similar
information represented in a new way.

The process of summarization can be described in the following steps: 1) Process
sentences using sentence boundary detection, optionally using stop word removal,
tokenization, and other light syntactic parsing, 2) Score each sentence according to
heuristically or automatically ascertained features:  terms of the sentence, position of the
terms and/or sentence, relevance with focus query, derived concepts, etc., 3) Rank and
select the most salient and informative of those scored sentences according to some linear
combination of features

Why do we need such an automated process? The burden of extensive amounts of
information (i.e. information overload), so readily available in digital form, has placed
a heavy cognitive burden (information overload) on society. It has become even more
important for a user to be able to quickly read, understand and utilize digital information
as easily as they can access it. For instance, fast generation of result snippets with search
terms within context has been done in Google for search results [22]; however, a
condensing of the actual text linked to each search result may distinguish better
usefulness. 

Focused MDS has a wide range of usefulness and is applicable across many
domains. Considering the myriad of different types of texts publicly available, especially
within an immensely large and ever growing corpus such as the World Wide Web,
summarization representations and techniques need to be as robust and as efficient as
possible, in order to be useful in the average laymen’s everyday life.

The remainder of this paper is organized as follows: Section 2 discusses the process
of human summarization activity with some historical background, Section 3 discusses
sentences processing in automatic systems and its use of linguistic techniques,  Section
4 discusses the representations of documents and they facilitate MDS processing, Section
5 discusses how position information improvements sentence scoring, Section 6 discusses
sentence scoring and ranking and using N-gram statistics versus language modeling and
classification versus clustering, Section 7 discusses sentence selection and how the issues
of redundancy, compression and coherence effect choosing the most salient sentences for
a summary, and finally, Section 8 concludes this work.
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2. THE INFLUENCE OF HUMAN SUMMARIZATION ACTIVITY

Human agreement studies have been performed since the 1960's [8], where there
was little agreement between sentences extracted by machines using frequency
expectation and those extracted by humans. For single document summarization, studies
reported that 79% of the sentences in a human-generated abstract were a “direct match”
to a sentence from a source document [10]. Therefore, it is natural that many current
MDS (Multi-Document Summarization) systems have been made to be extractive,
attempting to mimic this human behavior. However, for MDS, it has been shown that no
more than 55% of the vocabulary contained in human-generated abstracts can be found
within the source documents [5], signifying a move to a more abstractive means of
summarizing for this task. Also, different people choose different content for their
summaries [9, 12, 16]. This is also true for the human judges (usually four) creating
model summaries in DUCs/TACs, and a correlation of automatic scores and these human
model summaries is taken into account each year [6] to see how well automatic systems
are improving, or not. Even multiple human summaries on the same collection of
documents often do not have much agreement, with unigram overlap of only 40% in a
study from Lin and Hovy [11]. In fact, in order for a consensus summary to be created
from single document summaries from different humans, there must be as many as 30-40
summaries gathered before a consensus becomes stable [21].

3. SENTENCE PROCESSING

Processing a document can often involve several layers depending on the system’s
task and strategy, as well as the representation, structure and syntactic variations of the
document. Once processing is complete, the document is represented in a form in which
the system can interface.  Normally, “syntactic parsing” is performed at the most atomic
level: each token of these sentences are “tagged” by machine-readable codes according
to the grammatical rules and context of its respective language for part-of-speech (POS)
[4]. 

The subjects, predicates and objects can also be parsed as terms or phrases into their
semantic roles, such as pred(sub, obj). The functional relationships have started to gain
more attention for summarization. This involves semantic role labeling and can be done
with the aid of the well known and expensive PropBank [14], a collection of annotated
propositions in predicates-argument form, or the freely available FrameNet [2], a
collection of semantic elements of logical units centered on actions in frame form. By
examining the roles of various elements in a sentence, a system can make better decisions
on what exactly to compare. In fact, Nenkova et al. [12] used semantic annotation in their
methodology to count occurrences of semantically equivalent content between summaries
and the corpus, but only used shallow parsing to determine the respective important
words. Consequently, they discovered factors that influence human judgments and used
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them to create their system, only to increase the accuracy of content counting during
evaluation and distribution building. Wang et al. [24] used pair-wise sentence semantic
similarity. For each sentence, a “frame” was created. Next, WordNet was used to discover
the semantic relations of all terms in the first frame with those in the second to determine
if there is a semantic relation (e.g. synonym, hypernym, etc.). However, this was solely
used for their similarity metric. On the other hand, Ouyang et al. [13] used NER (Named
Entity Recognition) and NER counts, informative words, semantic similarity using
WordNet Lesk function, etc., but do not use deeper semantic parsing for comparisons
between semantic roles of different sentences.

The order of linguistic processing and the depth at which it is performed is a touchy
subject. For summarization tasks, it appears it is best to use “shallow” analysis techniques
that do not require heavy computing resources and trained deep parsers. Mostly all
research described in the previous sub-sections use shallow techniques such as POS
tagging and NER. This has been the normal standard of operation; however, systems such
as in Shi et al. [19] have started to use “deeper” syntactic analysis as a basis for nominal
semantic role labeling.

4. DOCUMENT (TEXT) REPRESENTATIONS

What is meant by the representation of a document? Document representation is
defined here as a tangible, either visual or physical, in our case digital, formalism of the
concrete (text) and abstract (meaning) properties embodying the document. It is a finite
way to automatically organize and store in some numeric form (index), and then later,
retrieve the document for a system to interface with it (e.g. as in early information
retrieval). Document representations must be applied to smaller bits of information such
as user queries, questions, and more importantly, sentences in order to be useful toward
MDS.

One of the fundamental and most efficient ways of representing a document was the
Vector Space Model (VSM) [17]. In the VSM, a subset of terms appearing within the
document at least once are placed in a weighted, linear combination of vectors of terms
to represent the document; when all unique terms present in the document are used, it is
also known as the “bag-of-words” model [18]. The term frequency and inverse document
frequency of the term are multiplied together to determine the final weight for that term,
and then, usually normalized.  This allows for geometric calculations to be performed
with the vectors of other documents or sentences for similarity. An information need such
as a user query vector or a given topic vector can be compared against the document
vector as well, for specific focus. The VSM became the de facto standard in text
representation because of its simplicity and performance in large text collections, and is
the basis of early summarization methods.
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5. DOCUMENT POSITION

Until recently, the information provided by the structure of documents, or the
hierarchy of its units of varying granularity, has mostly not been leveraged effectively.
Research such as [13] for DUC 2005-2006 data has shown that sentence position can be
of benefit when choosing the most informative sentences. The use of sentence position
in an extractive method of summarization is intuitive since important information usually
is placed in specific locations within a well-formed, but unstructured text based, formal
document such as those found in DUC/TAC conferences. Since these corpora are
normally composed of news articles, the importance of information is consistently related
to how close it is to the beginning of the document, as reported by and found in the work
of Yih et al. [26] involving word positions; news reporting seeks to provide the most
salient information as quickly as possible. In fact, it is important to note that baseline
systems in DUC/TAC and other government sponsored evaluations used the first N words
in documents, the first (and sometimes last) sentences of every document, the first N
sentences of the most recent document, or some other derivations of lead words/sentences
to create baseline summaries. These automatic systems often outperformed peers. Hence,
researchers have begun to use the same position information, concentrating on enhancing
ROUGE scores on past DUC evaluation data.

There have also been studies of using surface level linguistic cues such as transition
(connecting or “cue”) terms [20] that identify changes in topic on both a document and
a segment level. These transition terms can be weighted in a meaningful way to help
improve focused judgments towards informative sentences. For instance, in work from
Sun et al. [20], it was shown that “cue” words could identify topic shift in a single
document as well as help identify the reversal of sub-topic order in a document compared
to another, when the focus was on globally shared topics among documents.

6. SENTENCE SCORING AND RANKING

6.1 Simple Word (N-gram) Statistics vs. Statistical Language Modeling

Scoring for summarization involves calculating a numeric value for the significance
of a sentence. However, of the utmost importance for focused summarization is scoring
with an external factor besides sentence-to-sentence comparisons; not only do sentences
need to be compared for similarity to each other, they also need to be skewed toward the
user focus. After the score is calculated, the sentences are ordered from the highest score
to the lowest. The most basic summarization, besides heuristic sentence choice based on
position, is to count word-for-word matches of the terms of the focus input (query,
question, or topic description) to the terms in sentences from the input collection. The
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simplest approach for frequency-based probabilities is in [12] where summation of
within-document content word probabilities was empirically most performant.

Ouyang et al. [13] tested both frequency of occurrence and binary appearance on the
DUC 2005 data in an indirect manner, using human reference summaries to learn linear
feature combinations through Support Vector Regression, and on the DUC 2006 data for
direct testing. Results show that frequency of occurrence was more performant for actual
scoring estimation than binary appearance measures. However, the work of [4] showed
that using simple summation of the binary appearances of topic terms along with so-
called signature terms, to create an “approximate oracle score,” can improve sentence
scoring; signature terms for a topic under observation are believed to be those important
terms derived from a sub-corpus of related documents but are used less in the rest of the
corpus. More sophisticated than simply counting terms (or phrases) is the use of the
cosine similarity measure on the vectors of these terms. Cosine similarity is a fast and
efficient means to score sentences in terms of relatedness to each other; however, to add
focus to such a process, it is necessary to also compare the focus input vector with those
sentences. This is done in [25] by adding query-sensitive similarity to the centroid of two
documents with a metric similar to cosine similarity but with the addition of a complex
function on the query terms. In [3], the cardinality of overlap in topic terms is used in
their linear feature combination function, along with cosine similarity between only the
title of the topic in the DUC 2006 task and an individual sentence. 

In fact, the work of Arora et al. [1] used the latent dirichlet allocation (LDA) model
with estimated probabilities based on the corpus to create multiple summaries, and then,
automatically chose the best. Their framework assumes that a complete sentence of a
document belongs to only one topic. Performance was reportedly better than the two top
systems in DUC 2002 for the ROUGE-1 (unigram) value.

6.2 Classification vs. Clustering

As stated by Ouyang et al. [13], classification based models are usually adopted to
solve discrete problems; therefore, they are imprecise against continuous real-value
functions like linear combination sentence scoring (using features). In any classification
method, an item either belongs to a particular class, or it does not. However, more
categorical delineations can be determined for the sentences if a real value can be
calculated for each observation. As such, clustering has proven more performant; similar
documents are gathered together according to the weight of their cosine similarity
metrics, and the document that has the highest similarity in its cluster should contain the
most worthy sentence for extraction into the summary about that topic. This process has
been used on a sentential level as well, as in [23]. Wan and Yang [23] cluster the
sentences of a document using various methods:  k-means, agglomerative, and divisive.
Using these clustering methods they were able to find the clusters within the document
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that truly represented sub-topics, and then extract the best similar sentence from each
cluster centroid. This approach was similar to the MEAD system [15], which popularized
the use of the document centroid for choosing the most salient sentence from a document.
In this way, Wan and Yang [23] were able to choose the most salient yet diverse
sentences. Also, terms can be clustered in order to help differentiate topics in a document
as well [20].  The terms in each cluster can be associated by semantic similarity or by the
entropy between different documents or different segments of documents.

Matrix representations of scoring equations add an efficient means of performing
calculations due to the ability to use special manipulations such as in place normalization
and finding eigenvectors. In fact, [24] use symmetric non-negative matrix factorization
to calculate similarity to group similar sentences into clusters. In [3], a matrix was used
to compute the hamming weights of terms in different sentences; the concern was to
increase the significance of a sentence by the amount of pairs of significance words
found. This hamming weight is then multiplied by the significant word count in segments
and by word frequencies.

Using the techniques described above gives good results in terms of either speed of
computation (cosine similarity in a low-dimensional degree) or better accuracy (matrix
calculations). Clustering methods have shown a two-fold purpose in that they not only
group sentences according to similarity with each other and a topic, but also delineate
multiple sub-topics. It is also important to note that matrix calculations, though complex,
also cluster sentences but have not been used specifically to delineate topics/subtopics to
the authors’ knowledge. Also, more studies regarding the use of combining very
simplistic n-gram (bigram, named entities, phrases) frequencies and probabilities with
text unit clustering (or matrix use) are needed to be carried out in depth.

7. SENTENCE SELECTION: REDUNDANCY, COMPRESSION, AND
COHERENCE

Sentence selection is the second most important step for processing sentences as this
step actually adds sentences to the summary. Its consideration in MDS should not be
based solely on having the highest score, but also on sentence length, redundancy
removal, compression and coherence. Many sentences may be important; however, the
best among those containing redundant information must be selected.

Clustering via a cosine similarity metric is normally the method that has been used
to group similar sentences in order to choose the sentence closest to the centroid and
make subsequent choices from other clusters, as in [13] where maximum marginal
relevance (MMR) was used with a threshold of 0.60.  Also, Wan and Yang [23] used a
variant of MMR between sentences to eliminate redundancy, whereas [24] used their own
semantic similarity score. However, [4] used a pivoted QR algorithm instead of MMR
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and reported better performance because of it. Pseudo relevance feedback, which uses
sparse information to retrieve more information from a corpus, was also used by [4] to
help reduce redundancy.

Sentence Compression may allow more sentences to be chosen into a summary. Yih
et al. [26] eliminated syntactic units based on predefined heuristic templates and added
these new, modified sentences to the pool along with their original counterparts. During
sentence selection, the best sentence between the original sentence and its modifications
are automatically chosen; this helps alleviate the problems of over-simplification. It is
also important to note that simplification can either help or harm the coherence of system
summaries depending on the techniques used: adverb removal, parenthetical phrase
removal, phrases within commas, etc.

As mentioned in [7], coherence is a key factor that affects a judge’s perception of
readability for automatic summaries. [19] used longest common subsequences (LCS) of
the sentence to be chosen with the sentence previously chosen for the summary, to try to
maintain coherence. However, the weighting toward LCS is a tradeoff with attaining the
highest similarity to a particular search focus.

Although there are many considerations to be made for sentence selection, it appears
from the literature that there have not been many studies concerned with coherence.
Coherence has begun to improve slightly during the DUC/TAC evaluations, but it appears
to be mostly a byproduct of improved sentence ranking. Different concerns that can affect
coherence such as topic segmentation, document structure, developing a scheme for
information ordering, using cue words, etc. need to be studied.

8. CONCLUSION

Along with an explanation of multi-document summarization and its benefits, we
have explored briefly some of the most novel techniques for improvement of MDS from
the most promising and recently published research. Although the state-of-the-art of
focused multi-document summarization has seen quite some improvement within the last
decade, it has been shown that there is still room for further experimentation, using
knowledge gained from the previously outlined human summarization activity; sentence
processing, scoring, ranking and selection; and document representations and term
position information. Human summarization activity was explored from the angle of
instability in sentence consensus to the stability of salient words consensus. The subject
of sentence processing and related activities was explored from light syntactic processing
and semantics to term scoring and modeling techniques to the use of complex matrix
calculations and the use of position information. A few of the previously lesser used, but
important techniques were discussed; sentence compression and coherence improvement
techniques are described in the context of the most simplistic yet powerful use.     
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ABSTRACT
This paper presents algorithms for analyzing grammars using information flow
in a graph. A grammar problem is modeled by an annotated graph.
Information is then propagated around the graph and the problem solution is
extracted from the graph’s final state. By using this approach students need
learn only one generic algorithm (information flow analysis), which they then
can apply to several problems  Teachers are able to develop problems to be
solved directly from the graphs, thereby simplifying the task of generating
grammars with required properties for homework and exams. 

INTRODUCTION
When building a parser one must determine what terminals can begin or can follow

a non-terminal.[1]  The algorithms for solving these problems are well-known, but are
somewhat difficult for many undergraduate students to comprehend, learn and apply.
They are particularly difficult to remember because each seems to have its own trick and
there appears to be no uniformity among the algorithms.

We present a uniform approach for solving all the problems based on the concept
information flow.  Grammar problems are modeled by annotated graphs.  Information
relevant to solving the problem is then propagated around the graph, using a standard
algorithm.  Once propagation completes, the solution to the original problem is extracted
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from the final state of the graph.  Using one generic algorithm simplifies the task of
learning to solve the collection of problems is simplified. 

INFORMATION FLOW ANALYSIS
When a solving a problem involves propagating information through a network of

nodes, information flow analysis may be appropriate. In information flow analysis nodes
are annotated with initial information. This information is then propagated to neighboring
nodes, updating their information, which may cascade to further nodes.

There are many problems that can be modeled by annotated graphs and solved by
information flow. Classic problems such as determining the shortest path between two
nodes fit the paradigm for information flow analysis.  A variant of information flow
analysis called data flow analysis [2] to check programs for various anomalies such as
consecutive assignments to a variable without an intervening use, use of an undefined
variable, and unused variables.  Inherited and synthesized attributes in trees (attribute
grammars) can be characterized by information flow analysis and form the basis for
syntax-directed translation schemas [3].

Information flow algorithms consist of three basic steps: 
   1.  Model: Build a graph that represents the problem to be solved. Problem information

may be represented by annotated nodes or annotations
   2. Propagate: Merge annotations at each node with the annotations of connected nodes.

In many algorithms propagating may be as simple as forming the union of  the two
sets. Continue this merging process until the annotations won't change. 

   3. Extract: Extract the solution to the original problem from the graph
Propagation is illustrated by diagram

1. Propagation begins by extracting a
node X from a working set W.  Merge
updates the information associated with
each successor node Y using the
information found from X. Y is added to
the working set W if it is updated. The
algorithm terminates when W is empty,
indicating propagation is impossible.

Here is a generic algorithm for solving problems in this way using forward
propagation:        
1. Build a graph to represent the problem with each node X annotated with X.info.  
2. Initialize W to contain a set of nodes that have special characteristics (sources).   
3. While W is not empty       

a.. Remove a single node X from W
. b. For each successor Y of X       

i. Merge the information found in X.info with Y.info     
ii. Add Y to W when changes to Y.info require further propagation.      

4. Extract the solution to the problem from the graph.  
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Implementing W as a stack yields depth-first propagation; implementing it as a
queue yields to breadth-first propagation.  The details of the algorithm vary across
problems, but the general structure remains fixed. 

GRAMMAR ANALYSIS VIA INFORMATION FLOW ANALYSIS  
In this section we discuss some traditional grammars analysis algorithms using

information flow analysis. Three examples are central to parsing: which non-terminals
can derive a null string, which terminals can start string derived from a non-terminal, and
which terminals can follow a non-terminal in a derivation.   

Each algorithm is defined in three stages: (1) map the grammar to an annotated
graph, (2) propagate the annotated information around the graphs, and (3)  extract the
solution from final state of the graph. 
We use uppercase Latin letters to represent arbitrary non-terminals from a set N and
lowercase Latin letters to represent arbitrary terminals from a set T.   Lowercase Greek
letters are used to represent a (possibly empty) string of terminals and non-terminals. If
we have a grammar rule A 6 β,  then we say β is a right-hand side associated with A.  If
we begin with an arbitrary string of terminals and non-terminals, α, and derive another
string of terminals and non-terminals, β ,by repeatedly replacing a non-terminal in α with
a right-hand side associated with that non-terminal in zero or more steps, we write α
=>* β.  We use λ to represent the empty string.    

Determining the non-terminals that derive λ is our first algorithm.  We wish to
compute: DL[X] = true if and only if X =>* λ.  We begin by setting up the graph:
1. For each A in N, create a

corresponding node labeled A in the
graph.

2. For each rule A 6 X1 X2 ... Xn (each
Xi in N)
a. For each Xi, add arc Xi 6 A to

the graph
b. Add the string X1 X2 ... Xn to

the A.info  (unless some Xi =
A).When  A6  λ, this places  λ
into A.info

Diagram 2 illustrates the graph that would be constructed for a particular grammar. 
A is linked to B in the graph if A appears in the right-hand side of some grammar

rule for B. Since it is impossible for grammar rule to contain a terminal and be used in a
derivation that yields the empty string, we only need consider grammar rules whose right-
hand side consists only of zero or more non-terminals. Similarly, self-loops indicating
recursion are excluded since a recursive rule can only be used to derive lambda if the non-
terminal derives lambda by some other rule.  A.info is the set of all its associated right-
hand sides under these restrictions.       
1. Initialize W it to contain all non-terminals A for which  A directly derives λ.
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2. While W is not empty      
a. Pick an element from W, call it X, and remove X from W
b. For each successor Y of X in the graph such that  DL[Y] = false do:

i. Remove all X's from each string in Y.info
ii. If  λ is now in Y.info , then place Y into W and set DL[Y] to true.

Propagation begins by taking A from W A is then removed from each right-hand
side found in S.info, reducing ABC to  BC.  S is not added to W since λ was not created.
The algorithm continues with W = {D}.  Processing D causes D to be erased from B.info
and C.info    λ is generated in C.info.  DL[C]  is set  to true; C  is placed into W .
Processing C  erases C  from S .info, but   is not generated.  W  is empty, so propagation
terminates.

Diagram 3 shows the final
disposition of the graph.  Note that DL
could be computed directly from the
graph by producing a list of nodes whose
information sets contain λ.  In the
algorithm above, DL  was computed
during propagation for the sake of
efficiency.    

Our second algorithm computes
First(X),  the set of terminals that can
appear at the beginning of a string
derived from a non-terminal X. 
Formally, First(X) = {a in T | X =>* aβ}.  Note that we calculate a slightly different
result from the classical First() function, which includes ε as an element of the result if
X =>* λ.   We consider our version simpler and use DL for that purpose. 
We setup the graph as follows:   
1. For each X in N, create a node labeled X in the graph; set X.info  = {}.
2. For each rule A 6 X1 X2 ... Xn (each Xi  is in T+N)

a. If  X1 in N add  arc (X1,A) to the graph; If  X1 in T add X1 to A.info.
b. Add arc (Xi,A) if DL[X1] && DL[X2] &&...&& DL[Xi-1] holds DL[t] = false

for every t in T.
Diagram 4 shows the initial setup of the
graph. Propagation proceeds as follows:   
1. Initialize W to contain all nodes with

non-empty information.
2. While W is not empty

a. Remove an element X from W,
b. For each Y such that arc (X,Y) is

in the graph do
i. Y.info = Y.info  union

X.info
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ii. If Y.info changes, add Y to W
Propagation begins by initializing the working set W to all nodes which have non-

empty information sets. All non-terminals are included, therefore, except for S.  The
initial information associated with a given node A are symbols which can appear first in
a single-step derivation from A.  The construction of the graph ensures the sets always
contain symbols which can appear first in a derivation.  When propagation completes, the
sets contain all first symbols: S:{a,b,c,d,e}; A:{a};B{b,d,e};C:{c,d}; D:{d}; E:{e}

Our last example computes Follows(X), the set of terminals that follow a non-
terminal in a string derived from S.  Formally: Follows(X) = {a in T |  S =>*  αXa
β}.  To compute this we need to extend First to operate on strings of  symbols. If  α=
X1X2…Xn  then First(α) = {a  ιν T  =>∗  a β}.  This can be computed by First(X1) U
First(X2) U … First(Xi) where i is the least value such that DL[Xi]  is false.   

To compute Follows using information flow we must determine when a terminal
follows a non-terminal in a derivation.  The trivial case is when a terminal follows a non-
terminal in a grammar rule as a follows X in Y 6 αXaβ.  However, when a grammar
rule has a string of non-terminals,  say X1 X2 ... Xn, then any member of the
First(X2…Xn)will follow X1..  If all the non-terminals  X2 ... Xn are nullable (i.e. each
DL[Xi] is true), then whatever follows Y also follows each of X1 ... Xn.  

To implement these notions we initialize the graph as follows:  
1. For each X in N, create a corresponding node labeled X in the graph.
2. For each grammar rule written in the form: Y 6  αXb,  (X is a non-terminal),

a. Include First(β)  in X.info
b. If β =>∗ λ include arc (A,Xi).   
Consider the rule S6ABC. C

follows B, so First(C)  is added to
B.info; since B follows A,
First(B) is added to A.info.
Because C terminates the rule, whatever
follows S also follows C. (S, being the
start symbol, is followed by the end-of-
file token, $.)  Because C is nullable,
what follows S also follows B. Hence
the graph contains arcs (S,B) and (S,C).
Now consider E6EB. Since B terminates
the rule, $ will follow B.  B is added
E.info; since B is not nullable, there is no
further processing of the rule.

The propagation is identical to that
for First. The final annotations are shown
in Diagram 6.

Understanding how these graph
algorithms work makes it easy to generate
sample grammars for class or exam use. 



JCSC 25, 5 (May 2010)

26

For example, consider a graph with 2 source nodes (A and B) feeding node D, which
feeds node E which feeds the sink nodes (G and H).  Initialize each node with at least
one unique terminal.  Now, consider ways in which students often misunderstand these
algorithms.  For example, for Follows( ), there will always be an arc from the left hand
symbol to the final symbol in a rule, but only an arc to the second last symbol when the
final symbol is nullable.  (For the sake of brevity, we gloss over some minor details).
Create a rule S 6 ABCDEFGH$, together with rules A6a ; B6b ; etc. to yield the unique
terminals for seeding the algorithm.  Rules like A6aD; and B6bD yield the arcs (A,D)
and (B,D).  The rule C6cDc ; should not yield the arc (C,D).  D6E yields (D,E).  Rules
like E 6 FGH ; where H is nullable and G is not, yield arcs (E, H) and (E, G) but not
(E,F).

CONCLUSION
Information flow analysis has been adapted to compute three standard analyses of

grammars: DerivesLambda, First and Follows.  This approach have proven advantageous
in several ways: Because the algorithms have a common structure and can be readily
visualized, less time is needed to teach this material. Students are able to learn the
algorithms faster and to perform better when tested on this material.   A pleasant benefit
for the instructor is that this approach simplifies writing certain exam questions that have
the right characteristics to check student understanding.  
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ABSTRACT
To process the flood of digital age data, ETL tools operating on grids have
provided organizations with the ability to efficiently filter, clean, and persist
very large data sets by means of complex workflows.  Currently, however,
constructing such workflows is largely manual, human time intensive, and
error prone.  Existing models omit the domain related knowledge necessary to
validate the structure of such large, complex ETL workflows during
construction.  This paper introduces the concepts of preconditions,
postconditions, and field abstraction on ETL operators to provide a richer
model for ETL workflow that can leverage relevant domain knowledge to
represent and enforce operator constraints.

INTRODUCTION
The term workflow can be defined as a set of ordered tasks to be performed to

accomplish a goal.  In Extract-Transform-Load (ETL) workflow, these tasks are
operators.  Operators can be generally described as having input fields and output fields.
The input fields are a subset of columns from the dataset(s) in consideration that are
mapped as arguments into the operator, where each input field denotes a specific dataset
variable the operator will use during execution.  Output fields denote modifications made
to the current dataset(s) as a result of the operator’s execution, which typically involves
appending or updating specific fields (columns).  More advanced operators may
additionally include options, which are parameters used to alter the characteristics of an
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operator’s function.  As many workflow operators are domain dependent, with the
corresponding procedures written in languages like Java or C++, the underlying logic of
these operators dictates conditions that must be true prior to execution in order to
guarantee conditions after their execution.  A valid workflow then is one that satisfies
these conditions for each operator in the workflow.  However, existing ETL tools neither
sufficiently represent nor enforce these conditions.  Instead, such conditions are currently
captured only as knowledge in the heads of domain experts that construct ETL
workflows.  Users may unknowingly construct an invalid workflow and a violation may
only be visible after execution when either the workflow fails to complete or incorrect
results are produced.  In domains that have hundreds of operators, each with possibly
hundreds of input fields and options, ETL workflow specification becomes a human time
intensive, error prone process. Organizations today are creating and collecting an
overwhelming and ever increasing amount of data.  ETL tools are a commonly adopted
solution to aid in handling and processing this data.  Generally, ETL tools employ
operators sequenced in a user specified (defined) workflow to direct and manipulate data
from source to destination.  Sources can range from relational databases to flat files, with
a typical destination being a data warehouse that can be used for, among other things,
business intelligence and marketing campaigns.  Between source and destination,
transform operators that can filter, clean, and enhance the data are arranged in what can
be a complex workflow to ensure a desired level of data quality is achieved before data
integration [1].

ETL tools commonly model workflow as directed acyclic graphs, where nodes
denote operators and data sources, edges represent the directed flow of data (inputs and
outputs) between said nodes, and data fields are only represented by a name (an
identifier) and primitive data type (int, varchar, double) [5].  While this is sufficient for
users to visualize mapping data fields and ordering operators, this is insufficient with
regard to workflow validation as it does not enforce any operator conditions besides
ensuring fields of matching data type are mapped together.  Constructing a valid
workflow involves knowledge of field content and state.  The inner logic of operators
may expect certain field content beyond the data type to properly execute.  For example,
the input field firstName may expect “name” data and not accept “email” or “address”
data, even though all of type varchar.  Operators may also have a constrained set of valid
input combinations.  An operator may accept fields A, B, and C, but internally, a valid
input may be A and B, or C.  Finally, as it can be observed that operator transformations
change the state of data, such as unparsed to parsed, unfiltered to filtered, etc, operators
can require that the input data is in a specific state to execute properly.  Data may need
to be parsed before it can be filtered.  This factor constrains the sequence that operators
can be used in a workflow, pushing certain operators earlier in the workflow to satisfy the
state dependence of later operators.  As no current modeling approaches account for these
constraints, workflow validation falls upon the user.

Several commercial ETL tools aid users in creating ETL workflows.  IBM Datastage
[8] is one such visual tool that allows users to select and drag desired operators into a
work area and connect data fields between the operators to create a workflow.  It comes
prepackaged with several generic operators and additionally provides users the ability to
incorporate custom C++ operators.  These operators may have options and the software
enforces that they are set and not left blank.  Despite such features, this tool allows any
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combination of fields to be mapped as an argument regardless of the content or state.  As
a result, operator conditions can be violated and invalid workflows may be unknowingly
constructed by users.

While there has been little academic research on modeling ETL workflow, the paper
Conceptual Modeling for ETL Processes [4] and subsequent works [5, 6] sought to add
understanding of what must take place during loading a data warehouse via ETL
processes and explain how the source attributes map to the destination.  These works
recognized the need to incorporate additional constraints on operators (referred to in this
work as activities), where constraints could indicate an activity that should immediately
precede the activity with said constraint.  However, the proposed model does not
recognize the content or state dependence of operators and workflow.  Lacking the ability
to represent and enforce operators conditions, this model would allow user to
unknowingly construct invalid workflows.

The approach presented in this paper introduces new constructs to the model of ETL
workflow, allowing operator constraints to be represented and enforced.  Data types are
abstracted into categories to ensure field content matches, attributed fields are used to
represent field state to enforce proper sequencing of operators, and boolean expressions
and predicates are used to represent valid input mappings.  In this way, this model
redirects the validation of a workflow’s operator mapping and sequencing from the
human user to the implementation of the model, ensuring only valid workflows can be
built.

OBJECTIVE
The objective of this paper is to develop a richer model for ETL workflow that can

leverage relevant domain knowledge to represent and enforce operator constraints by:
   • Adding abstraction to data fields
   • Describing and enforcing preconditions & postconditions of operators

ARCHITECTURE
The design presented by this paper is limited in scope by the following assumptions.

First, as the focus of this research is transforming the data from source to destination, it
is assumed that the data fields are properly identified.  Thus, data identification is
considered out of scope, as it can be handled by the related work of Layout Inferencing
[3].  Next, the domain of operators under consideration will be limited to those with a
defined set of input fields, output fields, and transformations.

With these assumptions in mind, this paper asserts the following model.  Formally,
each operator consists of a set of input fields, output fields, options, and an input
requirement expression.  Each input field and output field is defined by a name, data type,
and an abstracted field category.  The state of each field is represented by a set of
attributes.  An input requirement expression is a boolean expression, using descriptive
predicates, representing what combination of fields (including attributes) is valid input.
Options then consist of a set of possible value settings that are each represented by a set
of output fields and an input requirement expression. The new constructs of field
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categories, input requirement expressions, and attributes are explained in the following
sections.

FIELD CATEGORY
Taking a lesson from abstraction concepts in object oriented analysis and design

[10], different instances of a class can be related by object type.  Similarly, data fields
may have incongruent names, yet still be categorized (related) by content type.
Abstracting data fields above their name and primitive type to a category can reflect
knowledge about their contents to meet higher level semantic relationships or conditions.
This model incorporates field categories as an abstraction of the content type in order to
represent operator constraints on the content of input fields.

Consider a workflow where operator A is followed by operator B (ref Fig. 1A). If
B’s input field B1 expects “name” data and A’s output field A3 contains “name” data,
then operator B should be able to validate A3 as a viable input for B1 despite the name
difference. Thus, it can be observed that data fields can also have object-like
categorization. However, based on the domain a generic category such as “name” may
not be sufficient to distinguish fields. A4 and B2 may also contain “name” data, but more
specifically A4 and B2 may contain “last name” data while A3 and B1 contain “first
name” data. Therefore, these categories could be extended to sub-categories, denoted as
[ A1::Name.First ], [ B2::Name.First ], [ B3::Name.Last ], and [ A2::Name.Last ], for a
finer grained semantic description of field content. Then each of these is related in that
they inherited from the “Name” category, but they are also differentiable by their
subcategory.

INPUT REQUIREMENT EXPRESSION
An input requirement expression is used to represent an operator’s precondition.  In

programming languages, a precondition is a condition that must be true prior to a
program’s execution in order to guarantee the condition after execution, known as the
postcondition [7,9].  This model incorporates these concepts into ETL workflow,
representing the operator constraints on the content, state, and combination of input fields
as a boolean expression.  Specifically, the input requirement expression represents the
subset of data an operator can accept as input and have a valid execution.  Taking this
idea a step further, predicates [11] may also be incorporated into the input requirement
expression.  Predicates are descriptive modifiers to input requirements, such as required,
optional, or specifically disallowed, providing semantic content to describing acceptable
input.  To illustrate these ideas, consider the following example using Figure 1.
Assume operator A’s precondition requires either an email address (input A1) or a phone

Figure 1
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number (input A2), but can only take one field as input or operator A will error.  Operator
A’s input requirement expression (precondition) would then be represented as ( [
A1::Name.First ].Required && [ A2::Name.Last ].NA ) || ( [ A1::Name.First ].NA &&
[ A2::Name.Last ].Required ), where the “.Required” predicate evaluates to true only if
the input it modifies is mapped in and “.NA” evaluates to true only if the input it modifies
is not mapped in.

ATTRIBUTED FIELDS
Operator’s transform data between states.  Data enters an operator in one state and

exits in a new state.  Attributes are semantic descriptors that can be appended to fields
post-execution to represent relevant knowledge about field state [2].   This post-execution
state can then be represented by the output fields of the operator with relevant attributes
appended to them; this would be the operator’s postcondition.  These attributes may then
also be incorporated into each operator’s input requirement expression to represent
preconditions on the state of input fields.  In this way, the sequencing of operators to
attain a valid workflow may be driven by the state of the data.

Assume operator A’s output fields A3 and A4 (ref Fig 1A) have the postcondition
“corrected”. This can be represented using attributes as [ A3::Name.First + Corrected ]
and [ A4::Name.Last + Corrected ]. Also assume operator B’s output fields have the
postcondition “validated”, represented as [ B3::Name.First + Validated ] and [
B4::Name.Last + Validated ], and B’s input fields have the precondition “corrected”,
represented as [ B1::Name.First + Corrected ] and [ B2::Name.Last + Corrected ]. Thus,
in constructing a workflow involving these two operators, the operator A would have to
be sequenced some time before operator B to satisfy B’s preconditions, otherwise the
workflow could be invalid.

OPTIONS
The concepts of preconditions and postconditions may also be applied to an

operator’s options to capture how they affect operator conditions.  While the options may
not add input fields to an operator, an option’s setting may affect the state and
combination of input fields that are valid.  This option precondition is represented by the
option setting’s input requirement expression.  Also, as an option’s setting may also affect
the output state of data from an operator, each option setting has a set of output fields
(including attributes) to represent the option’s postcondition.   Performing a logical AND
of the operator’s and each option’s input requirement expressions would represent the
operator’s complete precondition.  If an input mapping was valid for this precondition,
then both the operator’s and option’s postconditions would be applied.

Consider an option, B-Op1, on operator B that can have a value Y or N. The N
setting has no pre or post conditions, but the Y setting has the precondition [
B1::Name.First ].Required and the postcondition [ B3::Name.First + B-Op1 ].  Assuming
that operator B’s precondition is
[ B1::Name.First + Corrected ].Required || [ B2::Name.Last + Corrected ].Required and
taking B’s postcondition from the previous example, if B-Op1 is set to Y then a first name
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that is corrected must always be mapped in to satisfy both the operator and option
precondition. Then the resultant postcondition of B by combining both the operator and
option postconditions would be [ B3::Name.First + Validated + B-Op1 ].
   
CONCLUSIONS

The approach presented in this paper has introduced how to use field abstraction,
attributes, and input requirement expressions in order to represent and enforce operator
constraints.  Adding an abstracted category to each field allows for homogeneity between
fields with related content, clarifying relationships between the inputs and outputs of
different operators.  Appending domain-specific attributes to fields as semantic
descriptors of data state provides a means of representing state related preconditions and
postconditions.  Input requirement expressions then allow these preconditions to be
enforced on both the operators and options.  By capturing the state and content related
domain knowledge of operator conditions in this model, validation of a workflow’s
operator mapping and sequencing may be handled implicitly during construction rather
than being stipulated only in the mind of the workflow designer.

FUTURE WORK
Looking forward, a use case for this model would be an implementation as an

overlay for an existing workflow domain to perform workflow validation.  Model
constructs (fields, input requirement expressions, options) for each operator could be
encoded in an object-oriented or relational fashion.  Logic can then test the pre and post
conditions during construction to validate or invalidate a workflow.  Another natural next
step would be to incorporate workflow standards and preference related domain
knowledge with a workflow engine (i.e., an AI planner) to automatically generate a
workflow to achieve a given goal state.  Taking advantage of these ideas, our present
work is on abstracting the specification of the workflow’s end goal using a higher level
intent language.  Additional research paths include using attributes to determine the
heritage of data fields through a workflow, deriving a proof for workflow correctness for
a given workflow intent from operator preconditions and postconditions, and exploring
optimization based on cost or execution time.
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ABSTRACT
This research chronicles the experience a computer science department that
switched to a “boot camp” approach in the CS0 programming lab course. This
curriculum approach required students to write over 350 short programs during
the semester. The percentage of students who were successful in completing
the CS0 lab course dramatically improved during the two semesters in which
the boot camp approach was used.

INTRODUCTION
Back in college, we all took calculus. If we were successful, it was more than likely

we had a lecture followed by an assigned a series of 20 (or so) problems to work on
between the lecture and the next class. Assuming we wanted to do well in the course, we
were most likely diligent in doing our homework problems. At least, that's the way it was
twenty years ago. 

In 2009, there are challenges in teaching introductory programming to students.
These (typically) 18 and 19 year olds are classified as millennials [1], in general born
after 1985.  They have an information-age mindset [2] that "Doing is more important than
knowing. Knowledge is no longer perceived to be the ultimate goal, particularly in light
of the fact that the half-life if information is so short. Results and actions are considered
more important than the accumulation of facts." This leads us to understand why a class
or lab filled with active work would be more appealing to millennials than a traditional
lecture situation. 
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BACKGROUND 
In response to the millennial mindset, a curriculum has been developed that focuses

on important introductory computing concepts reinforced by many short programs to be
written directly during a lab session. This “boot camp” approach has been used to teach
a weekly, introductory (CS0) programming lab at a mid-sized university in the southeast.
The curriculum is based on a set of twenty sets of programming, containing a total of 350
short programs to be written by the students and reviewed by the end of each 75-minute
lab session. The labs were written by a member of the faculty who has over ten years
experience in teaching programming labs at the CS0-CS2 level, as well as many years of
computer programming practice and experience. 

The idea of many short programs (similar to the idea of a “boot camp”) involves
repetition and Learning By Doing. Bromage and Mayer [3] found  positive effects of
repetition. The amount of correctly recalled information increased with repetition;
structurally important information (such as the main idea of a paragraph) was
remembered better with increased with repetition. Most important to programming,
functionally important information (such as names of components) was remembered
better than unimportant information with increased with repetition. Winslow [4] found
undergraduates became successful in programming with strong, persistent practice. The
Computer Science Boot Camp approach features over 350 programs that are to be written
during twenty programming lab sessions. 

Anzai and Simon [5], in their approach Learning By Doing, concluded that dividing
a problem into smaller and smaller parts helped in completing a larger problem. Their
problem domain for their study was the Towers of Hanoi - a classic problem in both
recursion and programming. Pirollo and Anderson [6] found similar results when students
translated written solutions to recursive programs to the computer. Repetitive exercise
sessions were also found to be more useful in learning than traditional lectures for
beginning (novice) programmers. [7] The National Clearinghouse on Families and Youth
reports that learning by doing is an excellent approach to connect students with
technology to help build skills that will translate into job opportunities later down the
road. [8]

The Computer Science Boot Camp approach of teaching sub-goals to achieve a goal
is similar. We would teach the IF statement and then frame it into the programming
solution of a problem such  "Is the length of a phrase greater than 10?" We note that
Learning By Doing is at Level 3 of Bloom’s Revised Taxonomy, “Apply.” [9]

The CS0 lab had been taught for three semesters, from Spring 2007 to Fall 2008 in
conjunction with the CS0 classroom course. Students received three credits for the course
and one credit for the lab. During the three semesters in which a lab was taught as part
of the CS0 course. A “passing” grade of C or better the CS0 lab meant was eligible to
take CS1. In the first three semesters, the average passing rate was just over 76%. Feeling
the need to improve the passing percentage out of CS0 lab, the Boot Camp approach was
implemented in Spring 2009. 

The language selected for the lab exercises was Python (currently 3.1), which
available free of charge and downloadable from www.python.org. Python has a
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positive reputation for being used to teach basic programming concepts and constructs.
[10] These include:
    • Python operators, if statements and loop constructs are useful in subsequent

programming languages
   • Python has excellent string processing and regular expression functions/methods
   • Python supports arrays, functions and modules.

The Python development environment, IDLE, helps the instructor to see all the work
that has been done in a lab by scrolling through the output found in one display window.

CURRICULUM TOPICS
In the labs and on the tests, there is an emphasis on the three constructs of structured

programming. Programming skills stressed in the curriculum included:
Statements in Sequence
   • Writing over 100 programs to solve everyday problems involving basic

mathematics, statistics, along with string input and handling 
Iteration of Statements
   • Writing FOR loops and WHILE loops (counting loops)
   • Converting FOR loops to WHILE loops, and WHILE loops to FOR loops
   • Using WHILE loops to collect input to compute sums, averages and standard

deviations
Selection of Statements
   • Write short programs requiring solutions with IF and IF-ELSE statements
   • Using IF statements to perform validation of input (such as emails, phone numbers

and zip codes –traditional topics covered in secure software engineering)
Other Topics
   • Reading and writing CSV files
   • Creating user-defined functions
   • Program tracing

LIMITS OF THE CS0 CURRICULUM
An important program for the students to master is writing a WHILE loop to enter test
scores, computing the average of the test scores once a sentinel value (any negative
number) is entered. The program, found in Figure 1, requires the following seven key
concepts/sub-goals:
  Initialize variables
   • A priming read, with casting
   • A WHILE loop with condition
   • Accumulating totals
   • IF statement to avoid division by zero
   • Arithmetic computations (count, sum, score, average)
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def main():
   sum = 0
   count = 0
   score = int(input(“Enter a test score, negative number to stop”)
   while(score >= 0):
      count = count + 1
      sum = sum + score
      score = int(input(“Enter a test score, negative number to stop”)
   if(count = 0):
       print(“No scores were entered”)
   else:
      average = sum / count
      print(“The average of “, count, “scores was “, average)
main()

We note that seven is the approximate number of things one can keep in short term
memory. [11]  For this reason, a program of this complexity – with seven key
concepts/sub-goals, is the program of maximum difficulty for the Computer Science Boot
Camp.

Figure 1

RESULTS OF THE BOOT CAMP APPROACH
The majority of the test questions dealt with writing code to specifications

(70%). The remaining questions dealt with concepts and tracing programs. Statistics
on tests across the seven sections for Fall 2009 are found in Table 1.

Test n Mean Standard Deviation Range
1 81 84.80 15.80 [100, 52]
2 79 87.46 12.12 [100, 51]
3 78 85.52 12.04 [100, 49]

Table 1: Results of three in-class tests
The department was very pleased with the average scores on the tests. Due to the

code-intensive questions, we feel the students are learning the important core skills set
out in the Course Objectives.

During Spring and Fall 2009, the passing rate rose dramatically, averaging close
to 94%, a statistically significant difference at α=.05. The data may be found in Table
2.
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Semester Students  Taking
CS0 lab

Students  Passing
CS0 lab

Passing
Percentage

Fall 2007 * 71 54 76.06%
Spring 2008 * 34 26 76.47%

Fall 2008 * 92 70 76.09%
Spring 2009 ** 42 40 95.24%

Fall 2009 ** 92 85 92.39%
Table 2: Results of Students Passing CS0 lab:

 * = performance prior to Boot Camp curriculum; 
** = performances with Boot Camp curriculum

ADVANTAGES OF THE APPROACH AND STUDENT FEEDBACK
Advantages are numerous when using the “boot camp” approach in the lab. The pre-

written labs to the instructor allowed for:
   • Minimum preparation time for the instructor
   • Ease of conducting a class - a short talk, followed by helping the students in place
   • Ease of making sure the programs are done (with the Python IDLE)
Advantages of the labs to the student
   • Repetition and Learning By Doing
   • Short programs use subgoals (programming constructs) to provide immediate

solutions to real-world problems
   • Students can usually work until completion, thus using their 75 minute lab learning

and doing work
A mid-term survey was given to n=77 students with the following four questions:
   • Q1:  Using Python has been a positive experience
   • Q2: The use of many short programs has been helpful in learning
   • Q3: The instructions in the lab materials are generally straightforward and easy to

understand.
   • Q4: I feel I am making positive progress toward learning programming

Descriptive statistics and confidence intervals, summarized in Table 3, show the
students felt they were having a very positive experience from the choice of the language,
and the multitude of short programming exercises.
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Question Mean Std. Dev. 95% Confidence
Interval

1 4.276 0.778 (2.911, 3.089)
2 4.414 0.773 (2.912, 3.088)
3 4.224 0.839 (2.904, 3.096)
4 4.534 0.754 (2.914, 3.086)

Table 3: Descriptive statistics and 95% confidence interval from student opinion
survey

Based on comments on the survey, many students seem to be pleased with their
progress and feel their time is being well-spent in the programming-intensive labs.  

CONCLUSIONS
The “boot camp” format of the CS0 lab material [12] proved to be successful

through its two semester of use. Students and faculty are on-board with the concept and
the Department is looking forward to improved performance in CS1 (and above) courses
from these students, based on their mastery of the concepts of structured programming
in the CS0 lab. Further studies will continue as the department measures and tracks the
performance of this group of students through the CS1 and CS2 courses.

 REFERENCES

[1] Oblinger, D., Boomers, Gen-Xers and Millennials: Understanding the New
Students, EDUCAUSE Review Magazine, 38, (4), 2003.

[2] Frand, J.L., The Information-Age Mindset: Changes in Students and Implications
for Higher Education, EDUCAUSE Review Magazine, 35, (5), 2000.

[3] Bromage, B.K., Mayer, R. E., Quantitative and qualitative effects of repetition on
learning from technical text, Journal of Educational Psychology, 78, (4), 271-
278, 1986.

[4] Winslow, L.E. Programming Pedagogy – A Psychological Overview, SIGCSE
Bulletin, 28, (3), 17-25, September 1996.

[5] Anzai, Y., Simon, H.A., The Theory of Learning by Doing. Psychological
Review, 86, (2), 124-140, 1979.

[6] Pirolli, P.L. Anderson, J.R. The role of learning from examples in the acquisition
of recursive programming skills, Canadian Journal of Psychology, 39, (2), 240-
272, June 1985.

[7] Lahitnen, E., Ala-Mutka, K. & Jarvinen, H. A Study of the Difficulties of Novice
Programmers. Proceedings of ACM SIGCSE ITiCSE ’05, Monte de Caparica,
Portugal, June 27-9, 2005.



 
JCSC 25, 5 (May 2010)

40

[8] National Clearinghouse on Families & Youth, Learning By Doing: Connecting
with Youth through Technology, n.d.,
ncfy.acf.hhs.gov/publications/lbd/tech.htm/, retrieved December 1, 2009.

[9] Anderson, L.W., Krathwol, D.R. (Eds.), A taxonomy for learning, teaching and
assessing: revision of Bloom’s Taxonomy of educational outcomes, New York:
Longman, 2001.

[10] Oldham, J.D. What Happens after Python in CS1? Journal of Computing
Sciences in Colleges, 20, (6), 7-13, 2005.

[11] Miller, G.A., The Magical Number Seven, Plus or Minus Two: Some Limits on
Our Capacity for Processing Information, The Psychological Review, 63, (2), 81-
89, 1956.

[12] Stamey, J.W., Computer Science Boot Camp, Featuring Python 3.1, Myrtle
Beach, SC: SoftwareEngineeringOnline.com, 2009. 



___________________________________________

* Copyright © 2010 by the Consortium for Computing Sciences in Colleges.  Permission to copy
without fee all or part of this material is granted provided that the copies are not made or
distributed for direct commercial advantage, the CCSC copyright notice and the title of the
publication and its date appear, and notice is given that copying is by permission of the
Consortium for Computing Sciences in Colleges.  To copy otherwise, or to republish, requires a
fee and/or specific permission.

41

A PROGRAMMING REMEDIATION PLAN*

Andrea Edwards, Kun Zhang
Xavier University of Louisiana

Department of Computer Science
1 Drexel Drive

New Orleans, Louisiana 70125 USA
504.520.7336

aedwards@xula.edu, kzhang@xula.edu

ABSTRACT
Many of the difficulties in junior and senior level computing courses stem
from deficiencies in programming skills.  This paper describes a remediation
tool (PREP) designed for computing students who have completed the
introductory programming sequence but have an atrophy of programming
skills and knowledge.  The strength of this self-paced system is based on a
compilation of programming problems with solution hints, a set of similar
problems for cognitive recognition, and simulations that encourage students
to explore complex problem sets.  PREP has been successful in improving
student learning, especially those students in need of programming
remediation.

INTRODUCTION
Computing is an important area of study with engaging topics about emerging

technologies; a global need for the advances brought to technology-available
communities; as well as seemingly unlimited opportunities for new development, stable
work, and good salaries.  Yet, the computing crisis persists.  The crisis is well
documented having a drastic decline in enrollments in the past decade, fewer college
students expressing interests in computing studies, a smaller number of good graduates,
yet an increasing world-wide need for high-level computing knowledge and skills [7].
This paper considers ways of improving the foundational background of current
computing students.  The goal is to provide opportunities for “eureka moments” to
students so they are (1) self-motivated to engage the difficult content in junior and senior
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computing courses; (2) have a solid basis for completing those courses; and (3) have a
proper assessment of their capabilities in this challenging field of study.

All people need eureka moments:  the moments of satisfaction after a discovery.
These moments are individually attained and cannot be given or taken by another.  Some
of today’s computing students are missing these intermediate cries of joy.  It is not that
they are unsuccessful learners; instead they seem to be lacking the joy of self-discovery.
The content in the junior and senior computing courses is what attracted most students
to computing studies but that content is far a field of the introductory course content in
the freshman and sophomore computing courses.  Many students begin computing
curricula without the stamina to persist through the foundational material.

Programming is a foundational skill in a computing education.  Students who are
proficient programmers have a basis for more advanced computing concepts while under-
prepared programmers are dramatically hindered by their programming deficiencies.
Retention is affected because students who have difficulties completing the introductory
programming sequence change their area of study.  Some students earn minimal passing
credit in the introductory programming sequence and continue to struggle through
subsequent course content while other students earn passing credit in the introductory
programming sequence but their programming skills seem to atrophy in subsequent
semesters.  This paper addresses these students who are in need of remediation.

Most introductory programming sequences include one or two basic programming
courses (listed as CS I in ACM’s Computing Curricula) followed by a data structures
course (CS II).  CS I requires knowledge of primitive data types, control structures,
functions, a collection container (for example an array), and usually a user-defined data
type.  Data Structures (CS II) is the gatekeeper course to the advanced computer science
courses.  It is CS II that teaches the implementation strategies and structures most useful
for upper level computing courses.  This paper is most interested in the students who
successfully complete CS II but seem unable to apply those strategies and structures once
in upper level courses.  These students are identified as remedial because they have
successfully completed CS II but have programming deficiencies in subsequent courses.
This paper has effective techniques of intense tutoring designed to help students improve
their programming knowledge and skills.  In accord with [5], these tutoring techniques
are most effective for less proficient students who are reviewing material rather than for
students being introduced to the material.  The purpose of this supplemental remedial
instruction is to assist students to overcome their programming deficiencies so they may
be successful in advanced computer science courses.

Intelligent tutoring systems are not new.  Tutoring systems like Carnegie Learning’s
Cognitive Tutor [6] and the Andes Tutoring System [8] give individualized instruction
and make inferences about student work using an artificial intelligence component while
supplementing student learning through step-by-step feedback.  The instructional
software of this paper uses human expertise rather than artificial intelligence and provides
human-expert programmer direction to student solutions rather than revealing actual
solutions.  This paper discusses software that uses tutored problem solving to remediate
programming skills.

Remediation is required for students who lack the academic skills needed to be
successful in college courses.  In the United States, mathematics and writing programs
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have a history of remedial courses.  Although remediation is not a new practice, some
institutions are unwilling (or unable) to provide remedial (non-college) level work at the
college level [1, 3].  The purpose of this paper is not to join the discussions about
remediation of under prepared students; instead this paper is about students who, once
prepared as programmers, are no longer ready to be successful programmers.  If for no
other reason, the computing crisis makes programming remediation a worthy endeavor.

A PROGRAMMING REMEDIATION PLAN (PREP)
Typical college-level remediation courses are not-for-credit but have the cost and

time demands of a credit-bearing course.  The programming remediation plan in this
paper is also not for credit.  It is extracurricular with a continuum of helpful interventions
ranging from identification of programming deficiencies, individualized programming
assignments, faculty tutors, computer-based instruction, and consequences if the student
fails to demonstrate improvement.  Participation in the plan extends a student’s class day
but no college credit is earned (since the student has already successfully completed the
courses in the introductory programming sequence.)  The data shows that students
motivated to complete their programming remediation plan are better prepared for
subsequent computing courses --- this remediation plan is effective.

The PREP system has three major components:  (1) A large number of computer-
based learning modules especially those covering the CS I content; (2) Students in need
of remediation, motivated to participate, or interested in improving their programming;
and (3) Faculty, those most familiar with the programming sequence, must be willing to
encourage and sometimes stipulate use of the system.

PREP began as merely a test bank of programming questions.  During the class
immediately prior to a test, students often ask for “sample” test questions.  This
compilation of test questions was usually offered with little context but with solution
programs.  The students eagerly anticipated these questions but seemed unsure of how
to best study the material.  They would often read the solution programs even before
reading the sample test questions.   Because computing is much more about doing than
reading, these sample test questions seemed to be of little help from the instructor’s
perspective but allayed student’s curiosity about the test.

As the test bank grew, it became convenient to categorize each question by content
and by level of difficulty.  The content categories follow the typical imperative
programming paradigm of sequential, selection, repetition, arrays, functions, and classes.
 The levels of difficulty are introductory, intermediate, or advanced categories.  The test
bank had a partial order but was still more about reading rather than doing programming.

Finally, the test bank of programming questions was integrated into a technology
enhanced learning system.  This web application is available to all students at any time
and is self-paced.  The system was totally in-house using Linux, Apache, MySQL, PHP,
and Ruby on Rails.   Students login the system using their student identification number
then either begin with the last problem solved or have the option of changing to another
problem, category, or level of difficulty.  Figure 1 is a condensed screenshot of PREP’s
initial screen after login.  The system displays the student’s last login timestamp and the
last problem reviewed.  This is the main screen.  Figure 2 is a screenshot of a
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programming problem showing how the user can show a solution hint, review similar
problems, show a simulation of the problem, or can return to the main screen.

The strength of this system is based on the functionality shown in Figure 2.  A
student has options to get help via a hint, to review similar problems, and to see
simulations of ways the problem is used in more complex programs.  Because students
have some familiarity with these categories of problems (having completed CS II), the
goal is to help them recognize similar problems and encourage curiosity by displaying
simulations.

An example may be useful.  Suppose the student wants to review introductory level
loops via the problem “Write a program to output the integers from 1 to 10.”  A student
who does not need assistance with this problem could open their favorite developer
environment and solve the problem.  A student a bit unsure of a solution can read the list
of similar problems and jog their memory on how to begin or they could show a hint.”
The hint for this particular problem is “Your code should output 1 then increment a
counter, output 2 then increment again, output 3 then increment, … , until you have
output 10 integers in sequence.”  The hints are intended to be sufficient for guiding the
student verbally through a solution.  The hints are written as if an expert programmer
were described the problem, then describing in more depth, and further hints with deeper
explanation of the problem solution.  The simulations are to encourage curiosity about
more advanced programming.  The simulation for this particular problem is a digital
clock that waits ten ticks between time states.  At any time the student can decide to
continue their review of similar problems or begin a different set of problems.

Figure #1 – Condensed PREP Screenshot
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Figure #2 –PREP Programming Problem
Screenshot

PREP is a remediation system that is self-paced, interesting, and provides sufficient
guidance for students to solve problems with minimal assistance from others.  Students
who are uncomfortable asking for help with material previously covered will be able to
practice solving problems in the context of their greatest need.  Students interested in a
refresher can solve problems in sequence.  Other students may enjoy the challenge of
considering solutions to the simulations.

Two aspects of the system are supervised:  (1) the initial assessment of the student’s
programming abilities and (2) assessing the quality of student solutions to the review
problems.  The system is most effective after a comprehensive assessment of a student’s
programming proficiencies.  This assessment is a short (less than an hour) pencil-and-
paper problem set that surveys each topic and is weighted toward student’s understanding
of selection, repetition, and arrays.  All faculty members can easily score the assessment
problem set using the provided rubric.  What is more difficult and time-consuming is
scoring the solution problems that are not completed as course assignments.  Good
programming is more than just producing the correct output so instructor comments on
the student solutions must be as thorough as in any introductory programming course.
This can result in extraordinary work for the faculty member but is time-critical in
retaining student interest in improvement and provides necessary feedback for their self-
reflection.

All students have access to PREP (a web application but behind the university’s
firewall) and assessments are scored and reported to students as soon as possible and
students in introductory programming courses receive feedback within 24 hours.  With
that, the students are instructed to allot at least one hour to each remediation session, have
pencil and paper for independent solutions, and are assigned a faculty programming
coach with responsibilities for immediate scoring of student solutions.
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THE RESULTS
PREP is widely used by students in the introductory computing courses.  Although

intended to remediate students who have successfully completed CS II, it is most used by
students in the CS I courses. CS II students only use PREP when required by their
instructor in subsequent courses.  It seems that their programming deficiencies must be
pinpointed before they are willing to consider remediation.  Conversely, the beginning
programmers in the CS I courses solve PREP problems sometimes taking time away from
their course assignments.  They seem challenged by progressing through the difficulty
levels.  One cohort of beginning programmers even posted progress reports listing the
problems they were able to solve.  Solving PREP problems has become a competition
with teams of beginning programmers working together to discuss and design solutions
to the simulations without faculty leadership.  Surprisingly, even non-computing students
have joined the competitions.  It may be that PREP is a way to retain and also recruit
good students to computing.

Students use PREP during regular school hours but the greatest collaborative work
occurs in the early evenings and on weekends.  This is a welcome addition since remedial
students sparsely attend course-based review sessions especially during evening and
weekend sessions.  Eight-five percent of the computing students have accessed PREP and
submitted at least one solution that is not required by a computing course.

The strengths of PREP include the following:  (1) students are engaged in voluntary
programming so are improving their proficiency and understanding; (2) faculty are
dedicated to providing specific feedback and encouraging student motivation, rapport,
and high expectations; (3) peer instruction and small group collaborations have resulted
in creative, hands-on problem solving and learning activities; (4) individual student
weaknesses are addressed with differentiated instruction so students ask directed
questions based on their specific needs; and (5) the PREP system is a comfortable
learning environment and students enjoy recommending hints, similar problems, and even
simulations.

Most of these results are anecdotal but of the twenty students who have used PREP
for remediation, their scores on programming assignments have improved, they are more
conversant about programming, they have a better understanding of their proficiency, and
are they seem more willing to ask for help in their current computing courses.

CONCLUSION
Of course, remediation occurs in many ways and on many different levels.  High

quality instruction has the greatest impact on student achievement but when a student’s
skills erode, PREP has been successful in improving student learning, especially those
students in need of programming remediation.
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ABSTRACT
Theories in computer science, especially proofs, are a tough topic for the
student. Most students feel great bewilderment when studying example proofs
and writing their own proofs. In this short paper, we first identify some
common problems that students face when dealing with proofs, then define a
graphical framework for facilitating the reading and writing of proofs, next
present some proof examples under this framework, and finally summarize
what can be gained by this framework.

1   INTRODUCTION
It is well-known that theory courses in computer science, such as Discrete Math,

Analysis of Algorithms, and Theory of Computation, are of fundamental importance in
computer science education (see e.g. [6, 8, 7]). Unfortunately, as we have experienced,
theory courses are more difficult to learn for students and more challenging to teach for
instructors than non-theory computer science courses. In particular, (math) proofs
associated with various topics in theory courses are a substantial barrier. Students
generally feel that proofs found in textbooks are difficult to follow and understand, and
do not know how to proceed when writing their own proofs. Among all possible factors,
we believe that the two primary reasons that cause this situation are as follows.
   • Student math background. In our institution, the average ACT math scores of

computer science majors is only 20 (or equivalently, 56 of out 100). Students with
such a background are not sufficiently prepared to handle college level math and
theory courses, and not surprisingly, are having a difficult time in dealing with
proofs.
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   • The way in which proofs are presented in textbooks. The usual way to present
proofs, as found in most textbooks, is to use the combination of regular English
statements with math notations. In this “linear” fashion of proofs, the logical
reasoning process and structure, which is critical for students to understand proofs,
are embedded in the lines of proofs, and may not appear to be explicitly clear to the
student. Students, when reading this kind of proofs, may feel unguided in terms of
how to write such a proof on their own.

While improving students’ math background does not seem to be feasible in a short
period of time (one or two semesters), we tackle the latter by proposing a graphical
framework for conducting proofs. This framework allows the reasoning process and
structure to be visualized clearly.

2   THE PROBLEM
Students show various kinds of troubles when working with proofs. Due to the page

limit, here, we illustrate some typical troubles using two short examples.
Example 1 Traditional proofs are written in the format of plain English sentences
combined with math notations. For instance, the following proof for A – (B c C) f (A –
B) 1 (A – C) is taken from [9].

Let x be any element of A – (B c C); then x 0 A, but x ó B and x ó C. Hence, x is
an element of both A – B and A –  C, and is therefore an element of A – (B c C).

There are only two sentences in this proof. However, students, when reading such a short
proof,may have the following problems.
(1) They do not know that the word “but” in the first sentence actually means “and”.
(2) It is not clear to them why x ó B and x ó C are true. In particular, why x ó B and x ó
C are connected by “and”, not by “or”.
(3) Due to (1) and (2), students are not sure about what makes true “... x is an element of
both A – B and A–  C...”.
Example 2 Suppose students are given this problem: show n2 +n + 1 $ 3n for all positive
integer n. Many of them would write something like the following as a proof.

n2 + n + 1 $ 3n
\

n2 + 1 $2n
\

n2 $ 2n – 1
\

n $ 2 –  1/n
When being asked to explain this proof, students’ response would be: take the first line,
subtracting n from both sides yields the second line; subtracting 1 from both sides of the
second line gives the third line; and dividing n on both sides of the third line yields the
last line. Since the last line is true when n $ 2, the proof is finished.



JCSC 25, 5 (May 2010)

50

This kind of argument is deceptive as each line is generated by a sound math
operation. There are two things that are worthy of noting: (1) Students are making a
fundamental and fatal error here.they have assumed n2 + n + 1 $ 3n (which is actually
what to be proved) is true from the beginning, and all subsequent inferences are based on
that. (2) Besides, what is really proved by the above lines is “n2 + n + 1 $ 3n implies n
$ 2 – 1/n”, not “n2 + n + 1 $ 3" at all.

3   THE FRAMEWORK
Toward resolving problems as illustrated in the previous section, we, in this section,

propose a graphical framework for proofs. This framework makes the logical reasoning
process and structure explicitly clear by blending them into the syntax, and thereby
provides a general guidance for students in the sense of learning and conducting proofs.

3.1 The Notation
Under this framework, a proof is essentially a directed graph specialized for logical

reasoning purpose. Details are as follows:
   • The graph is layered into multiple levels (or stages) where (sub-)facts and/or

(sub-)goals are displayed. The top level is formed by displaying what is originally
given/known/assumed. Each subsequent level is formed by inference (or “reverse
inference”) from (as many as necessary) previous facts and/or goals.

   • Nodes and edges can be either solid (__) or dotted (...).  Solid nodes and edges
represent what is occurring in the current proof process whereas dotted nodes and
edges represent what will occur in the future proof process or has occurred in a
previous proof process.

   • A rectangle node represents a fact which is either given, or known, or assumed, or
derived in the process of reasoning.

   • An oval node represents the goal (to be proved) or a subgoal in the process of
reasoning.

   • An edge indicates an inference. Namely, what is represented by the target node of
an edge is derived from what is represented by the source node of the edge.

   • An edge is labeled by what causes the inference.
   • Multiple edges may be coupled to indicate an inference. This case is indicated by

an arc connecting these edges, and a single labeling is used for the these edges.

3.2 The Reasoning Process
The logical reasoning process and structure, by which a proof is shaped under this

framework, can be characterized as top-down, bottom-up, and hybrid. In each of these
approaches, the facts are always put at the top of the graph, and the goal is always put at
the bottom of the graph. A proof, thus, amounts to completing the graph by filling out
what is missed between the top and the bottom of the graph.
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   • The top-down approach. The reasoning starts from the top and moves towards the
bottom until the goal is reached. Each level is formed by inference from (as many
as necessary) previous levels.

   • The bottom-up approach. The reasoning starts from the bottom and moves toward
the top until all subgoals are

satisfied. Each level is formed by the “reverse inference” from the next level (i.e., display
what wold be required in order to make true the next level). (Note, this approach can
result in a more effective proof than the top-down approach in many cases.)
   • The hybrid approach. This is the combination of the top-down and the bottom-up

approaches. There are two chains of reasoning; one moves from the top toward the
bottom and another moves from the bottom toward the top until they meet
somewhere in the middle of the graph.

4   EXAMPLES
In this section, we present several proof examples to demonstrate the top-down,

bottom-up, and hybrid approaches.  Example 3 deals with a proof topic in the algorithm
analysis course, example 4 in the computing theory course, and example 5 in the discrete
math course. Examples 6 and 7 give the proofs for the problems discussed in Section 2,
and are left to the reader due to the page limit of this paper.
Example 3 (Bottom-up approach) The big-O notion and its associated proofs are an
essential skill required in analysis of algorithms. Suppose we would like to prove 3n2 +
4n – 2 = O(n2); by the definition of big-O, we need to find c, n0 0 R+ such that 3n2 + 4n
–  2 # cn2 for all n $ n0. Figure 1 shows the step-by-step construction of the proof for this
assertion. In step 1, the facts and the goal are simply depicted at top and at bottom
respectively. In step 2, two subgoals are “reversely” inferred, namely, in order to make
the goal true, it suffices to make each of the two subgoals true1. In steps 3 and 4, another
layer of subgoals is reversely inferred in the same fashion. In step 5, another subgoal is
added on an upper level. In step 6, the subgoal c = 4 can be satisfied by the fact that c is
a positive number. In step 7, the subgoal n0 = 4 is added which, together with the fact n
$ n0, can make the subgoal below it satisfied. In step 8, finally, the subgoal n0 = 4 can be
easily satisfied by the fact that n0 is a positive number. Since both subgoals (c = 4 and n0
= 4) on top of the reasoning chain can be satisfied, so is the original goal (3n2 + 4n – 2
# cn2 for n $ n0), and the proof is completed.
Example 4 (Top-down approach) Formal language theory is among the most difficult
materials for students to comprehend. In particular, students feel that Pumping Lemma
(PL) is so abstract to grasp that using it to prove that a language is non-regular is a
daunting task. Figure 2 shows the steps of the proof in our framework for the classic
problem. the language L = {aibi | i $ 0} is not regular.2 In step 1, the definition of L and
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the assumption that L is regular as well as the goal (to look for a contradiction) are
displayed. In step 2, the (sub-)fact that there exists a n 0 N is derived from what is
assumed in step 1. In step 3, another fact is derived by the combination of two previous
facts. In steps 4 and 5, two more facts are derived, the first fact is derived from a
combination of two previous facts and the second fact is derived from the first fact. In
steps 6 and 7, two new facts are added, both are derived as the combination two previous
facts. In steps 8 and 9, the fact xy2z ó L is derived which contradicts with the fact xy2z
0 L derived in steps 6 and 7. Since a contradiction is reached, L thus cannot be regular.
Example 5 (Hybrid approach) Set theory plays a fundamental role in mathematics and
computer science theory. As such, set proofs are particularly important. In Figure 3, we
show how a proof for A – (B c C) f (A –  B) 1 (A – C) can be constructed. In step 1, as
usual, the fact x 0 A – (B c C) and the goal x 0 (A –  B) c (A –  C) are displayed. In steps
2 and 3, two subgoals are reversely inferred from the goal; note that not both subgoals
have to be satisfied, satisfying one would be enough. We explore the first subgoal by
reversely inferring it yielding two more subgoals. In step 4, two (sub-)facts are derived
from the original fact. In step 5, the subgoal x 0 A is satisfied by the (sub-)fact x 0 A
obtained in step 4. In steps 6 and 7, two more (sub-)facts x ó B and x ó C are derived;
note that the two (sub-)facts may not be true at the same time, but one of them must be
true at any time; in the case that x ó B is true, the subgoal x ó B is then satisfied. At this
point, all subgoals are satisfied and so is the goal; hence the proof is finished for the case
that x ó B is true. Step 8 deals with case that x ó C is true; in this case, the subgoal x ó
B is not satisfied any more which affects all subsequent inferences. Therefore, the
subgoal x 0 A – C obtained in step 2 needs to be “turned on” and explored. In step 9, two
subgoals x 0 A and x ó C are reversely inferred with the first subgoal being satisfied
already. Step 10 shows that the second subgoal can be satisfied by the (sub-)fact x ó C
obtained in step 8, and the entire proof is now completed.
Example 6 This example shows the proof for the first problem discussed in Section 2 and
can be constructed in a similar way to Example 5. Due to the page limit of this paper, it
is left to the reader.
Example 7  This example shows the proof for the second problem discussed in Section
2 and can be worked out in a similar way to Example 3. It is also left to the reader for the
same reason.
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5   RELATED AND FUTURE WORK
OR graphs and AND-OR graphs are commonly used in the area of artificial

intelligence (e.g. [11]) to organize the search space in a certain problem domain.
Although graphical notations are used in OR and AND-OR graphs, they primarily focus
on searching techniques rather than general logical inferences and proofs. It also seems
that there is a somewhat obscure notion of ¡°flow proof¡± in the literature which was used
to facilitate the geometry proofs in the secondary education (e.g. [10]). Compared with
the flow proof, our work is more systematic, general, complete, formal, and
methodological. In a sense, it is a substantial extension or rewriting of the flow proof.
Indeed, our work provides a graphical framework in which proofs in any theory area can
be constructed by following either the top-down, or the bottom-up, or the hybrid
approach, respectively.

There are many software tools for assisting math and theory work, for example,
Matlab [1], Maple [2], Mathematica [3], Coq [4], and Lillypadz [5]. However, as far as
we know, none of the existing tools is able to provide any assistance for writing
/constructing proofs in a graphical way as shown in this paper. Our work can serve as the
initial step towards building the first math software tool that offers an interactive and
user-friendly environment in which a math proof can be constructed graphically.
Considering that math proof ability is a common weakness among all college students in
the United States, this software tool could be significantly useful.

6  FINAL REMARKS
We have proposed a graphical framework for conducting math proofs. Compared

with the traditional style of writing math proofs, we believe that this framework has the
following advantages.
   • It is visual. The logical inference structure and the relationship among various

components in a (complicated) proof process are explicitly expressed as graphs.
   • It is minimum. No extra English sentences, which could make a proof unclear if not

carefully used, are needed to help describe the proof. A proof under this framework
is a big logical formula written in a graphical manner.

   • It is a template. It provides students an effective and easy-to-follow guidance in
terms of learning how to write/construct proofs.
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ABSTRACT
This session highlights programs in the National Science Foundation (NSF) of
particular interest to computer science educators. Topics include a description
of program goals, guidelines, review process as well as strategies for writing
competitive proposals. 

INTRODUCTION
NSF supports projects to improve education in science, technology, engineering, and

mathematics through several programs in its Education and Human Resources (EHR)
directorate, as well as in its research directorates, including Computer and Information
Science and Engineering (CISE). This tutorial presents a description of some education-
related programs in the EHR and CISE directorates, and enables participants to interact
with the presenters concerning specific project ideas that could be appropriate for the
various programs.

SPECIFIC PROGRAMS DISCUSSED
Complete details about each of the following programs can be found on the NSF

websites for the Division of Undergraduate Education (DUE) [1] and the Directorate for
Computer & Information Science & Engineering (CISE) [2].
   ! Course, Curriculum, and Laboratory Improvement (CCLI)
   ! CISE Pathways to Revitalized Undergraduate Computing Education (CPATH)
   ! Federal Cyber Service: Scholarships for Service (SFS)
   ! Research Experiences for Undergraduates Sites (REU Sites)
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   ! Broadening Participation in Computing (BPC)
   ! Scholarships in Science, Technology, Engineering and Mathematics (S-STEM)
   ! STEM Talent Expansion Program (STEP)
   ! Advanced Technological Education (ATE)

WRITING COMPETITIVE PROPOSALS
NSF programs are quite competitive but there are simple strategies that investigators

should be aware of to improve their chances of success.  First and foremost, read the
Program Solicitation carefully.  The goal is to help reviewers quickly understand what
you intend to do and that you have given sufficient thought of how you intend to do it.
Organize the proposal to address the essential components described in the solicitation.
Use headings, boldface and bulleted lists to help the reader quickly understand the
organization of the proposals.  Address each point thoroughly but succinctly.  And finally,
start well before the submission deadline.  Include sufficient lead time to allow colleagues
to provide feedback and for your research office to approve the proposal.  Specific
directions for completing a proposal can be found online [3].
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ABSTRACT
Our study explores current industry needs in suggesting how to better prepare
computer science graduates with the appropriate background that will enable
a successful career.  With the increase in outsource development, computer
scientists find themselves in some project management related capacity.
Unfortunately, computer science graduates lack the interpersonal skills needed
to successfully fulfill duties associated with outsourcing.  We report findings
from qualitative interviews from IT professionals in Fortune 500 businesses,
small-to-medium businesses, and non-profit organizations.  Our analysis
concludes that modifying computer science curriculum to provide more
emphasis on negotiation skills, time management, cultural differences,
outsource management, and information assurance would make the most
difference, in addition to a strong technical background.  

INTRODUCTION
The computer science curriculum has continued to evolve throughout the years

within universities and colleges, even more so now with the high rate of outsourcing and
drop in computer science enrollments [5].  It is essential to provide a curriculum that
improves the industry as well as creates a well-rounded computer scientist.  Patterson [7]
highlighted the need for computer science (CS educators to provide a  curriculum that
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reflect opportunities and challenges of information technology in contemporary times.
Therefore, is the CS curriculum relevant for today's industry needs? To date, there has
been a lack of research focusing on the current workforce needs for computer science
graduates.  

Recent news indicates that industries that hire computer science graduates are
changing in this time of hiring freezes, low budgets, and increased outsourcing for
decreased costs.  Some age old issues also still exist [e.g. 3].  In 2007, Havill and Ludwig
[4] stated computer science undergraduates have difficulty expressing their work to a
general audience due to the highly technical nature. This provides valuable insight into
the need to add focus on communicating in nontechnical terms more effectively.  

Universities may teach students more about the development of technologies [8] as
well as soft skills such as determining what to develop and how to communicate during
development.  There is a lack of research involving actual curriculum enhancements
based on industry needs.  For example, how to teach computer scientists to ask the right
questions when attempting to contribute on a project team.  Fitzpatrick [2] stated bridging
the gap involves students experiencing projects in action to help provide a needed
understanding of software development. We suggest curriculum enhancements based on
such literature and exploratory interviews with 20 IT professionals in a number of
industries.  We asked how CS graduates are used in their companies and any suggestions
for curricula enhancements so CS graduates could be more productive and useful. 

CURRENT CURRICULUM
Research into the computer science curriculum has suggested various phases of

software engineering are needed to improve students’ knowledgebase when entering the
workforce. Some literature suggests introducing extreme programming, testing
methodology, and communication skills. Patterson [7] addressed the need to include open
source software into the curriculum, as it provides graduates with the ability to help
improve potential organizations.  The need to present computer scientists with open
source tools, such as Eclipse, enables CS graduates with near real world tools, contrary
to programming on the command line. Douglas et al. [1] provided insight to the need of
incorporating human computer interaction into the computer science curriculum, as 50%
of code written for software applications is designed for the user interface. With this
knowledge, it is becoming increasingly important for computer scientists to effectively
elicit customer requirements to prevent rework. Fitzpatrick [2] introduced the Software
Quality Star, a model for improving software quality motivated by ISO/IEC 12207, which
attempts to integrate human-computer interaction (HCI) and software engineering to
improve curriculum regarding customer usability.  Havill and Ludwig [4] suggested three
approaches to improving CS undergraduate programs, which include improving
communication skills, exposing students to research early, and increasing exposure to
mathematics.  This is a valid point for computer scientists moving towards a graduate
level degree, but lacks the increasing need of how to effectively work with customers and
understand what is being requested.  We seek to understand the current gaps in CS
curriculum and what the industry needs from CS graduates. 
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METHODOLOGY
In order to understand what industry requires from newly minted computer science

graduates, we conducted 20 interviews that consisted of 7 open-ended questions related
to what technical industry professionals described as being an important need for future
computer science professionals.  Our interviews were conducted with IT professionals
such as 6 Sigma Black Belts, Senior Project Analysts, Quality Assurance Analysts,
Computer Scientists and one president of a nonprofit organization.  The professionals
were from 8 Fortune 500 businesses, 9 small-to-medium businesses, and 2 non-profit
organizations.  So far, we completed 20 interviews that provided insight to where
organizations see the future of computer science and potential areas of focus in the
computer science curriculum.  We asked questions based on the literature above
discussing outsourcing, soft and behavioral skills, and duties of CS graduates.  In the
results section we provide a summary of each question from each professional.

RESULTS
In this section we provide a summary of the interviews conducted with the IT

professionals. 
 

1. What positions does your company usually fill with computer science graduates (
not MIS or business information systems majors)?
There is a consensus from the interviews that a wide range of positions are available
for computer scientists.  Positions consisted of programmer analyst, software
engineer, test engineer, network admin, telecommunication, application
development, quality engineer, systems engineer, requirements engineer, project
engineer, operation support, help desk, technical advisor, software architect,
technical analyst, and business analyst.

2. How important is it for computer science undergraduates to know how to gather
and elicit customer requirements to fulfill IT positions in your company?
From the survey we find that gathering and eliciting customer requirements is very
desirable skill set for computer science graduates.  80% of professionals surveyed
stated the importance was high, where 20% stated the importance was medium to
low.  Those in the minority state a senior level person performs this job, but this
further solidifies the need for computer science curriculum to include requirement
elicitation techniques to create a well-rounded graduate when entering corporate
America.

3, What do computer science undergraduates need to have in their undergraduate
programs in terms of soft/behavioral skill sets?
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Participants suggested computer science curricula need to include training on
effective writing skills for documentation and status reporting and communication
and presentation skills.  Team building, the ability to be flexible and how to deal
with hostile personalities were highly emphasized. Negotiation skills, software
requirement gathering, project management, and information management skills
were also mentioned as important soft skill sets. 

4. What do computer science undergraduates need to have in their undergraduate
program in terms of  technical skill sets (e.g. programming languages)?
Our interviewees discussed the importance of object oriented programming,
decoupling understanding, analytical skills, and integrity in programming. Specific
languages such as Java, JavaScript, Ruby, Perl, HTML, CSS, SQL, Python, JUnit,
.Net, C++, and UML were identified.  Other concepts such as web services, network
administration, server administration, database administration, and requirement
engineering were stated. 

5. What do computer science undergraduates need to have in their undergraduate
program to help them  assist with your company’s outsourced development efforts?
Results suggest that more universities allow companies to come in to explain their
needs. Others suggest the following training opportunities to assist in outsourced
development: database knowledge, shell scripting,  swing, configuration
management, process improvement,  unit testing, documentation,  project
management, time management, cultural differences, outsource management,
information assurance, and tools and technologies that will help improve software
during the software development lifecycle.

6. What do computer science undergraduates need to have in their undergraduate
program to help  them when they are required to work on project teams (e.g.
process improvement teams or new product development teams)?
Interview participants recommend the need for CS students to be familiar with
process improvement frameworks (e.g. 6 Sigma and CMMI).  Significant group
project related skills, good communication, time forecasting, and how to ask the
right questions were some of the most prominent comments for this questions. The
systems development life cycle was described as a fundamental piece of CS
curriculum but Microsoft Project, RUP, and PMBOK, placed in the curriculum
could enable success when entering the workforce in any position.

7. In general, what do computer science undergraduates need to know, to enable them
to have a  successful career in an IT department?
Participants mentioned that CS graduates need to know how their work affects the
bottom line.  Doing so could help them realize that their work matters and their best



 
JCSC 25, 5 (May 2010)

64

effort should always be put forth.  Some characteristics mentioned include being
flexible, being able to meet short and long term goals, communicating with upper
management, having integrity and a great attitude. A wide knowledge of systems
and technology integration, certificates on the latest technology,   open source
technologies, as well as being a good researcher, and obtaining a good mentor
would lead to success in today’s IT department.

CONCLUSION
This paper has presented preliminary, yet valuable information to improve the

computer science curriculum in preparing graduates for today and tomorrow’s positions.
This exploratory study has been conducted using rich interviews from IT professionals
in various types of organizations.  Our analysis concludes that modifying computer
science curriculum to provide more emphasis on written and verbal communication skills,
gathering and eliciting customer requirements effectively (80% of respondents
emphasized), the ability to be  flexible and the ability to deal with varying personalities
were highly emphasized. Negotiation skills, time management, cultural differences,
outsource management, and information assurance trainings were some of the most
notable skills in addition to a strong technical background.  All of these skills will aid in
improving graduates’ ability to communicate on all levels of the organization when
entering industry in an IT capacity position.  This is pertinent as companies continue to
outsource.  The ability to provide well-rounded computer scientists is vital in these
situations.  With the current literature aiming to improve various aspects of the computer
science curriculum, we feel there is a grave need to focus on the customer.  We propose
enhancing the computer science curriculum to include more customer elicitation
techniques, albeit potentially through a business, to improve the ability for computer
scientists to hone in on the art of requirement elicitation and project management through
communication skills.

Future research can further quantify the needs of industry.  Then focus on how to
successfully implement these important skill sets into CS curriculums. Requirements
elicitation, communication, and project management skills within the computer science
curriculum are some of the potential areas to make a great impact in the career success
of computer science graduates.
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ABSTRACT
Computational Thinking (CT) is an approach to problem solving that
consolidates logic skills with core computer science concepts. This survey
paper reviews recent efforts to integrate CT into primary, secondary and post-
secondary curricula.  The paper should prove beneficial to instructors
interested in investigating this important topic.

1. INTRODUCTION
Computer science is the theoretical evaluation of computation. Algorithmic

processes are analyzed and designed to computationally model and solve problems.  The
need for problem solving techniques is inherent in all scientific and engineering
disciplines [11]. Improvements in computing have allowed these fields to incorporate
computational techniques; however, teaching professionals that want to take advantage
of computational advancements will need to adjust their current perception of thinking
skills.

Jeannette Wing’s seminal paper “Computational Thinking” (CT), proposes a way
to incorporate computing into all academic fields by emphasizing “a range of mental tools
that reflect the breadth of the field of computer science” [11]. Wing defines CT as the use
of computer science concepts to solve a problem in any domain. To help clarify the
notion of computational thinking, Wing lists six principles: 1) CT is conceptualizing via
abstraction; 2) CT is a fundamental skill needed to function in modern society; 3) CT
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does not necessarily mean that problems must be solved like a computer, rather it
encompasses all critical skills of humans; 4) CT complements and combines mathematics
and engineering; 5) CT is principally concerned with ideas as opposed to artifacts; 6) CT
should be an integral part of everyone’s education. In summary, Wing’s article provides
a grand vision for computational thinking. 

In [4], Guzdial stresses that educators need to make CT accessible to everyone.
Specifically, curriculum changes may need to occur to expedite the process. He identifies
questions that need clarification in order to make advancements within the field, such as:

   • What do non-computing students understand about computing?
   • What will they find challenging?
   • What kinds of tools can make computational thinking most easily accessible

to them?
   • How should we organize and structure our courses to make computing

accessible to the broad range of students?
He also emphasizes educators must understand better how to teach computing so that
students have the knowledge to successfully apply computing in their fields of interest.

In 2009, the Computer & Information Science & Engineering (CISE) division of the
National Science Foundation (NSF) recognized the importance of CT and how it plays
a critical role in education and society. In particular, CT is now a required component of
all CISE Pathways to Revitalized Undergraduate Computing Education (CPATH) grant
proposals, as documented in the current solicitation. It is important to note that this
modification to the program acknowledges the importance of CT not only in computer
science but in all disciplines.

2. INTRODUCTORY COMPUTER SCIENCE SEQUENCE
2.1 CT in Early CS Courses

The Tri-P-LETS (Three P Learning Environment for Teachers and Students)
outreach project at the University of Memphis focused on problem solving skills,
programming concepts and a software development process [9]. The project, which was
funded by NSF from 2004 to 2008, involved 11 high schools from two school districts.
Students could enroll in two years of coursework. First year students worked in teams to
plan, program and document projects using AgentSheets, a game authoring and
simulation-building tool. Object-oriented concepts were taught in a gradient fashion using
learning modules that incorporated concepts from a variety of disciplines. For instance,
one module required students to model the progression of the water cycle using
AgentSheets, while another simulated the spread of viruses. Students were also
introduced to more advanced computer science topics such as cellular automata and
combinatorics. The second course used Java and Lego robots to emphasize object-
oriented concepts. In summary, students gained hands-on experience by building
simulations and programming robots, while learning important computing skills and
reviewing concepts from other scientific domains in the process.

In 2006, Carnegie Mellon University initiated an outreach program called Computer
Science for High Schools (CS4HS).  This program provides high school computer science
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teachers with material that emphasizes computational thinking [1]. Program goals include
an increased awareness among teachers and provisions for integrating computer science
into different fields.  At the first workshop, a survey revealed the majority of high school
teachers believed computer science to be synonymous with programming.  These findings
are similar to those collected from a survey of 800 high school students [2].  Participating
teachers named several reasons for the decline in high school computer science
enrollments: outsourcing reports, the dot-com bubble, ill-prepared teachers and lack of
understanding by administration. In a post-workshop questionnaire, teachers
demonstrated a better understanding of computer science. Note that CS4HS has recently
been expanded to aide faculty from colleges and universities to initiate similar programs.

In [7], Lu and Fletcher argue that CT proficiency should begin in primary and
secondary curricula with the teaching of vocabularies and symbols to form a solid
foundation for further skill development. They equate programming with the proof
construction found in mathematics. Unfortunately, theorem proving, which is a key skill
for computer scientists, is usually not mastered by students until later in the CS
curriculum. To remedy this problem, Lu and Fletcher propose a computational thinking
language (CTL). CTL introduces concepts such as state, data, iteration, searching and
efficiency. To handle more complex problems, the language includes basic tuple notation,
which familiarizes students with the concepts of elements and ordered lists. By adopting
Lu and Fletcher’s approach to teaching programming concepts, teachers can better
prepare students who choose computer science as a field of interest. 

2.2 CT in College Courses 
Integrating computational thinking within a CS curriculum requires the

reformulation of teaching techniques used within freshman level courses. One method of
change is to incorporate real-world analogies that aide in the understanding of core
computing concepts. Sooriamurthi [10] explores the object-oriented paradigm from the
perspective of an introductory CS0 course by providing “a conceptual 10,000 foot view
of the essential ideas of object orientation that is independent of any particular OO
language.” To establish and illustrate object-oriented concepts, both scientific and pop-
culture references are employed. As an example, the anthropomorphic nature of Disney’s
Bedknobs and Broomsticks eases students into the ideas and concepts of object oriented
thought. By incorporating anecdotes to which students can easily relate, the concepts
become memorable and form a solid foundation of core programming components.

Alice is a popular learning environment for introducing and teaching programming
concepts in CS0. In [3], Dougherty describes six virtual worlds created with Alice to
engage students while stressing important algorithmic concepts. His approach relies on
the visual nature of Alice to facilitate the knowledge acquisition of students. The three-
week module consists of lectures using virtual worlds to illustrate concepts along with
three mandatory lab sessions. The first virtual world introduces methods, functions,
parameters, iteration, recursion and generalizing a solution. The second week uses a new
virtual world to expand on looping, to introduce arrays, and to emphasize the distinction
between methods and functions. To complete the three-week module, the last virtual
world focuses on lists, sorting and event interaction. During each lab session, students
complete a virtual world to reinforce concepts discussed during lecture. Performance was
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found to be comparable to the previous version of the course that used JavaScript.
Furthermore, the students are “engaged to a greater degree with Alice, motivated to
design and implement substantial term projects and (sometimes) continue to CS1.”

Haden and Mann discuss difficulties encountered when teaching programming and
define a course sequence to “act as a bridge between traditional procedural programming
and advanced Object-Oriented system development” [5]. The course sequence was
designed to emphasize basic programming skills, because the instructors had previously
found prolonged procedural experience made the shift to an Object-Oriented paradigm
difficult for their students. The sequence includes complex, but engaging problems that
seamlessly build on previous skills. The first course emphasizes syntax, variables, and
program logic using Pascal, while the second course introduces object-oriented concepts
through Object Pascal. The development environment, Borland Delphi, allows students
to efficiently construct graphical user interfaces. With this approach, students are able to
quickly produce games, while learning concepts such as the event-driven interface model.
Haden and Mann identified syntax errors and method implementation as the most
common types of errors in their approach.

3. INTERDISCLIPINARY APPROACHES
 The interdisciplinary acceptance of Computational Thinking can be readily

observed within the field of bioinformatics. Qin elaborates on the experiences of
developing an introductory bioinformatics course at Tuskegee University [8]. He notes
that for scientists to become productive in the 21st century, they need to embrace the
concepts of computing. Qin relates that teaching CT to life science students presented a
paradoxical situation as “most biology students readily express their interests in
improving their computational skills, however, few of them actually take computing-
oriented courses.” To organize his course, a direct mapping between key biology concepts
and CT topics was made. This exercise provided a blueprint for creating ideal projects
suited for the course. Faculty found non-computing students were intimidated by
interacting with computers and remedied the problem by creating peer-programming
groups. To maintain accountability for individual work, the instructor deployed the
following: 1) students were forced to change groups often; 2) they were required to
submit individual reports when working; 3) quizzes and in-class discussions were held
to emphasize understanding. Post-course surveys revealed students were satisfied with
the course organization.  They also expressed positive feelings about the learning
experience.  Qin notes some students went on to enroll in additional computing courses.

The initial assessment of a newly developed course in CT for science majors appears
in [6]. Hambrusch, et. al. argue that computing has become an integral part of research
within the scientific community, because humans can no longer process the amount of
generated data in an efficient manner. In collaboration with various science departments,
a course was developed that utilizes a problem-based approach while emphasizing
scientific discovery with computer science principles. The main objective of the course
is to create a firm understanding of computational ideas that students can apply to their
own scientific investigations.  In addition, the course presents examples and projects
catered to students by using language familiar to their scientific disciplines. Post course
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surveys indicated that 60% of the enrolled students intended to take additional CS
courses, while 40% planned on pursuing a minor in CS. 

 4. CONCLUSIONS AND FUTURE WORK
This paper has illustrated some recent work conducted in an effort to incorporate

computational thinking into curricula. Tri-P-LETS and the CS4HS outreach programs are
prime examples. However, the idea of CT is to integrate computational techniques and
approaches into all disciplines requiring problem-solving skills. To thoroughly transform
CT into one of the four primary skills, (reading, writing, arithmetic, and computational
thinking), CT activities must appear as early as the primary grades, and then continue
through the secondary grades and beyond.  Recent recognition by the NSF proves that CT
is an important component for education and society and deserves our immediate
attention.  Therefore, this paper has also discussed interdisciplinary approaches. 

Resolving the underlying misconception that equates CS with programming is the
first step in paving the way for CT. Empowering teachers with valid information about
CT provides an opportunity that could inspire high school students to explore computing
with renewed interest. Results from computing education research enable educators to
measure the learning levels to make necessary curriculum changes to broaden
accessibility to all students.

This paper will be of benefit to instructors who wish to conduct their own literature
review of Computational Thinking, as it provides an initial survey of recently published
work in the field.  The authors note that publications exist that do not explicitly mention
CT but have similar aims to those expressed by Wing.  Future work will describe the
integration of CT into the introductory computer science sequence at the University of
Memphis.
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ABSTRACT
Data Driven Decision Making is a well-worn mantra in education, best
personified by the enormous amount of data created by the yearly student
assessments of literacy, math, and science mandated by No Child Left Behind.
The U.S. Department of Education has recently begun giving states grants to
create longitudinal data systems. The purpose of these grants is to help states
organize and present these data in meaningful ways so that they can be used
to improve student achievement. However, little research has been done on
best practices on how educators should use these data. The Arkansas
Department of Education initiated a year-long study on data use by educators
and, based on this research, has developed an interactive data visualization
application that incorporates social networking tools which allow educators to
collaborate on data analysis.

INTRODUCTION
The National Center for Education Statistics’ Institute of Education Sciences, in its

Statewide Longitudinal Systems Grant Program, will have awarded $500,000,000 to
states, territories, and the District of Columbia once its third round of funding is finalized
early in 2010. These grants are intended to help “states, districts, schools, and teachers
make data-driven decisions to improve student learning.”[1] In its “Forum Guide to
Decision Support Systems,” the NCES outlines a general approach to how such a data
system should be constructed, but only a single page is devoted to user training, and this
discussion is entirely devoted to planning for training and not specific in any way to best
practices around data use.[2] 
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While No Child Left Behind (NCLB) and the accountability it represents for schools
makes Data Driven Decision Making (DDDM) a priority and generous federal grants
mean it is also well funded, there are many unanswered questions about how educators
should interpret and analyze data and about the effects DDDM is having on educational
outcomes.[3] There are some general guides for implementing DDDM, most modeled
after Edward Deming’s Plan, Do, Study, Act cycle. For example, Harvard’s “Data Wise”
improvement process lists eight steps, under the general categories of Prepare, Inquire,
and Act.[4] Victoria Bernhardt’s model, Education for the Future, is a bit closer to
Deming’s original model with seven steps under the categories of Plan, Implement,
Evaluate, and Improve, but these steps are organized around another central category of
Vision.[5] While both of these models represent the current thinking on how best to use
data in education, neither offer any specifics on how to implement these programs or any
metrics to judge the efficacy of the approach in improving student outcomes.

More comprehensive models of DDDM have been proposed. Mandinach, Honey,
and Light propose a framework whereby individuals at different levels of the hierarchy
have questions or problems which require data to be collected and analyzed in order to
make informed decisions.[6] Ikemoto and Marsh expand on this framework to
differentiate both “simple and complex data” and “simple and complex analysis and
decision making.”[7] Ikemoto and Marsh are somewhat dismissive of the Mandinach,
Honey, and Light framework, suggesting that it is not applicable to the nuances and
variation of decision making in real-world settings and that decision making is not always
as linear or continuous as they propose.  What Ikemoto and Marsh fail to recognize is that
even “simple analysis and decision making” is fraught with potential problems. Even
simple analysis can lead the data consumer down erroneous paths if the common errors
of data analysis are not first recognized and somehow accommodated for in how the data
is presented.

What is somewhat assumed in all the aforementioned methodologies for analyzing
data is that educators somehow have an innate ability to analyze data, so more data is
always better. As Simon points out, we do know that information consumes attention, so
this “wealth of information creates a poverty of attention.”[8] What is missing in these
discussions is an abundance of research that documents the elementary errors even
intelligent consumers can make when analyzing data and making decisions based on these
data. Stanovich has labeled such errors “fundamental computational biases” because they
are innate and pervasive.[9] Any attempts at helping educators make decisions from data
must first begin with an analysis of how they interact with data and the types of mistakes
they make when analyzing data. 

Background
The Arkansas Department of Education (ADE), in partnership with the Assessment

and Accountably Comprehensive Center, conducted a year-long pilot project to study
how educators from five different schools use data to make decisions. ADE has received
numerous accolades for its data system, for example, receiving an “A” for educational
data from the U.S. Chamber of Commerce.[10] However, this research was the first to
actually analyze how educators interact with data. Multiple visits were made during the
year, and each session introduced data with increasing granularity, starting with state
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yearly assessments and eventually ending with the educators analyzing local, more
frequent data.

The tendency for educators to contextualize and socialize their analysis was seen as
a consistent problem. For example, a single point of data from a single year would be
seen as confirming that a particular teacher, textbook, or program was not effective,
depending on the user’s own perspective. It was also discovered that the data system did
not provide data to users in a way that facilitated multiple forms of analysis. It was very
difficult for users to go from aggregate details to student-level data. It was impossible for
educators to combine their own local data with data available from the state’s system.
They did not have their own database to do this, and no one at their schools had the
technical ability to create one for them. Educators could also not objectively identify
student growth, other than to simply look at the movement of a student from one NCLB
category to the next. The lack of time available for teachers to come together for data
analysis was also identified as a major hurdle. 

Project Goals
The goals of this project were to address each of the problems identified in the

pilot project and incorporate participant suggestions on how to modify the system. It was
decided that a new visualization tool should be created that would allow educators to
more easily manipulate data. The tool must also allow educators to upload their own local
data and use the same visualization tools for analysis of local data. To help alleviate
problems associated with educators having little time to come together for data analysis,
it was decided that social networking tools be included in order to facilitate asynchronous
collaboration. To prevent contextual biases from corrupting the analysis, a stepwise
framework and protocol for data analysis, specific to the type of data being examined,
would need to be developed. 

METHODOLOGY
The first step was to create the data analysis framework and protocol and then build

the visualization tool to support the framework. The beginning reference for this
framework was from the much more general work of Van Houten et al, but the framework
was modified to be specific for Arkansas educators.[11] Each section begins with a
specific question to be answered, along with a methodology for determining the answers.
Educators use the framework to step through the data analysis process, beginning with
“big data,” represented by the state annual assessments, and ending with “little data,” the
much more frequent and timely local data. A protocol for writing data statements is
included to make sure that educators stay objective in their analysis. 

The visualization tool was built using the prefuse visualization toolkit.[12] A
brushing class was added to allow users to quickly visualize various NCLB categories.
A zoom feature was added to allow users to “drill down” and “drill up.” New
visualization were added, including a bubble chart, scatter bar, bar chart with box plots,
and an animated scatter plot which shows a cohort over time. Basic social networking
functionality with threaded discussion was also built. This was added to facilitate the
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creation of online, asynchronous professional learning communities around the analysis
of data. 

The system is called “hive,” in the sense of “hive computing,” but in this case, it
is human computation. We are “crowdsourcing” the analysis of education data--
harnessing the power of collective intelligence for the task of finding patterns in the data
that would be missed by traditional data mining techniques. In crowdsourcing, every
individual possesses some specific knowledge that can serve the needs of others,[13]  In
the case of education data, aggregate values may give educators and policy makers some
indication concerning trends, but those that are much closer to the problem, such as
teachers and administrators that know these data as individual students and programs of
support for these students, can provide much richer detail through the context they can
provide. If there are significant trends suggested by the data, it would be the local
educators that can best identify possible program or personnel changes that might explain
the differences. 

The website is available at http://hive.arkansas.gov and provides two levels of
access, public and authorized educators. Here are some example visualizations:

Figure 1. Scatter Bar of Grade 8 2009 math scores in Little Rock by ethnicity. The
number of White students performing at the higher levels is clearly obvious, but the
category “Economic Disadvantaged” is brushed, which suggests the performance
difference is related more to poverty than to ethnicity.
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Figure 3. Scatter Plot of Grade Five 2008 and Grade Six 2009 literacy scores for 
students in Bryant. A mouse hover allows an authorized user to see individual student
names at points of interest, in this case, a student whose score increased dramatically in
2009 compared to 2008.

A simple survey instrument was created, asking users to compare this system to
ADE’s current longitudinal data system. The visualization tool and framework were
presented to groups of educators in different parts of the state. Data will continue to be
collected as more educators are shown the system, and feedback from their use will be
used to make modifications.

RESULTS
Even though hive and the data analysis framework are very new, the preliminary

data is very encouraging.  We have had 200 responses to the survey to date, and 95%
agree or strongly agree that the tools represent a clear process for analyzing data which
they did not have before. From all respondents, 91% report that the tools provide a clear
process for identifying and implementing needed changes based on data analysis. Also,
94% of respondents report that the tools will help them look at data objectively while
avoiding the bias of prior knowledge. Finally, 97% report that the system will allow them
to collaborate with colleagues outside their school or district about data.

CONCLUSIONS
Preliminary data show that users strongly believe the new visualization tool and data

analysis framework is an improvement over the existing longitudinal data system. As
mentioned before, ADE’s existing system was already held in high regard, so it is very



CCSC: Mid-South Conference

77

significant that respondents are finding the addition of hive and the framework to the
existing system as much better than what was already seen as an excellent data system.
By researching how users interact with the data and the common mistakes they make in
data analysis, we have taken a strong system and made it even stronger. We believe all
information products should undergo similar research to ensure that such products truly
meet the “fitness for use” criteria and that the interaction between user and data be part
of any information quality plan. Current research in information quality focuses mainly
on data inputs, but this research shows that a product that is seen as exhibiting high
quality can be made even better by focusing on consumers use of the data.  

One area of hive that has not been heavily used is the social networking aspect of
the system. While users have created many visualizations, there are very few threaded
discussions. We are currently building group functionality into the social networking tool,
where, for example, a teacher can join a group of fourth grade literacy teachers and be
notified when a new visualization is created using that data. It remains to be seen if
educators will embrace social networking tools as part of their data analysis, but we
believe online collaboration to be an important part in ensuring that Arkansas’ educators
get the best use out of these data systems.
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CS0: WHY, WHAT, AND HOW?*

PANEL DISCUSSION

Matt Brown
Arkansas Tech University

Russellville, AR
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cburch@cburch.com.

Chenyi Hu
University of Central Arkansas,
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Michael Nooner
University of Central Arkansas,
Conway, AR
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CS1 has been commonly offered as the first introductory course in Computer
Science. For various reasons, the panelists have developed and offered a CS0 course at
different institutions during the last several years. The panelists will share their
experience in designing and implementing a CS0 course at their institutions. Discussions
will follow on the following questions: 
   1. Why do we need a CS0 course? Whom should this course be for?
   2. What should be the expected objectives and appropriate contents of the course? 
   3. How do we design, implement, and assess such a course? 

POSITION STATEMENTS
Matt Brown, Arkansas Tech University

Students desiring to major and work in the field of computing often begin their
college career with many questions and misconceptions.  A CS0 is one avenue to aid both
the student and university in addressing these issues.  The course offered at Arkansas
Tech is CS0, IS0, and IT0 in the sense that it serves as an orientation to the three different
undergraduate fields of study, Computer Science, Information Systems, and Information
Technology.  The course is required for all prospective CS, IS, or IT majors.  A primary
goal is to offer students a chance to discern which of these three fields of study, if any,
is right for them.  Additional goals include an introduction to the systems that will be
used in later courses, building problem solving skills, and providing students a broad and
lively survey of the topics within the fields (i.e. the breadth-first approach).   By touching
on a diverse subject matter in CS0, students may find one or more topics that interest
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them and subsequently may find motivation before beginning courses with narrow focus
and challenging content.

Carl Burch, Hendrix College
In the environment of a liberal arts college, CS0 is generally most useful for students

who are discovering whether computer science is for them: Those who find programming
tedious can still complete the course without growing unduly frustrated by increasingly
complex programs, and they can leave the course knowing fundamentals of the discipline
that are unrelated to programming. Such a course can double as a service course for
students from a variety of disciplines. But CS0 can be problematic in circumstances
where other departments (such as physics or engineering) want their students to learn
programming, and it is problematic when many students enter with AP or transfer
computer science credits. Another challenge for CS0 is cohesion among topics.

Chenyi Hu and Michael Nooner, University of Central Arkansas
The knowledge of computing has evolved dramatically during last few decades. It

is a challenge for both educators and students to effectively introduce and learn
fundamental computer science. Many students are turned away from computer science
even in the early stages of their education. The University of Central Arkansas is a
comprehensive university serving about 12,000 students mostly from the State of
Arkansas. As with many other public institutions, some students majoring in computer
science do not have appropriate academic preparation. These students often have
difficulties in CS I and II. Our initial motivation was to develop a CS0 course for
remediation to help improve the retention rate. However, when we first offered the course
in the spring of 2008, most students were non-CS majors. We realized that the CS0 course
should also be designed and implemented for a broader range of students, to introduce
computational thinking and problem solving. We will share our experience with
participants.

ABOUT THE PANELISTS
Dr. Brown is an Assistant Professor of the Department of Computer Science at

Arkansas Tech University (ATU).  Before joining ATU in 2008, he held positions in
programming, data mining, and statistics at the Wal-Mart Home Office and Tyson Foods
World Headquarters over the course of nine years.  He received his Ph. D. from Nova
Southeastern University in 2007.

Dr. Burch is the Department Chair and Associate Professor of Computer Science at
Hendrix College. Before joining Hendrix College in 2004, he was on the faculty at the
College of Saint Benedict and Saint John's University, where he taught CS0 four times
and co-authored a paper about that curriculum [1]. He received his Ph. D. in Computer
Science from Carnegie Mellon University in 2000.

Dr. Hu is the Department Chairperson and Professor of Computer Science at the
University of Central Arkansas (UCA). Before joining UCA in 2002, he had been on the
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faculty of Computer and Mathematical Sciences at the University of Houston-Downtown
for twelve years. He received his Ph. D. from the University of Louisiana at Lafayette in
1990. He taught CS0 at UCA twice. 

Mr. Nooner is an instructor and the system administrator for the Computer Science
Department at UCA. He received both of his B.S. and M.S. degrees in Computer Science
from UCA. He taught a CS0 course three times at UCA.
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LABGRADER AND NIFTY ASSIGNMENTS*

TUTORIAL PRESENTATION

Bob Bradley and Paul Tesar
Department of Management, Marketing, Computer Science & Information SystemsThe

University of Tennessee at Martin
Martin, TN 38238
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bbradley@utm.edu

This tutorial will consist of a short presentation about LabGrader and its features,
as well as a hands-on nifty assignment session. 

LabGrader is a locally written web-based system that assists in the teaching and
grading of introductory (C++, Java, etc.) programming classes.  LabGrader allows
students to enter, compile, test and debug their programming assignments all from the
comfort of a web browser.  It includes a web-based IDE, and students can submit their
assignments and view their grades along with comments from the instructor.  From a web
browser, instructors can create new assignments, create new unit tests, view the grade-
book and test and grade submitted assignments.  These assignments can have multiple
"unit" tests which the students run to ensure that their output is correct.

LabGrader is a free and open source system that instructors can download and use.
It is written in Microsoft ASP.Net MVC and is designed to be run on a Windows 2008
server with a MySql back-end.  LabGrader supports multiple teachers and classes, and
it can be integrated with Active Directory.

The presentation will be followed by a hands-on session where attendees can try the
LabGrader system.  Attendees will be able to try some of the sample assignments or
practice creating their own new assignments. 

While most of the assignments will be of the text input/output type, this session also
will present some nifty assignments that can be given with (or without) the LabGrader
system.  These nifty assignments include HTML assignments, photo image filter
assignments and audio assignments.
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NETWORK SECURITY IN TWO-YEAR COLLEGES*
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Information Technology Services
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ABSTRACT
Network security has become a growing challenge in industry and education.
With the increase of viruses, spam, hackers, and identity theft, organizations
are beginning to look at areas to improve the protection of their Information
Technology structure.  Higher Education has the highest vulnerability to
network security threats, especially the two-year institutions. Computer labs
within institutions of higher learning are often known for their open or ease of
access. Open labs, limited staff and resources hinder security measures for
these institutions. This paper focuses on the current state of network security
at two-year institution.

Conflict, war and terrorism have elevated both apprehension in high technology
industries and awareness about the need for improved physical security as well as
information security (Casey, 2002).

First among the targets in cyberspace are colleges and universities because they
possess a vast amount of computer power most of which contains resources with open
access.  Hackers attack educational institutions due to their perception of lax security that
is coupled with high capacity computer systems.  Research lab servers and workstations
as well as student computers in dorms are not typically managed by IT staff thus opening
those resources for hackers and viruses (Updegrove & Wilson, 2003).  The National
School Safety Center has acknowledged these open resources and is in the process of
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ensuring that higher educational institutions become more secure (National Strategy,
2003).   

Higher education institutions have a moral as well as legal responsibility to protect
the sensitive data maintained on campus computers.  The computers contain records with
financial, medical, and student data, intellectual property and digital communications
both internally and externally that are used in day-to-day activities (Oblinger, 2003).  A
balancing act between cyber-security and the principles of the academy must be struck
so that institutional resources are protected without compromising the institution’s
mission.  

Despite the recommendations from NSSC, academia has typically treated
Information Security as an after-thought.  It is an area that has been left for the
Information Technology departments to worry over and pay for out of their already thinly
stretched budgets.  For years it has been the responsibility of overburdened system
administrators or general IT staffers to make sure that the campus was safe and secure
(Recor, 2003).  IT staff are faced with the daunting task of securing data while allowing
an open and convenient environment in academia. The balancing act between
convenience, openness and security measures is the biggest challenge for academia.
Campus policies and procedures must have the hierarchical support in place for a
successful and organized security infrastructure (Recor, 2003).  

Two-year colleges run into a plethora of barriers when it comes to the
implementation of network security.  A large barrier for any organization would be the
lack of financial resources.  IT management must take numerous items into consideration
for network security which can become very expensive.  Some considerations should
include physical aspects, hardware, and software.  Staffing the IT department becomes
a barrier after the purchase of the hardware and software.  An institution may have
hardware and software purchased for network security but the IT staff may not have the
skills necessary or the time to install and maintain the resources.  When management does
approve funding for the equipment the next barrier would be security training for the
installation of equipment to make it work efficiently (Daniels, 2001).  

Though network security has been heavily investigated in the for-profit and four-
year college sectors, very little research has been conducted of this issue in two-year
colleges.  The study will fill this gap in knowledge by surveying the stakeholders in this
area thereby providing IT professionals with a report on the status of security in
community colleges.  The results will allow community college IT professionals to
compare their environment to others in the region so that they can advocate for services
that are appropriate for two-year campuses.  

METHODOLOGY
The purpose of this study was to determine how two-year colleges have protected

their campus computer networks from viruses and hackers.  With the increase of viruses
and computer hackers, it is important to know whether the campuses have been proactive
with their security or reactive based on how their campuses have been affected.  

To accomplish the study’s purpose, a survey was sent to all community colleges in
Arkansas and its six neighboring states in order to investigate the emphasis that two-year
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colleges have placed on network security.  The primary research question was to
determine the status of network security in community colleges in Arkansas and the six
surrounding states. 

The Director of Computer Services was the targeted respondent for this descriptive
study designed to address the concerns directly relating to network security and how
policies and procedures are affected. The Directors were asked to complete the
questionnaire since they typically had responsibility for community college computer
networks in general and would be most likely to respond.  It was assumed that they had
the most readily available and accurate information needed to complete the questionnaire.

RESULTS
Forty-five of the 134 surveys sent to the other six states were returned.  The study

had a 33.6% questionnaire return rate.  The respondent was asked if their organization
was where it should be in various areas of network security.   Each respondent was asked
if, in their opinion, the organization was where it should be with network security. Over
74% stated their organization was not where it should be with network security. The
overwhelming explanations of what this existed was: lack of funding (29%), lack of staff
(26%), lack of hardware (16%) and lack of software (18%).  Some additional reasons why
institutions were not where they should be included lack of planning, training, time, not
a priority and security has not been a problem, and upper management had a lack of
understanding. Respondents were also asked to indicate whether certain security
procedures were in place at their institution and if they thought they were necessary to
provide an adequate level of security. These responses are summarized in Table 1 below.

Security Issue % Currently in
Place

% Thought Was
Needed

Strong Passwords 50% 93%
Require Password Changes 64% 89%
Multiple Level Authentication 65% 84%
Regular Risk Analysis Performed 34% 86%
Firewalls on External Connection 94% 93%
Internal Firewalls 64% 80%
Encrypted Files Used 31% 63%
Routine Backups Performed 94% 100%
Security Patches Regularly Applied 86% 98%

Virus Protection Routinely Updated 96% 100%
Intrusion Detection Systems Utilized 40% 91%
PKI Certificates Utilized 16% 31%
Smart Cards Utilized 6% 28%
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Respondents were also asked how the institutions ensure their wireless connections
are secure if they have that option.  Respondents were asked to list ways that wireless
connections were secured.  The majority of the responses included the following:  
   • use Blue Socket Appliance
   • limit access by using MAC addresses
   • don’t allow students access to wireless at this time
   • firewalls on access points
   • require authentication
   • virtual private networks
   • WPA/WPA2, 802.1x, WEP
   • VLANS

Finally, they were also asked about the use of patch servers. These were
implemented at 38 (75.0%) of the institutions. The 25.0% that did not have a patch server
were asked how the computers at the institution were updated.  A list of three items was
provided with an area for additional responses to be added.  Multiple answers could be
selected by the respondents for this question.  Seven of the respondents who reported they
didn’t have patch servers indicated the IT staff visits each computer.  Four participants
said that the individual employees were responsible.  Three institutions set the computers
to automatically update the computers.

DISCUSSIONS, IMPLICATIONS, AND CONCLUSIONS
Network security has become a growing challenge in academic institutions.

Higher education institutions are beginning to look at areas to improve the protection of
their Information Technology structure due to the increase of viruses, spam, hackers, and
identity theft.  Educational institutions have the highest vulnerability to network security
threats.  

The Information Technology profession in the community college setting has
acknowledged the importance of security, both physical and network.  The focus on this
subject gains strength every time a new spam technique is released or when a new
disaster like Katrina hits.  The study indicates the core beliefs and prioritizing of
Information Technology personnel regarding security.

It is valuable to know what procedures are being encouraged by the leadership of
the IT departments in two-year colleges.  The data indicates that directors have a real
concern about the time and money demands, administrative positions and the stressful
nature of the jobs.  

At two-year colleges, 72.5% of Informational Technology staff spends about 0-
20% of their workday dealing with security issues.  These issues include updating
software, monitoring firewalls, monitoring viruses, monitoring network activity and other
similar measures.  The time spent on security is minimal considering all the hats that the
community colleges IT staff wear.  Only 25.5% of the institutions included in the study
have a security support specialist on staff.  The majority of these institutions (41.2%) do
not have anyone who has had more than a year of security training.  The data suggests
that IT directors want to increase the knowledge and skills available to the IT departments
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but currently are relying on individual staff member’s skills to react to security breaches.
The study supports the finding of the Educause Core Data Service 2003 Summary Report
(Educause Core Data Service, 2004).  The lack of training is due to numerous factors
such as lack of funding, lack of staff, and lack of senior administrative support.
Administration has to get behind the IT staff and find the resources needed to get the
security expertise on their campus.  Payne (2003) discussed having a security training
tailored for the administrators due to their decision making for allocating resources.
Network security should be marketed in business terms to the administrators to show how
the institution as a whole can be affected by security breaches (Payne, 2003).  Another
article states that a computer service department does not have any protection,
creditability, or funding for security initiatives if the management does not get behind the
department (Hayes, 2001).

It is concluded that two-year colleges are facing a real crisis in IT security practices.
Many administrators are already addressing these issues but at a tragically slow rate.  The
majority of current administrators have reported a lack of support from other
administrative positions and barriers such as excessive time requirements and stress
which may prevent them from incorporating policies that would more securely protect
their campus network.
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ABSTRACT
Computer security has become a major area of computer science. Most
colleges and universities now teach several courses in computer security and
also cover security topics in many of their courses. The introductory computer
security course covers security mechanisms like encryption, message
authentication techniques and SSL. The introductory programming course now
discusses how to avoid buffer overflow attacks rather than just looking at data
validation. But, Federated Identity, a logical extension of authentication, is
often little mentioned outside of Web security classes. In this paper we
describe Federated Identity as it is currently practiced and then describe a
number of courses where we have covered both the theory and practice of
Federated Identity.

INTRODUCTION
When accessing a computer a user must establish an identity. Initially, the user may

login to a workstation on a corporate network after being authenticated by a central server
using a CHAP login/password process. In addition, authentication may require the user
to have a digital certificate on a flash-drive, possess a secret piece of information or
demonstrate a biometric trait. After the authentication is finished, the identity then
becomes a list of attribute/value pairs that uniquely identify the user in the domain of the
authentication server.
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If the user needs to access resources in another authentication domain, then they
need to establish an identity in that domain as well. Multi-domain authentication was
introduced by Microsoft in the Windows NT operating system [12] and by OSF’s
Kerberos by in the 1980’s [10]. Microsoft’s original multi-domain authentication has
been replaced by Active Directory, and Kerberos has been implemented by many
computer vendors. While both Active Directory and Kerberos support multi-domain
authentication for a single vendor, neither of these systems currently supports multi-
domain authentication across vendors.

Federated Identity refers to a user being able to have a simple sign-on in a multi-
domain environment that is easy to use, provides adequate security and insures sufficient
privacy. 

BASICS OF FEDERATED IDENTITY
Cameron defines digital identity as a set of claims made by one digital subject about

itself or another digital subject [3]. The Liberty Alliance defines (digital) identity as
consisting of traits, attributes, and preferences upon which one may receive personalized
services [7]. Combining these definitions we see that a digital identity consists of a set
of attribute/value pairs that uniquely define a subject in a domain.

As Web services matured, the development of a digital identity for applications
using Web services became important. In particular, for an application to function
seamlessly as it accesses remote Web services, each user of the application needs a Single
Sign-On (SSO). Standards have been developed by W3C and OASIS to support SSO for
Web Services [9, 16]. These SSO standards are actually quite general, and a number of
organizations are modifying them to provide an architecture for true Federated Identity
[1, 4, 13]. Microsoft announced Geneva as its Federated identity product and recently
changed the name to Windows Identity Foundation (WIF) [2].The Liberty Alliance is also
developing a Federated Identity standard called the Identity Architecture [7].

Kim Cameron, of Microsoft, has listed seven rules that any Federated Identity
architecture should satisfy [3]. These are generally recognized as a good starting point of
a discussion of Federated Identity:
   1. User Control and Consent. Federated identity systems must only reveal

information identifying a user with the user’s consent.
   2. Minimal Disclosure for a Constrained Use. The solution which discloses the least

amount of identifying information is best.
   3. Justifiable Parties. Digital identity must be designed so that the disclosure of

identifying information is limited to authorized parties.
   4. Directed Identity. A universal identity system must support both “omni-

directional” identifiers for use by public entities and “unidirectional” identifiers for
use by private entities.

   5. Pluralism of Technologies. A universal identity system must channel and enable
the inter-working of multiple identity technologies run by multiple identity
providers.
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   6. Human Integration. The universal identity metasystem must define the user to be
a component of the distributed system and provide protection against identity
attacks.

   7. Consistent Experience. The unifying identity metasystem must guarantee its users
a simple, consistent experience.
The first rule captures the essence of WIF. The WIF authentication process requires

the user and the server to make a decision to share their authentication information. By
proper signing of this information, the receiver can be assured of its authenticity. WIF is
a user-centric Federated Identity architecture [2].

As with any active research area there are several groups proposing standards. Each
group has an active research program that is producing a multitude of ideas.  One of the
standards is WS-Federation [8], and it provides a good starting point for classifying
Federated Identity architectures. The three Federated Identity architectures described by
WS-Federation are:
   1. A digital identity is fixed across domains. Here a subject would only need to

convince a provider of their identity which might be easily done by using a signed
set of authentication credentials provides by a Security Token Service (STS).

   2. There would be a pair-wise mapping of digital identities, where a unique digital
identity is used for each principal at each target service. Here a subject would only
need to map their identity to that maintained by each provider. Again, this might be
easily accomplished by providing a STS security token to the provider, but might
also require a trust relationship among the STS’s.

   3. Each service provider would have to generate a digital identity from the information
provided by a subject, given a small amount of information about the subject. Again
this would be accomplished by providing a STS security token to the provider and
letting the provider generate the identity from a trust relationship it has with the
STS’s of the subject.

A SURVEY OF FEDERATED IDENTITY SYSTEMS USED TODAY
Cameron’s seven rules and WS-Federation’s basic architectures provide a

foundation for Federated Identity systems. But a survey of current systems [5] being
developed is not quite that neat. Looking at the current systems a reasonable practical
classification of Federated Identity systems is:
   1. User centered – user/server exercises the ultimate control (CardSpace/InfoCard).
   2. Bridge centered – user/server may connect to an intermediate authentication system

(NCPDP and SAFE bioPharma).
   3. Server centered - user/server identifier by designated server (Open ID).

Microsoft, IBM and the Liberty Alliance all appear to be supporting user-centric
systems based on WS-Security [1]. Microsoft is centering its systems on SAML1 and
WS-Federation, while the Liberty Alliance is centering its system on SAML2. As
illustrated below,
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A user requests a signed authentication pack from a trusted identity provider, sometimes
after checking to see what credentials the server requires, and then sends them to the
server to be authenticated by the server. While there can be substantial automation of all
of these processes, the user and server have the control to either make a connection or to
refuse it.

Some Federated identity systems add some administrative control to the
authentication process. A good example of this type of Federated Identity system can be
seen in a standard implementation of the NCPDP (National Council for Prescription Drug
Programs) system for e-prescribing. Here users authenticate to a trusted bridge, the server
also authenticates to a trusted bridge, and the user is authenticated to the server with the
support of trusted bridges [11]. For NCPDP the diagram below illustrates the typical
authentication.

     

In the current Safe bioPharma standard of the medical research community [14],
users generally authenticate to a trusted bridge and the servers then accept the
authentication of the trusted bridge, although more complex bridge structures are allowed.
The SAFE in SAFE bioPharma stands for “Signatures and Authentication For Everyone.”
Thus, the bridge centered Federated Identity systems are similar to (and sometimes an
extension of) the Certificate Authorities of PKI.

Microsoft’s Passport, now called Windows Live ID, is a server-centric Federated
Identity system. Here the user places their authentication information on an authentication
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server and can either use a signed token from the authentication server or request that
others contact the authentication server for authentication of the user. Other companies
than Microsoft offer a SSO for the Web, but none of these have been widely accepted yet.
An interesting server-centric Federated Identity system that has been well received is the
OpenID standard [15]. It is a lightweight service to provide a single digital identity for
a user to access all of the interactive Web applications, like FaceBook, that have
proliferated over the internet.

TEACHING FEDERATED IDENTITY IN AN ADVANCED VISUAL BASIC
COURSE

We began to cover computer security concepts in our Advance Visual Basic
programming course several years ago. The main emphasis was on checking all user
input, being sure to gracefully exit from program errors and threat analysis. In the fall of
2009, we added coverage of authentication for applications and how Federated identity
could play a role in developing secure enterprise applications. Some details of what was
covered in the course are:
   1. As soon as students were introduced to Forms, they were also introduced to

checking all user input for attacks, as an enhanced validating user technique.
   2. Shortly before Midterm, I gave a set of lectures on computer and application

programming security that stressed Howard’s Ten Rules and Threat Modeling [16].
   3. Early in the course, students were assigned a multi-Form program that combined

several programs used to calculate reverse mortgages. After the security lecture,
students had to return to this program and describe what changes were needed to
make it more secure.

   4. Later, a part of the program was implemented as a DLL. As a part of the security
analysis, we discussed the problems of authenticating the information returned from
a DLL. We then added a discussion of authentication if the contents of the DLL
were accessed through COM or DCOM. This led to a thorough discussion of
Federated Identity and its importance for application programming.

   5. During the last two weeks of the course, we discussed how to implement a Web
service that returned the mortgage data to a desktop VB application. A fairly
complete overview of how WCF and Geneva work together to implement SSO for
Web services was included with the material on Web services.
The introduction of Federated Identity, as represented by a SSO Web service

application, was an ambitious project for a junior level programming course, but at least
60% of the students seemed to master the material, and 100% of the students appreciated
covering some of the more recent topics in VB programming.

TEACHING FEDERATED IDENTITY IN WEB DEVELOPMENT COURSES
We teach a number of courses on building Web applications. Some stress Web

design, some stress e-commerce and some stress building database-driven Websites. Web
services, and the need to use Federated Identity, are now introduced in all of these
courses. For example, in the Web Design for E-Commerce course, we always have a
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chapter on computer security and secure payment methods. In the spring of 2009, we
added lectures on the use of Web services in modern Web applications and then gave an
overview of WS-Security, including material on how SAML authentication could be
implemented for the class project. We gave demonstrations in class of how to authenticate
in a single domain and had students write papers on how they would add multi-domain
authentication for a Microsoft only environment.

TEACHING FEDERATED IDENTITY IN A MEDICAL INFORMATICS
COURSE

In the spring of 2009, I taught a course on Medical Informatics. The main emphasis
in the course was HL7 as a technology to support an Electronic Health Record. At the end
of the class we added a detailed discussion of HL7’s new authentication classes and the
techniques for establishing a digital identity for an Electron Health Record. We also
added a detailed discussion of the NCPDP standard for e-prescribing. We were able to
get all three of the major hospital/clinic systems in our area to present an overview of
their information systems, and each added a complete discussion of how they were
approaching multi-domain authentication, Each of the hospital/clinic systems had
contracted with a vendor to provide SSO service for their systems, that followed a user-
centric approach to authentication. While we did not cover the theory of Federated
Identity in detail in the course, the industry presentations provided an excellent
introduction for students to some applications of Federated Identity.

TEACHING FEDERATED IDENTITY IN COMPUTER SECURITY COURSES
We teach three computer security courses and cover Federated Identity in all of

these. In our basic security course, we have an extensive coverage of authentication for
workstations, network domains and the Web. We then look at SSO for Web services for
a week, including a brief introduction to WS-Security. Students are then assigned two
papers to write about Federated Identity. The first is a guided discussion of the general
Federated Identity architectures, similar to that in this paper, and the second is a detailed
description of one real Federated Identity system, like Microsoft’s WIF. Students also set
up an Active Directory certificate authentication system for Windows Server 2003, and
we discuss how it can be a part of a multi-domain Federated Identity system based on
certificates.

In our Computer Security Management course, students are formed into teams
which plan and develop a certification document (including a plan, risk analysis and
policy) for a real system we set up in our security lab. This certification includes a
Federated Identity component. The teams are paired so that after they complete the
certification of their systems, including the need to support Federated Identity, each team
does an accreditation of another team’s certification.

In our Web security course we give a complete coverage of basic authentication,
including CHAP, Kerberos and certificates. We also cover TLS, as a way of
authenticating Web users and servers, as well as supporting secure transmission. We then
give a detailed coverage of the literature on Federated Identity [9, 16]. With this
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background we then cover Web services security in detail [9, 16]. Finally, we finish the
course by applying the techniques of Web service security to the general security needed
in Federated Identity. In this course, students implement a simple multi-domain Web
service example with SAML authentication using certificates. Both domains are currently
Windows domains, but multi-domain authentication across different operating systems
is planned for the future.

SUMMARY
Federated Identity is an important topic in computer security and is now covered in

all of our security courses, and many other courses as well. This is a complicated subject
and can only be introduced in most courses. Developing multi-domain applications is still
hard, so in most of our courses at the present time, we cover only the theory or provide
demonstrations. In our Web security we do a thorough job covering the theory, and
students implement a simple multi-domain example using Microsoft’s technology. As the
Federated Identity architectures become more robust we plan to introduce multi-vendor,
multi-domain examples into all of our courses.
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ABSTRACT
The Moses2 operating system environment simulator is a software tool
developed by the author to teach concepts of operating systems in upper level
undergraduate O/S courses. Using the Moses2 system, students write their own
version of a limited functionality operating system kernel that manages the
processes and resources that are provided with the Moses2 simulator. This
paper describes the PNTFS file system component that students develop as one
of an incremental series of Moses2 features.

OVERVIEW OF THE MOSES2 SYSTEM
The Moses2 operating system environment simulator is a software system that

provides a platform consisting of simulated hardware and a set of simulated user
processes for student O/S construction projects in upper level undergraduate operating
systems courses. Using Moses2, students design and implement their own small operating
system kernel, which runs Moses2 user processes on the Moses2 simulated hardware. The
Moses2 simulated hardware includes a Program Status Word, or PSW, a set of general
purpose registers, a main memory area, a virtual output device, and a virtual disk drive.
All of the simulated user processes that are provided as part of the Moses2 system are
specially constructed to run only on the Moses2 simulated hardware and to request
services that require the use of Moses2 simulated resources.
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The conceptual and implementation details of the Moses2 virtual hardware machine,
the user process model and context switching among processes, support for virtual
memory, and mechanisms for shared resource management have all been previously
described in [2,3,4]. After students have incrementally incorporated these features into
their operating system kernel programs, the next in the sequence of Moses2 O/S projects
that students undertake is the design and implementation of a simulated file system,
which is described here. 

GOALS OF THE FILE SYSTEM PROJECT
Clearly, with any operating system simulation system designed for use in a college

course, the primary challenge is how to clearly illustrate both the types of problems that
must be solved and the types of services that must be provided by an operating system,
but while still keeping the scope of O/S code development within the realm of what can
reasonably completed in one or two college semesters. The development of the Moses2
simulation system itself has proceeded since its beginning with this challenge and this
constraint as its primary and guiding concerns.

The main goal of the PNTFS Moses2 file system project is to help students
appreciate and understand the inner workings of a real file system, but without asking
students to actually implement software that is as extraordinarily complex and lengthy
as that of a real file system. In the PNTFS assignment, students implement a user-level
API to map four high-level file operations --- open, close, write, and print --- to
underlying low-level operations provided by the Moses2 simulator, such as disk cluster
allocation. The hands-on experience achieved by implementing this simulated file system,
limited though it may be, is invaluable to illustrating the types of problems that must be
solved in the design and implementation of a real file system.

Furthermore, writing a Moses2 file system gives students the chance to see and
develop real, practical applications of computer science course material that they may
have viewed as more abstract than practical in their other courses such as data structures
and systems programming. For example, following the model of the Windows NTFS file
system, students are encouraged to implement their file system indexes for PNTFS as B+
trees. These trees are themselves stored externally among the set of virtual clusters on
disk, providing extra programming practice for students in managing a large nontrivial
data structure. Also, the writing to and reading from the file buffers which students must
manage in the file handling component of their O/S requires treating the memory frames
involved in these operations as bounded buffers: a user process may write varying
numbers of characters at a time to an output file, for example, and the student O/S file
manager is responsible for recognizing when a virtual frame in memory has become full,
and therefore must be flushed out to disk.

Thus, the experience of constructing a PNTFS file system for use in the Moses2
simulation environment can serve the dual purpose of solidifying the basic concepts of
O/S file services while avoiding intractable complexity, as well as providing a
challenging test of students’ advanced software construction skills.
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THE PNTFS FILE SYSTEM ENVIRONMENT
The Moses2 file system name PNTFS (for PseudoNTFS) was suggested by students

in an operating systems class because the system is conceptually based loosely on the
design of the Windows file system NTFS [1,5].  Some features of the NTFS system, for
example, the B+ tree structure model for the file index data, are used in PNTFS in a
simplified form.

Before beginning to implement the PNTFS file system in a Moses2 project, a
student must first have a fully functioning Moses2 operating system implemented through
the level of all of the earlier incremental Moses2 assignments. In other words, context
switching among processes must be in place, virtual memory must be implemented, and
so on, through all features described in [2,3,4]. 

The descriptions of the technical details about the file system environment that are
described here are offered primarily to relate this project back to other Moses2 O/S
projects covered in the earlier papers, and to illustrate the level of technical detail that
students must grapple with as they develop their own O/S kernel projects. New hardware
and software specifications developed specifically for the file system project include the
following:
   M The cluster size, or disk file read/write unit, is the same as a virtual page size: 64

bytes.
   M A total of 4096 virtual disk clusters are available on the virtual disk drive for use by

the student O/S file system and for storing user files, starting at a virtual disk
address called cl_base which is provided to the student O/S in simulated register Tx
at system startup.

   M The following new system-level functions are provided as part of the Moses2
simulator:

"  void frPrint  (unsigned frame_no); // frame print
The frPrint function prints the current contents of virtual memory frame
number frame_no to the screen as a plain text string. This function is a
valuable tool for debugging.
"  int clAlloc (unsigned cluster_count); // cluster allocate
The clAlloc function allocates a total of cluster_count clusters from the virtual
disk, if that many are available, and returns 1 or 0 to indicate success or
failure. The first cluster allocated during the first run of a student O/S will
always be cluster 0, so the student O/S can be written to assume that it can load
its saved file system information by starting with cluster 0.

When a call to clAlloc is successful, the student O/S will find in register Sx the address
of an array of 32-bit unsigned values that contain the following:

0th element: 0th starting logical cluster number
1st element: number of clusters in the 0th run
2nd element: 1st starting logical cluster number
3rd element: number of clusters in the 1st run

Etc.
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The first negative value in an even-numbered array element marks the end of the cluster
allocation. For example, if a Moses2 O/S successfully calls clAlloc requesting 10 clusters,
then on return from clAlloc the O/S could possibly find the following array at Sx:  13 3
5 2 17 5  -1. This indicates that the system has claimed clusters 13, 14, 15, and 5, 6, and
17, 18, 19, 20, 21, for a total of 10 clusters, which the student O/S can now access
through the pageRead / pageWrite interface for virtual disk reads and writes. This
interface is described in detail in an earlier paper on virtual memory in Moses2 [2].
Contents of the virtual disk in Moses2 are automatically preserved across runs of a
student O/S program, so the file system can be restored in its entirety to the state that it
was in at the end of the previous run of the system.

Rather than simply reading from or writing to a file using standard input and output
operations, a user process in Moses2 only accesses files through a well-defined interface
of four system calls:

   M System call 4 Activity 0 opens a file
   M System call 4 Activity 1 closes a file
   M System call 4 Activity 2 writes to an open file
   M System call 4 Activity 3 prints the complete contents of an open file to the

terminal screen

The occurrence of any one of these calls is communicated to the student O/S though a set
of bits in the simulated PSW that are designated for just such system call
communications.  The simulated general registers communicate other information
required per file operation, such as a 1 or a 2 from the user process in register Rx for
Activity 0 to indicate whether the file should be opened for reading or writing, and a
unique “file handle” integer (determined by the file naming scheme set up by the student
O/S developer) returned to the user process by the O/S in register Sx after a file is opened
successfully. Other information communicated via the registers for these system calls
includes sequences of bytes to be written to a file, the count of bytes to write, and the file
handle of a file that a user process wants to close. Return values from the O/S in register
Rx report back to the user process whether or not the requested file operation completed
successfully.

STUDENT IMPLEMENTATIONS OF PNTFS
Subject to the requirements and constraints imposed by the Moses2 simulator and

described above, the student implementers of a PNTFS system are free to design and
implement any type of file system they choose, as long as the required functionality is
complete and correct. Most students so far have chosen to model their file systems after
the NTFS system, since that was the model that they felt most familiar with when the
project was assigned.

CONCLUSIONS AND FUTURE WORK
The PNTFS project is the newest of the Moses2 operating system projects. To date,

it has only been assigned as required course work in one special topics course offered by
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request to computer science students who had already completed a standard operating
course which was taught by the author. Consequently, these students had already written
a Moses2 kernel of their own, complete with the requisite functionality of context
switching, virtual memory, and so on, so only the file system component remained to be
implemented. Results to report are thus largely anecdotal, but uniformly positive:
Students felt that they did in fact have a much better understanding of file systems in
general, and after taking standardized tests such as the GRE Computer Science Subject
Test, they reported that they had been quite well prepared for the questions about
operating systems and file systems.

The incorporation of a file system project into the suite of Moses2 operating system
construction projects may well represent the final addition to this collection that can
reasonably be completed by students in the time available to them during an operating
systems course.  The author plans to apply for an NSF CCLI grant in the  spring of 2010
to complete the preparation of the Moses2 system for distribution to other schools so that
any instructor who wishes to use the Moses2 system in an operating system course may
freely do so.
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ABSTRACT
Over the past decade applications have been moving from the desktop into the
cloud.  Only relatively recently have integrated development environments
begun emerging in cloud computing.  The Java Wiki Integrated Development
Environment (JavaWIDE) is one of these new online IDEs, and it is designed
to be simple enough for novice programmers to use.  JavaWIDE is free and
provides anyone the capability to create, edit and run programs anytime,
anywhere, all from within a web browser – no specialized software required.
JavaWIDE promotes collaboration, integrates well with social networking
sites, and includes novel features such as concurrent editing support, a
common code base for all users, revision history explorer, automatic posting
of programs as applets, annotated and hyperlinked source code, an integrated
Java API and many others.  This workshop is presented by the developer of
JavaWIDE Jam Jenkins, by Evelyn Brannock who has used JavaWIDE in the
classroom, and by Sonal Dekhane who has surveyed students about their
perceptions of using JavaWIDE. 

INTRODUCTION
The objective of this tutorial/workshop is to give participants experience using

JavaWIDE so that they can start realizing the potential of moving the IDE into the cloud.
The developer will share his experience creating JavaWIDE and using it in the classroom
for two years.  Participants will use JavaWIDE during the workshop, and therefore should
bring a laptop with wireless capability and Java 1.5 or higher installed (JRE or JDK).
The target audience is those interested in cloud computing, innovative programming
environments, collaboration, and those who teach introductory programming.

After briefly discussing the motivation for JavaWIDE and its development history,
the majority of the workshop will be devoted to demonstrations and hands-on activities.
This will include an introduction to concurrent editing and many other novel features,
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using JavaWIDE with frameworks such as GridWorld, and handling file I/O securely.
The workshop will conclude with some comments about the social networking aspects
of JavaWIDE and student perceptions of using the system. Time at the end will be
reserved to have some general discussion and address participant questions.

MOTIVATION
Setting up an efficient development environment is not always a simple task.  The

novice programmer can have an especially hard time learning, setting up and maintaining
their own development environment.  This simple observation motivated the creation of
JavaWIDE.

Replicating the development environment to multiple platforms and different
hardware is even more challenging.  This is the problem faced by programming and
software development instructors.  Not only must they set up their own environment, but
they also have to make sure all classroom computers are properly configured and they
often must provide technical support to each student setting up his or her own
environment on a variety of hardware and operating systems.  Such activities are not only
time consuming but they also require quite a bit of lead time for installation and testing.

One way to solve these problems is to avoid needing any specialized software at all
– deliver the development environment using what is available on nearly every computer:
a browser, an Internet connection, and the Java Runtime Environment (JRE) 1.5 or
higher.  Once the IDE moves online, many existing problems are eliminated and new
opportunities emerge.  JavaWIDE exemplifies what is possible as the IDE moves off the
desktop and into the cloud.

DEVELOPMENT HISTORY
JavaWIDE was created in November 2007 as a basic Mediawiki extension.  Since

then it has grown in scope into a rich internet application that spans efficient client- and
server-side scripts and programs.  A high level overview of JavaWIDE's design will be
described and justified with respect to security, performance, flexibility and scalability.

DEMONSTRATION   
The demonstration portion of the workshop starts with creating, editing, and running

an application and an applet.  This demonstration includes important details such as how
to handle the single namespace (because the single code base is shared), how compilation
and runtime errors are detected and displayed, and how to use auto-import and code
completion.  After this brief demonstration, participants will be given time to write, edit
and run their own programs.

TEACHING TIPS
Beyond being easy to use, JavaWIDE facilitates quite a few new teaching techniques

based upon its novel capabilities.  Since most have never used any concurrent editor
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before, all workshop participants will be given this opportunity as they work together to
create a single program  at the same time.  Following this experience, there will be a
discussion about strategies for coordinating the editing process and for using concurrent
editing to create an engaging classroom atmosphere.  Several other novel capabilities of
JavaWIDE such as the history explorer, hyperlinked source code and embedded Java API
will also be demonstrated.  The presenters will describe the purpose for including each
feature within JavaWIDE and will discuss the pedagogical advantages of using these
features.

GRIDWORLD & OTHER FRAMEWORKS  
JavaWIDE easily integrates with frameworks that are designed to be compatible

with unsigned applets, and JavaWIDE can also be used with other frameworks as well,
even if they include file input and output or make outside network connections.  This part
of the workshop will give an overview of how to import and use frameworks within
JavaWIDE, and the strategies that are used to adapt applications to fit the security
restrictions of unsigned applets.

FILE I/O IN APPLETS
An interesting part of any online IDE is how it handles file input and output and

security.  Since untrusted applets cannot do file input and output, no online IDE that is
applet based can directly perform file input and output.  Unsigned applets can perform
URL input and make network connections to the server from which they were
downloaded.  JavaWIDE transforms programs that have file I/O into programs that can
run as applets by redirecting file input and output via a safe mechanism that is not a
security risk.  This redirection happens seamlessly and is very easy and straightforward
to use.  This part of the session will talk about the capabilities and limitations of
JavaWIDE's file I/O and will discuss the relevant design considerations that led to this
structure. 

STUDENT FEEDBACK, SOCIAL NETWORKING & QUESTIONS
This final part of the workshop will discuss student feedback from those using

JavaWIDE in and outside of class over the past two years.  The social networking
capabilities of JavaWIDE will be demonstrated and the student perception of this social
networking integration will be discussed.  The workshop will conclude with questions
and answers and future plans for JavaWIDE.
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USING DATA MINING TO INTRODUCE DATABASES*

NIFTY ASSIGNMENT

Matt Brown
Department of Computer and Information Science

Arkansas Tech University
Russellville, AR 72801

(479) 356-2161
hbrown11@atu.edu

In this CS0 assignment, students collect and clean data, create simple relational
databases, and then mine their data for interesting rules.  Data mining provides a nifty
way to motivate students as they learn basic database concepts.  The process of using
automated algorithms to discover useful nuggets of previously unknown knowledge is not
only intriguing, but also allows insight into the value of storing data.  

In the initial stages of the assignment data are generated and cleaned before later
insertion into a database.  Students fill out surveys about their personal interests and
preferences (favorite dessert, TV show, holiday, etc.).  The data are consolidated into a
spreadsheet and then students must clean the data (correcting misspelled words,
eliminating inconsistencies in terminology, etc.).   This data quality step demonstrates one
of the more important tasks involved in creating modern databases and warehouses.
Tables are then created to teach the concepts of relational databases and normalization,
requiring students to decompose the tables in a way that reduces storage space but keeps
the tables linked for updates and queries.  At this point, students run simple SQL queries
to answer questions such as "What is the most preferred dessert?"

Finally, students are given an unsupervised association analysis algorithm to mine
the database.  Students discover affinity rules within their survey answers.  Often
unexpected results are generated such as {Christmas}® {American Idol}, i.e. students
whose favorite holiday is Christmas are nine times more likely to pick American Idol as
their favorite television show.  

This assignment provides a memorable hands-on experience while demonstrating
many important database concepts.  Any database supporting standard SQL could be used
to implement the assignment.  It could be tailored to fit different skill levels—requiring
more advance students to normalize the database and/or develop the data mining
algorithm on their own.  The survey results can also be appended over the course of
several semesters to increase the size of the database.  The full assignment description
and supporting files can be downloaded at http://www.ccsc-ms.org/nifty/10/bro/.
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DATA MODELING FOR REAL*

NIFTY ASSIGNMENT

Donna Wright
College of Science, Technology, Engineering & Math

University of Arkansas-Fort Smith
Fort Smith, Ar. 72914

(479) 788-7903
dwright@uafortsmith.edu

INTRODUCTION:   
This assignment is suitable for entry level database students in their first data

modeling class.  It is assigned after students have a good grasp of fundamental database
design but does not require an understanding of normalization.   The assignment
addresses the challenge of helping students relate the dry concepts of database design to
their own "real world".  When students can visualize the interactions between the data in
tables they are designing and real people's lives, they will better understand how and why
to apply database design concepts. This assignment can be found at
http://www.ccsc-ms.org/nifty/10/wri/

ASSIGNMENT OVERVEW:   
This assignment includes two parts - a homework assignment and an in-class

activity performed in the following class session.  The homework assignment requires
students to select a document from their own life and write up proposed entities, attributes
and relationships and entity relationship diagram (ERD) that might be relevant to a
related database. 

The in-class activity puts students in groups to analyze their documents and
supporting information and then demonstrate selected documents to the class along with
guided classroom discussion
.  
LEARNING OUTCOME:  

This assignment led to lively student discussion about documents as varied as a
restaurant receipt, fishing license, immunization record, and one of the  most interesting
- a fire report. It helped students recognize that the data they are learning to model is
"real" and is a dynamic part of their everyday world.  Database design issues were
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brought into focus as the students recognized problems they have encountered in relation
to their document that result from poor database design.  Example:  The student who was
a fireman discussed issues he encounters when trying to file the fire report and students
were able to recognize likely design flaws in the database that were causing his issues.
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HANDWRITTEN CHARACTER RECOGNITION*

NIFTY ASSIGNMENT

Gabriel J. Ferrer
Department of Mathematics and Computer Science

Hendrix College
Conway, AR 72032

(501) 450-3879
ferrer@hendrix.edu

In this Nifty Assignment, for use in an Artificial Intelligence course, students are
given code for a GUI in which they can draw and save handwritten characters on a 20x20
grid.  Both the provided code and student solutions are written in Java.  They employ a
self-organizing map (SOM), which is a type of neural network that reduces a
high-dimensional input space into a lower-dimensional output space.  It is trained by
means of an unsupervised learning algorithm.  They must implement the following:
   1. The Self-Organizing Map unsupervised learning algorithm, using a threshold

neighborhood function.
   2. A means of encoding binary drawings as SOM inputs.
   3. A classification algorithm that translates SOM outputs into labels.

Once the implementation is complete, students can use the GUI to create, train, and
view the SOMs.  To view the SOM, students may either:
   1. Move the mouse across a grid representing the SOM output nodes; the "ideal" input

for the node will appear in the drawing area, or
   2. For the drawing currently on display, show the intensity of match for each SOM

output node on a color-coded output map.
Once the students have implemented their SOMs and experimented with them a bit,

they are tasked to do a series of experiments.  In these experiments, they assess the impact
of varying the number of SOM iterations, the number of output nodes, the classification
algorithm, and the neighborhood function.  Once the experiments are complete, the
students write a report describing their findings.

This assignment fulfills several course goals:
   1. Students apply a machine learning technique to a realistic application domain.
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   2. As this infrastructure can also be used with a multi-layer perceptron (or any other
machine learning technique), our students were able to compare the performance of
the SOM and the MLP on a common application domain.

   3. Students gain practice with the scientific method. 
Nearly all of our students were able to create very effective character recognition

learning algorithms using this infrastructure.  The full assignment description and
supporting files can be downloaded from: "http://www.ccsc-ms.org/nifty/10/fer/".
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MAINTAINING CONTROL OF A ROBOT’S LIMBS USING THE

BAKERY ALGORITHM *

Patrick McDowell, Theresa Beaubouef
Department of Computer Science and Industrial Technology

Southeastern Louisiana University
Hammond, LA 70402 USA 

(985) 549-2189
{pmcdowell, tbeaubouef}@selu.edu

ABSTRACT
This paper discusses a technique for maintaining control of robotic equipment
given a single control line for both actuator control and limb position sensing.
In particular, the bakery algorithm is used for preventing the problem of
command/response packet collisions.  These techniques can benefit any robot
builder using a servo controller/IO board linked to a command and control
computer via single control channel where there is a chance of collisions.

INTRODUCTION
At our university we are currently pursuing a robotics research program focused on

providing robots with the ability to adapt and learn as necessary in order to keep their
goals in target.  That being said, our program is in its early stages, and one of the
immediate tasks is to create the infrastructure necessary in order to do the research.  This
step is a necessary one; valid research cannot be done without working hardware
platforms and the low level software to control the actuators and collect the sensor data.
To that end we have embarked on a handful projects, one being an automated tennis court
cleaning system [1], another being a robotic air hockey opponent [2], and the project that
is the subject of this paper: the large actuator test bed.

While there are many novel examples of robotic technology, we are pursuing a path
that we hope will result in the development of a series of cost effective “blue collar”
robots.  That is, for an end result, we want our robots to be able to perform some useful



CCSC: Mid-South Conference

111

work.  Much as MIT’s Big Dog is designed to carry heavy (upwards of 300 lbs) [3] loads
across uneven terrain, our long-term goal is create systems that can assist humans in
doing work, much as horses and mules have in the past, and tractors do now.  

In order to do so, we must be able to control actuators whose force output is in the
range of 20 to 1000 pounds of linear thrust, instead of that of typical hobby servos whose
peak output is generally from 40 to 350 ounce inches of torque.  At first glance it may not
seem like that much of a difference, but some quick calculations show that at the low end
of the spectrum there is about a 96 to 1 increase in strength, while the high end comes
close to a 550 to 1 increase in strength.  Given these large differences, in order to lessen
equipment breakage, and avoid getting ourselves in a pinch (literally), we are taking a
methodical approach to control by building a test bed to facilitate equipment and low-
level algorithm development.

This paper details these activities and specifically focuses on our technique of
maintaining control of the equipment given a single control line for both actuator control
and limb position sensing.  While we use a PC linked to an SD 84 servo controller board
[4], these techniques can benefit any robot builder who is using a servo controller/IO
board linked to a command and control computer via single control channel where there
is a chance of command/response packet collisions.  

This paper is organized as follows: the background section provides information
on typical servo operation versus large actuator control, the approach section describes
the bakery algorithm and how its use solved control and sensing conflicts inherent in our
application, and finally the conclusions and future work describes issues with the project
and the directions in which we plan to head.

BACKGROUND
Many of the robots available in kit form from vendors or those built by researchers

and hobbyists use radio control (RC) servos to provide the muscle for moving the joints
and ultimately allowing the robot to accomplish a myriad of motions, such as walking,
dancing, punching, and arm waving. RC servos were originally used to move the control
surfaces and motor throttles of RC planes.  The servo itself is a small box (see Figure 1),
usually about the size of a small cell phone.  On one side of it is an arm, called the horn,
which typically can rotate between 0 to about 225 degrees.  By attaching a rod from this
horn to a control surface, such as a rudder on an RC plane, the servo can move the rudder
to the position requested by the plane’s pilot.  
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Figure 1.  Typical RC servo.  The circular white plate on the top of the box is the
horn.  The horn has a range of rotational motion from 0 to about 225 degrees.  Power,
control and ground signals enter the servo through the multi-colored cord as seen in
the figure.

The servo’s position is proportional to the duty cycle of the signal generated by the
pilot’s remote control. One of the beauties of the RC servo is that it has an internal
system that detects the horn’s current location and works through a feedback loop to
move the horn to the position indicated by the input control signal.  This system works
independently of the remote, with the implication being that the remote can send a
position signal and let the servo handle the details of moving to the position requested.
So essentially the communication from the pilot’s controller to the plane is one way.

This method is great, until more force than the strongest RC servo can supply is
needed, or one would like to monitor the servo’s progress.  In the latter case, there are
some specialty servos that can provide feedback, but they are expensive, and they have
no more torque than the run-of-the-mill servos of the same size.  

Consider a situation in which a walking robot gets one of its legs in a bind; how can
this be detected? The position information of the actuator is not readily available.  A
separate sensor at the joint can be used to monitor its progress, but in order to get this
information the sensor must be polled.  If the sensor is attached to an analog to digital
(A2D) port on the servo controller board, the channel from the computer to the controller
board will have to be a bi-directional connection, opening the possibility for a collision.
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Our end goal is to be able control large actuations such as linear actuators or
hydraulic cylinders. Unlike RC servos, these systems do not have internal feedback
controllers, so they require that the computer monitor their progress by polling a sensor
so the actuator can be shut down when it approaches its target position.  Given these
requirements, and the PC-to-SD84 control system, a reasonable way to manage the
communication line between the PC and the controller board is needed.  The requirements
are as follows: 
    • Speed.  The sensors need to be polled on a regular interval, at about 50 times per

second—not blazing by any stretch, but still reasonable for getting information from
the computer to the controller and reading the response on a serial line. 

    • CPU usage.  The system cannot be CPU intense.  Controlling the low level actuators
is only one of many requirements being asked of the computer.

    • Fairness.  There cannot be a situation in which a sensor response back to the
computer, or an actuator stop command, has to wait an indefinite amount of time
because the control line is busy.

    • No collisions.  This point cannot be over stressed.  If the control board misses an
actuator shutdown command because it collides with a sensor position response, the
result with even 20-lb strength actuators can be catastrophic.  It was these types of
events that motivated this work.  Out of control linear actuators can flip chairs,
move tables, bend metal work carts, and kick researchers with much more starch
than ever possible with RC servos.

Figure 2.  An assortment of linear actuators.  Linear actuators
work by turning a threaded rod with an electric motor.  The
threaded rod in turn extends the actuator arm from the
actuator’s case.  In the figure, the arm is the narrow end of the
actuator.
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APPROACH
The basic system consists of a laptop PC linked via a USB cable to an SD84 84

Channel Servo Driver Module made by Devantech.  Among this board’s features are
eighty-four configurable channels, with up to thirty-six being 10-bit resolution A2Ds, or
any combination of pulsed width modulation (PWM) and digital I/O.  Note that the
reference voltage for the A2Ds is 5-volt TTL level, but the channel’s voltage signal going
to the sensor is at battery level.  This means that initially, if the battery has 7.2 volts (the
normal amount for a servo battery) the A2D will read maximum value (1024) at every
sensor reading at 5 volts or above.  The implication is that roughly one third of the sensor
range is at maximum value.  The solution is to use a regulated 5-volt supply for the A2D
channels.  

Basic communication with the board is a straightforward programming affair in
which a serial communications port is opened and data packets are sent to and fro using
the board’s command language.  For this effort a console program was written in Visual
C++ 6.0.

The control software is set up as follows.  The main program starts a sensor
monitoring thread whose job is to read the potentiometers in the linear actuators so that

Figure 3. Block-level view of the control software. The gait generator resides in the main
program, while the sensor monitor and all leg movement routines run as separate threads.
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the degree of extension is always known to the leg part (calf, thigh, as seen in Figure 3)
controller threads.  The sensor monitor thread operates in a continuous loop, alternating
between reading the sensors and sleeping.  The sleeping is necessary in order to let the
other processes have CPU slices.  

 A linear actuator provides the muscle for each leg part’s movement.  To control a
linear actuator, a PWM port on the SD84 board is connected to a Victor motor controller
that in turn provides voltage to the actuator’s motor.  The Victor controller is basically
an amplifier whose input is the same as that of an RC servo (it is a PWM input) and
whose output is a voltage between –12 and +12 volts.  The leg part controllers (left thigh,
right calf etc.) manage movements directed from the gait generation module in the main
program.  In order to move a part to a particular position, the leg controller sends a signal
to the Victor amplifier, which in turn provides the linear actuator with the voltage to get
it moving.  Then the leg part controller enters a monitor/sleep loop and stops the leg when
it reaches its ending position.

 All actuator control and sensor reading commands go through the USB line to the
SD84 board.  Since the parts on a leg are moving in phase with one another, and directly
out of phase with their counterparts on other legs, if left unchecked, conflicts between
sensor values coming from the control board and actuator commands going from the
computer to the control board will occur.  In order to assure that no conflicts occur,
Lamport’s bakery algorithm [5] was used to manage the communications.

 The bakery algorithm is usually presented as a tool for managing critical sections
in an operating system setting, such as a piece of memory that producer and consumer
processes share.  The algorithm is extensible to N processes and fulfills the critical
section requirements of mutual exclusion (only one process can use the resource at a
time), progress (processes that wish to enter a critical section can participate in the
decision about which process enters next), and bounded waiting (the wait time is not
indefinite and a process can only be deferred a set number of times).  The pseudo-code,
along with clarifying comments, for a two-process bakery algorithm is shown below.  
 Process P(i) /* The variable i = (0, 1) */
Entry: flag[i] = TRUE; /* This process wants to enter the critical section. */
Turn = 1-i; /* This process defers to the other process. */
While(flag[i-1] && (turn = 1 – i)) { /* Wait while the other process is in the critical

Do nothing;           critical section (flag[i – 1] is TRUE) and the 
}           other process has not deferred to this process. */

/* Here is the body of /* In our case, we use the USB serial line to 
    code to be executed in     get a set of sensor values, or send a command. */
    the critical section. 
*/ /* When complete, we indicate to the other   
 Exit: flag[i] = FALSE; process that we no longer need the critical section,

thus allowing it to enter. */
The purpose of the flag variable is to indicate that a process wants to enter a

critical section, and that once it is in the critical section the other process cannot enter
until it is reset.  The Turn variable breaks any ties, that is, if both processes hit the entry
point at the same time (they set their flags to TRUE), then (assuming a one CPU
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situation) the last process to set the Turn variable will wait for the other process (process
0 sets Turn to 1, process 1 sets Turn to 0, thus allowing process 0 to enter the critical
section).

Figure 4 shows our implementation of a 3-process bakery algorithm.  The
algorithm protects the 3 critical sections (for process numbers i = 0, 1, and 2) in which
data is moved between the PC and the servo controller/A2D board.

 CONCLUSION  
The bakery algorithm provides a quick and easy-to-implement solution for problems

that need a fair way to administer mutual exclusion for a group of processes and/or
resources.  By using this algorithm versus an OS dependent solution such as a semaphore,
execution speed is preserved.  The “Sleep” command works to prevent busy waiting,
resulting in a system whose CPU slice usage is minimal.  While the algorithm is usually
discussed in reference to operating systems, it has provided an ideal solution for low-level
communication management for our robot’s hardware/software interface.
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 Figure 4.  This figure shows the bakery algorithm/critical section code for 3 processes
in C.  The code sections are nearly identical, except for the process numbers and
references to the turn0 and turn1 variables.
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A PARETO-OPTIMALITY BASED ROUTING AND

WAVELENGTH ASSIGNMENT ALGORITHM FOR WDM

NETWORKS*

David L. Sonnier
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Batesville, AR  72501
(870) 307-7270

ABSTRACT
 A routing and wavelength assignment algorithm is presented for optical

communication systems. The algorithm, which is robust, flexible, and
computationally feasible, is a hybrid fixed-alternate and adaptive routing
algorithm based on Pareto optimality.  

INTRODUCTION
The efficient use of optical networks requires algorithms that take advantage of the

current technology to achieve maximum use of the optical transmission media.  In
Wavelength Division Multiplexing (WDM) this is achieved through efficient routing and
wavelength assignment (RWA) algorithms.  This class of algorithm has as its objectives
the routing and assignment of wavelengths according to the demand.  Let    G = (V, E) be
a graph where each edge represents an optical fiber link between endpoints.  For any pair
p = (s, d), a request for a connection from node s to node d is satisfied by assigning a
route from among a set of candidate routes, and then assigning a wavelength to carry the
information over the selected route.

The problem of satisfying all requests using a minimum number of wavelengths is
NP-Hard in general.  It can be solved in polynomial time in certain networks. [1]    The
main objective of this paper is to show that the RWA problem can be formulated as a
Multicriteria Shortest Path Problem (MCSP), and then solved using common techniques
applicable to the MCSP.
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Background
Multiobjective network optimization requirements are occasionally found in

network design problems. In such cases, the requirement would typically be to
simultaneously optimize competing objectives in a communications or transportation
network.  Given more than one objective to be simultaneously considered in finding the
optimal route from source s to destination d in a network, our problem becomes the
MCSP.  For routing and wavelength assignment, let:

 be candidate lightpaths (routes) for source-destination pairR R R Rp
P

p
n
p

0 1 2, , , ,K
p = (s, d),

W  be the number of wavelengths available,

 be the distance for a particular lightpath (route) for a source-destinationD R j
p( )

(s, d) pair,

 be a cumulative measure of the number of occupied wavelengths on everyB Rj
p( )

link (u, v) from s to d.  
We seek routes based on simultaneously minimizing the route lengths and utilizing links
which are least utilized.  What we are seeking, then, is the Pareto-optimal set of
solutions.  Let Rp be the entire set of candidate routes for pair p = (s, d): 
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In this paper we confine our model to the two-objective case (K = 2) since we seek
to simultaneously optimize two objective functions:  minimize the number of links used
in each selected route, and at the same time select a route in which the number of
wavelengths being used is minimal (or conversely, the number of available wavelengths
is maximal).  There may be other considerations such as minimizing the total number of
switching operations at a node, or fairness.  The proposed algorithm can be applied when
 K > 2, but we shall focus on these two criteria. We make several assumptions for the
purpose of demonstrating the algorithm described herein.  We assume that the
approximate demands on the network are known a priori, that the demand on the network
is symmetric (i.e., traffic from s to d will be approximately the same as that from d to s),
and that wavelength conversions along the route are not allowed.  This last constraint is
known as the wavelength continuity constraint, and may be relaxed in actual
implementation.  
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Project Goals
Based on this view of the problem we can see a multiobjective problem formulation,

in which we seek to minimize two competing objective functions, B(Rj) and D(Rj) for all
j, subject to a set of routing constraints, topology constraints, and lightpath assignment
constraints.  Once the problem is reduced to a multiobjective formulation, it may be
solved using a number of methods.  A multiobjective problem with two objective
functions lends itself to several algorithmic solutions, depending on whether the complete
solution set or an approximation of that solution set is sought and also depending on
whether or not there is a requirement for real-time solution set construction.  Regardless
of these conditions, the routing and wavelength assignment problem presents an example
of a problem that can be solved using multiobjective problem solving and presents an
opportunity for research for upper level Computer Science students.

METHODOLOGY
A general solution to the MCSP is described in [2], and summarized along with

other methods in [3], where the dimensional intractability of the problem is shown.  In
practice there is often an upper bound on the number of Pareto-optimal solutions to
multicriteria shortest path problems, based on ratio restrictions. [4,5]  

In this problem we are seeking to select routes with the shortest distance and the
least-used links.  Using a weighed sum approach, it is possible to reduce the problem to
a single-objective problem and solve it using Dijkstra’s algorithm but the solution set is
not complete. Consider the cost function defined as follows: 

                                  (2)C R B R D Rj
p

j
p

j
p( ) ( ) ( ) ( ),= + − ≤ ≤α α α1 0 1

where  and  are as described above.  Using a “weight” such as α, a two-B Rj
p( ) D R j

p( )
objective function can be reduced to a single-objective function.  We may obtain a set of
solutions by applying various values of α to the objective function (2) and solving the
problem multiple times using Dijkstra’s algorithm [6,7], but this methodology, while
computationally feasible [7], has severe drawbacks. This method reveals a Pareto-optimal
set of solutions, each solution being optimal depending on the importance of wavelength
utilization or hop-length reduction.  Unfortunately, approaching the problem in this
manner excludes viable candidate solutions which may not lie on the convex hull of the
Pareto-optimal solution set.  Another shortcoming of this approach is that we have little
knowledge of the desired value of α.  A similar formulation is found in [8] (p. 76) but it
requires two constants instead of one, and the optimal value must be determined
experimentally.  This paper describes an approach for reducing the problem of routing
and wavelength assignment to the MCSP and then solving the problem.  The algorithm
described herein determines α dynamically based on network conditions and dynamically
maintains a list of routes  for each pair. Ropt

p
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RWA Algorithm 
The following algorithm, which is a hybrid between fixed-alternate and adaptive

routing [9], provides a set of Pareto-optimal paths between all pairs (s, d).

   1. Solve the All-Pairs Shortest Path Problem to find the most direct route, or D R j
p( )

between node pairs.

   2, Apply expected demands to obtain estimated  for each node pair.B Rj
p( )

   3. Using the two matrices generated in Steps 1 and 2 we solve the problem as a Multi-
Criteria Shortest Path problem, generating a Pareto-Optimal set of paths, Ropt

p

between all pairs p.

    4. Order   by increasing  for all p. Ropt
p D R j

p( )

   5. Compute α.

    6. For all pairs (i, j) use the route that minimizes (2) while keeping remaining paths of Ropt
p

 as alternates.  
Step 1 is only executed one time.  We reach a balance of simultaneous optimization

of B and D by continuing to adjust the value of α used as we monitor the traffic flow.  The
desired value of α is determined based on the congestion on the most used link in the
network.  If the most used link is approaching maximum utilization we would want 0 <<
α # 1 to reduce the importance of the distance in route selection.  If the difference
between most-used and least used is minimal we set 0 # α << 1 so that routing decisions
are based more on distance than on network conditions.  Therefore we let α be the percent
utilization of the most used link, (u, v), in the network:

                         (3)α =
B R

W

u v( )( , )
1

We now have a fixed-alternate scheme for selection of routes, wherein we select
candidate routes with decreasing  and increasing  from our ordered listB Rj

p( ) D R j
p( )

depending on the network traffic conditions.  Periodically Steps 2-7 of the algorithm are
repeated, with “expected demands” replaced by “existing network conditions” in Step 2.

RESULTS
Consider the network in Fig. 1, in which we assume that W is uniformly 10 on each

link.  We determine a set of routes between all pairs using classical routing techniques,
then determine the flow over each link of the network based on expected demands.  This
gives us the occupied wavelength matrix (Fig. 3), the number of occupied wavelengths
on each link that would result from simple shortest-path routing.  Now we solve the
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problem to find  for all pairs p.  Table 1 shows several Pareto-optimal sets of routesRopt
p

for various pairs (s, d) based on the expected utilization matrix in Fig. 2.  

Based on the congestion of the most-used links, (1, 2) and (1, 4), lightpaths are
selected from initially using α = 0.7, and then alternate routes are selected asRopt

p

necessary.  

Wavelength assignment is made based on First Fit (FF).  Periodically the occupied
wavelength matrix is replaced based on current conditions and the set  isRopt

p

recomputed.  In the event of failure of one or more links the algorithm is repeated
beginning with Step 1.  

CONCLUSION
The algorithm described herein proposes a methodology for routing and wavelength

assignment by reducing the problem to a multiobjective formulation.  In that case the
problem being solved is the Multicriteria Shortest Path Problem (MCSP).   Although the
MCSP is NP-Hard in general, computational studies have shown that it is rare to find
real-world problems in which the size of the solution set and the computational time
required to find it are exponential.  This is not necessarily true for other classes of
multiobjective  problems, such as the Multicriteria Spanning Tree problem, for example,
in which both the solution set and the time to find it balloon exponentially for even a
small or sparse network.  
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To accommodate fluctuating demands over the network, the algorithm must include
periodic evaluation and recalculation of the route assignments.  Further analysis and study
of this algorithm could provide senior level Computer Science students with an
opportunity for a computational study.  The next level of study would involve simulation
using real data, and possibly a hardware implementation.   However, even as a mere
theoretical solution to the routing and wavelength assignment problem, this methodology
presents an example of a situation in which a problem can be cast as a multiobjective
problem and then solved using multiobjective problem solving techniques.  
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ABSTRACT
Computer scientists typically solve problems that require the optimization of
some objective function. Given more than one objective to be simultaneously
optimized, the problem becomes a Multicriteria Optimization Problem.
Whereas the single objective version of a problem may be solved by use of
well researched and studied algorithms, the Multicriteria version of the
problem is typically not so quickly and easily solved. In fact, typically there
is no polynomial-time algorithm for solving the multicriteria version, and the
solution is not a single solution but rather a Pareto-Optimal set of solutions. In
some cases it is possible to find an approximation of the solution set by solving
Reduced Criteria Subproblems, then merging the solutions. This paper
provides an overview of this approach, presents a parallel computing solution
based on merging reduced-criteria subproblems, and gives consideration to the
limitations of this methodology.

INTRODUCTION
A problem requiring that more than one objective function be simultaneously

optimized is referred to as a multicriteria or multiobjective problem. Using a weighed
sum approach, it is possible to reduce the problem to a single-objective problem and solve
it using classical algorithm designed for the single-objective version. Computational
studies are described in [1] and [2] with the latter being a parallel implementation. In a
multicriteria optimization problem, a supported solution is defined as an extreme point
of the convex hull formed in the outcome space. The supported solutions can be found
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quickly in parallel using a weighted-sum approach. However only supported solutions are
found in this manner. We compare the results obtained in this manner against results
obtained using reduced criteria subproblems.

Background
An optimization problem can be generally described as:

Min f(x) = [f1(x), f2(x), ..., fK(x)], x 0 X, (1)
s.t. constraints

The decision variables are
x = [x1, x2, ... , xn] (2)

in decision space X. We say that solution x* is Pareto-optimal if there is no x 0 X such
that:

fi(x)  fi(x*), i = 1..K, and fj(x)< fj(x*) for some j 0 {1..K}. (3)≤
An example would be the multiobjective "best" path problem in a transportation network,
in which we optimize distance, f1, but also road quality, f2, and perhaps two other
objective functions, f3 and f4 based on other criteria such as maintenance / gas station
availability or availability of some other logistics support. The set of "best" paths would
be those which make up the Pareto-optimal set, and the decision maker would choose
from the set based on the relative importance of the objective functions.  The decision
variables correspond to the route selected.  Unlike the single-objective counterpart, which
can be easily solved using Dijkstra's algorithm, finding the complete solution set has been
shown to be non-polynomial.  [3] 

Solutions fall into the category of supported and unsupported. Supported solutions
can be found using a set Λ of weights, with the following property:

(4)Λ = ∈ = >
⎧
⎨
⎩

⎫
⎬
⎭=

∑λ λ λR K
i i

i

K

, ,1 0
1

Using (λ1, λ2, ..., λK) we reduce the problem defined in (1) to a single-objective problem
and  solve it using classical algorithms.  In essence, then, the problem becomes the single
objective one:

Min λ1f1(x) + λ2f2(x)+ ... + λKfK(x) : x 0 X (5)
for some set (λ1, λ2, ..., λK) of weights as defined in (4) above.  This provides an easy and
convenient approach for providing a reasonable approximation of the solution set in
polynomial time.  Supported solutions lie on the convex hull of the feasible region of the
objective space.  For K = 2, for example, we can find a set of supported solutions as
follows.  Define a weight λ such that 0  1 and define the following objective≤ ≤λ
function:

λf1 + (1-λ)f2 (6)
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A study using this approach can be found in [2].   A parallel method based on the
parametric approach is used, with each processor finding the supported solutions residing
within a portion of the range of values of λ. 
 
Project goals

We can find a set of supported solutions quickly by generating a series of
weighted-sum vectors.  This approach leaves out unsupported solutions.  We show herein
that in some cases it is possible to find a more complete set of solutions in reduced time
by simultaneously solving sub-problems involving K-1 criteria and then merging the
solution sets, as described in [4].   We describe a parallel implementation herein, based
on the Multiobjective Shortest Path Problem.

METHODOLOGY
The Merge of any two nondominated sets A and B is defined as the set of

nondominated vectors in the union of sets A and B:  [5]
Merge(A,B) = {AcB}-{x0[AcB|fk(x*) fk(x) for some x*…x, k0K, x*0AcB]} (7)≤

A K-1 criteria sub-problem of a K-criteria problem is defined as a subproblem
obtained by considering only K-1 of the K criteria of the original problem. In [4] we find
the definition of MOP(i) as the following K-1-criteria subproblem, with fi(x) dropped
from the set of K criteria:

min f(x) = [f1(x), ... fi-1(x),  fi+1(x), ... , fK(x)] (8)
s.t. x 0 X

The solution set resulting from the Merge (·) of all K-1-criteria subproblems is
referred to in [4] as OptK-1.  To obtain a solution by use of the Merge (·) of solution sets
of reduced criteria subproblems, it is necessary to understand the nature of the
subproblems.  First we consider the following three limitations of K-1-criteria
subproblems by illustrating with K = 3:
   • PROPERTY 1:  Solutions to K-1-criteria subproblems may not be "K-efficient," or

Pareto Optimal for the K-criteria problem.  Consider a tri-objective problem with
the solution set in Figure 1.  Here we can see that even though (3,3,5) is 2-efficient
for criteria 1 and 2, it is dominated in the 3-criteria case, by (3,3,1).  Therefore the
solutions must be filtered, as suggested by Equation (7).

   • PROPERTY 2:  Pareto-optimal solutions for the K-criteria problem may not be
Pareto-optimal for the K-1-criteria subproblems.  Consider a tri-objective problem
in which the solution set is as depicted in Figure 2.  We cannot determine all
solutions by merging the bi-criteria subproblems.  The solution (3,3,3) is
Pareto-optimal (in fact it is supported) yet it is not a solution to any of the bi-criteria
subproblems; only {(-,2,2), (2,-,2), (2,2,-)}.

   • PROPERTY 3:  Supported solutions to K-1-criteria subproblems are not
necessarily supported for K criteria.  Consider the problem in which the solution
set is as depicted in Figure 3.  According to Definition 1, note that the solution
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(3,3,5) is supported for criteria 1 and 2, for λ1 = λ2.  However, it is not supported for
the 3-criteria problem for any combination of [λ1, λ2, λ3].

Assume that a solution is K-efficient but not K-1-efficient.  Then it is dominated in
all K - 1 criteria subproblems, for any subset of K-1 objectives.  It may be either a
supported solution or an unsupported solution.  Consider the nondominated set in Figure
4.

Solutions 4-7 are not dominated in K objectives, but they are dominated in all K-1
objective subproblems.  Approximating this solution set using K-1 criteria subproblems
would reveal only the first three of the seven solutions.  On the other hand, consider a
solution set with four criteria (Figure 5). Note that the first three objectives are the same
as in Figure 4.  Approximating this solution set using K-1 criteria subproblems would
reveal all of the seven solutions.  The reason for this is straight-forward.  In the pair-wise
test for optimality between solution x and solution y, x may be spuriously eliminated
from consideration if it is dominated in all K-1-criteria subproblems. 

To quantify this, let K = 3 and consider a solution, x, to the K-criteria problem, that
is under consideration in the 2-criteria subproblem MOP(3).  Denote by xi that solution
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x is not dominated by solution y in objective function i, and denote by  that solutionxi

x is dominated by y in that same objective function.  Then we have the four possible
outcomes in the optimality check used in MOP(3) (see Table 1). Assuming uniform
distribution of the solutions, there will be a probability of 0.5 that neither solution will
spuriously dominate the other, a probability of 0.25 that x will spuriously dominate y, and
a probability of 0.25 that y will spuriously dominate x.  Therefore, the probability of
solution x not being dominated by solution y in MOP(i) is 0.75.  

For K = 4 the optimality check for the K-1-criteria subproblems involves 3 criteria.
Here again we concern ourselves with those Pareto optimal solutions which are, in reality,
4-efficient being dominated spuriously in a 3-criteria subproblem. 

The probability of one solution spuriously dominating another solution in a pairwise
comparison is 0.25, and the probability of solution x not being dominated in MOP(i) is
87.5.  And in general, for a K-criteria problem solved by decomposition into K-1-criteria
subproblems, one Pareto-efficient solution will dominate another in a subproblem with

a probability of (9)
1

2 1K−

Recalling that each of these comparisons in which one efficient solution dominates
another in a subproblem, it follows that for larger K we can expect fewer occurrences.
Similarly, for 2-criteria comparisons, 50% of the comparisons result in no one solution
dominating another; for 3-criteria comparisons 75% result in no one solution dominating
another, and for four criteria comparisons 87.5% result similarly, and in general for

K-criteria comparisons, (10)
2 2

2
100

K

K

−
⋅ ( )

yields the percent of comparisons in which no one solution dominating another.  This
ratio approaches 100% with increasing K.  Whether or not it is beneficial to further
decompose the subproblems into bi-criteria subproblems depends on the desired
completeness of the solution set.  The merge of bi-criteria subproblems was one of the
methods tested in this study.

RESULTS
To compare various methods, the 4-criteria Shortest Path Problem is used.  The

graphs used for this study were derived from problem instances taken from the web page
of the Konrad Zuse Institute in Berlin [6]. For each problem, one of the sets of edge costs
was generated using NETGEN, and the other sets were generated randomly.  We compare
the results of both time and solution set completeness using four methods: finding the
complete solution set, finding the solution obtained using a weighted sum method, finding
the solution set obtained by merging bi-criteria subproblems, and finding the solution
obtained by merging K-1-Criteria subproblems.  In each case the problem is solved with
an eight-computer cluster using Message Passing Interface (MPI) extensions to the C
programming language.   In Table III we can see the number of solutions obtained using
K-1-Criteria subproblems confirms the predictions made in Equations 9 and 10.  Figure



CCSC: Mid-South Conference

129

6 and Figure 7 show the computational time and the number of solutions obtained.  Note
that in Figure 6 the time for generating the complete solution is normally several times
greater than the time required to generate the solution by merging K-1-criteria
subproblems, but in Figure 7 the number of solutions generated using these two methods
is similar.  For problems of size 500 or less there is very little benefit in using cluster
computing, For a problem of size 500 or larger we can see definite benefit in terms of
computational time.  

CONCLUSIONS
Further studies of these methodologies provide excellent opportunities for senior

level Computer Science students.  The problems are relatively easy to understand and
student contributions can be meaningful.  Other areas to investigate are weight set
generation, various categories of multiobjective problems, and real world applications of
multiobjective problem solving.
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In an effort to increase interest in Computer Science (CS) and offer compelling and
attractive electives, many CS departments are contemplating offering a game
programming course for the first time.  A major obstacle for offering such a course is
finding faculty who are already experienced game programmers.  Inexperienced faculty
may be interested in teaching game programming but may hesitate tackling a subject that
students are perceived to be more knowledgeable about; after all, college students are
much more experienced playing the latest games and have logged considerably more time
on a variety of gaming platforms than most CS faculty.

This tutorial is designed for CS instructors with no background in game
programming who are interested in learning how to teach a game programming course
for the first time.  We will share our experience developing an upper level game
programming class at Harding University that uses the XNA platform, a C# programming
environment for creating games on the Xbox, Windows, and Zune.  We developed our
course to actively engage students in learning and teaching others various game
programming concepts.  Students performed independent research on topics like
animation, sound, collision detection, 3D modeling, and deployment, and they shared
their findings in a number of presentations given to their fellow classmates.  The structure
of the course allowed the instructor to gain experience along with the students in learning
rather than being pressured to play the “sage on the stage.”  This lessoned the amount of
preparation required by the instructor at every class meeting.

In this tutorial, we will introduce the XNA platform and have the participants build
a simple Pong game.  We will share the various team projects and homework assignments
that made our class a success and discuss lessons learned from teaching this course the
first time.
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PRESENTER BACKGROUND
Dr. Frank McCown is an assistant professor of Computer Science at Harding

University.  Since 1997 he has taught numerous CS courses including Computer
Graphics, Graphical User Interface Programming, Internet Development, Search Engine
Development, and most recently, Game Programming.  His research interests are in
search engines, web crawling, and web archiving, but he has had a life-long interest in
computer games.  Although Dr. McCown had little experience in game programming, he
endeavored to teach a game programming class after many students requested the
department offer such a course.  The class was held in the Fall of 2009 and was well
received.  
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ABSTRACT
The self-organizing map (SOM) [1] reduces a large input space to a fixed-size
output space.  It is trained by means of an unsupervised learning algorithm.
One application of the SOM is to transform a set of robot sensor readings into
a state space suitable as the input for the reinforcement learning algorithm Q-
learning [5].  
We have implemented two different formulations of this concept [2][3] using
the Lego Mindstorms NXT robot [8], a robot commonly used in undergraduate
computer science courses.  We compared the performance of our
implementations against a traditional Q-learning implementation.  We found
that the number and type of sensors encoded by the SOM has a significant
impact on the quality of the behavior the robot learns.

INTRODUCTION
The Q-learning algorithm [5] is a very popular algorithm for reinforcement learning.

It is straightforward to implement and tends to learn effective behaviors.  Mahadevan and
Connell [6] pioneered the use of Q-learning for a mobile robot to learn behaviors in the
physical world.

The main drawback of Q-learning from the point of view of robotic implementation
is that it requires all possible combinations of sensor values to be reduced to a finite
number of states.  Furthermore, the rate at which the algorithm converges to a behavior
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depends directly on the number of states selected for encoding the sensor values.  This
becomes particularly troublesome when high-resolution sensors such as sonars are
employed.

In order to address this, Touzet [3] and later Smith [2] combined the Q-learning
algorithm with Kohonen's Self-Organizing Map (SOM) [1].  The SOM is a type of neural
network that learns how to classify its inputs into a fixed number of output nodes.  By
feeding sensor input into a SOM, the strongest SOM output can be used to define the
current state for the Q-learning algorithm.  

Touzet [3] implemented and tested his formulation using the Khepera robot  [7].
The Khepera is a cylindrical robot of radius 6 cm.  It has eight infrared proximity sensors
that report distances ranging from 2 to 5 cm.  The robots from Smith's paper [2] exist
entirely in simulation.

The Lego Mindstorms NXT robot [8] has proven to be popular among
undergraduate computer science educators.  However, its sensor inputs and performance
profile differ significantly from the robot platforms used in the previously mentioned
papers.  Consequently, we decided to implement both approaches using the Lego
Mindstorms NXT to assess their utility with this popular platform.  We have found that
we can reproduce their successful results as long as the state of the motors is not part of
the state encoding given to the SOM.  

The first two sections describe the Q-learning algorithm and the unsupervised
learning algorithms used for training a self-organizing map.  The third section describes
our experimental setup.  We then describe and analyze our results, followed by our
conclusions.

Q-LEARNING
In reinforcement learning, the agent learns a behavior based on its expected reward.

In the Q-learning implementation of reinforcement learning, expected rewards are stored
in a two-dimensional array.  One index of the array is the current state; the other index
denotes an action to be performed in that state.  The value of a particular state/action pair
is the expected reward for performing the given action from the given state.  The elements
of this array are called “Q-values”.

At each time step, the learning agent performs the following tasks:
   1. Calculate the state index based on current sensor values.
   2. Calculate the reward earned by the most recent action.
   3. Update the Q-value for the previous state/action pair.
   4. Select and perform a new action based on the Q-values.

The first two steps (calculating the state and reward) are implemented based on
domain constraints.  The Q-value is updated according to the following formula:

Q(s,a) = (1 - α) Q(s,a) + α (r + γ max(Q(s',a)))
In this formula, the term α is called the “learning rate” and γ is called the “discount”.

The learning rate controls the speed with which the Q-values change; the discount
represents a trade-off between current and future rewards.  The state s' is the state that
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results from applying action a from state s, and r is the reward received after applying a
in s.  

Actions are selected based on the Q-values.  From the current state, the action that
is predicted to yield the largest reward (i.e. has the largest Q-value) is selected and
performed.  Formulated in this way, assuming that every state/action pair is visited an
infinite number of times, Q-learning will converge to an optimal controller.

Since infinite state exploration is impossible in practice, action selection becomes
a trade-off between exploration of the state/action reward space and exploitation of the
predicted rewards stored in the Q-table.  A common solution to this problem is to use an
additional constant ε.  At each time step, if a randomly generated value is greater than ε,
the agent will use the best available action.  If not, an action will be selected randomly.

SELF-ORGANIZING MAPS
The self-organizing map (SOM) [1] is a type of artificial neural network.  Each

output node is associated with a vector representing the “ideal input” for that node.  The
output of a SOM is determined competitively when an input vector is presented to it.  Let
the distance between an input vector and the ideal input for an output node be defined as
the square root of the sum-of-squared-differences between the two vectors.  We then say
that the activated output node is the output node whose ideal input has the smallest
distance to the input vector.

The output nodes themselves are arranged in a Cartesian grid.  On each iteration, the
ideal input for the winning output node as well as some of its neighbors in the grid is
modified according to the following formula for each affected output node i and ideal
input element j:

weightij = weightij + (learningRate * (inputij - weightij))
One approach for determining affected nodes is to set a radius parameter.  All output

nodes within the radius are updated according to this rule.  Another common approach
is to use a Gaussian neighborhood function e-d2 / (2c2), where c is the radius parameter
and d is the Cartesian distance in the grid between the winning output node and the output
node being modified.  The result of the Gaussian is multiplied by the learning rate in the
above computation for every output node in the SOM. This approach is used in Smith's
implementation [2].

In Touzet's implementation [3], the winning output node uses a constant learning
rate of 0.9, and each of its Manhattan neighbors in the Cartesian output grid is updated
with a learning rate of 0.4.  No other output nodes are updated on a given iteration.

The SOM is biologically inspired by the cerebral cortex.  The use of neighborhoods
enables the SOM to imitate the cortical phenomenon of regions that specialize in
recognizing certain sensory data.

EXPERIMENTAL SETUP
We implemented the combination of Q-learning with a SOM in the Java language

using the LeJOS implementation version 0.85 [9] for the Lego Mindstorms NXT robot.
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In our implementations, the winning SOM output node is the state index for the Q-table.
Each experiment ran for 240 seconds, which in all cases represented 800 iterations of the
Q-learning algorithm.  All experiments had 36 state indices for the Q-table and three
actions: Both motors forward, left motor backward with right motor stopped, and right
motor backward with left motor stopped.  Our robot was configured with a single
forward-facing ultrasonic sensor and two forward-facing bump sensors, one on the front
left, the other on the front right. 

We used two different Q-learning implementations without a SOM as controls.  In
  the first implementation (designated Qa), the state was derived from the combination
of each bumper state, the current selected action (out of three), and one of three
discretized sonar states.  The first discretized sonar state represented distances from 0-19
cm; the second state was 20-39 cm; and the third state was 40 cm or more.  

In the second implementation (designated Qb), we did not represent the current
action at all; instead, we discretized nine sonar states.  The first state represented 0-11 cm;
the second state 12-23 cm; and so forth up to the eighth state at 84-95 cm.  The ninth state
was 96 cm or more.

In all cases, the reward was calculated as follows. If either bump sensor is pressed,
the reward is 0.0.  If neither bump sensor is pressed, if both motors are going forward, the
base reward is 1.0; otherwise, it is 0.5.   If the sonar distance is greater than 20 cm, the
base reward is used; otherwise, it is scaled down depending on how close the sonar value
is to zero cm.  This reward function is designed to teach the robot to drive forward while
avoiding obstacles in its path.

We used four different Q-learning implementations with a SOM.  We followed each
of Smith [2] (designated QSOM) and Touzet [3] (designated QT), and for each of these
implementations, we implemented both with (a) and without (b) encoding the motor
speeds as part of the state.  In all four implementations, both the sonar and each bump
sensor were part of the input to the SOM.  Consequently, QSOMa and QTa had length-5
input vectors, while QSOMb and QTb had length-3 input vectors for each SOM.  As
with our control implementations, the Q-learning tables each had 36 input states; hence,
each SOM had 36 output nodes.

When creating the input vectors from the sensor values, we normalized their ranges
as follows.  Let the scale factor be 100 / (maxSensorValue – minSensorValue).  We
multiply the scale factor by the sensor reading to produce a scaled input to the SOM.  As
the sonar range is 0 to 255, while the motor speeds range from -900 to 900, the intention
is to normalize the inputs so that the raw sensor range does not distort their impact on the
SOM.

For all experiments, the discount (γ) term for updating the Q-table values was 0.5.
For Qa, Qb, QSOMa, and QSOMb, the learning rate is calculated using the formula 1/(1
+ (t/100)), where t is the current iteration of the algorithm.  The neighborhood radius is
the learning rate multiplied by 3.  For QTa and QTb, the learning rate is fixed at 0.9.  In
both cases, the learning rate for Q-learning and the SOM is identical.

The exploration/exploitation trade-off is handled by setting an epsilon value of the
learning rate divided by four.  If a randomly generated value between 0 and 1 is below
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epsilon, the next action is selected randomly, with a distribution proportionate to the
expected rewards.  Otherwise, the action with the highest expected reward is selected.

At startup, the ideal input vectors for each SOM are all set to zero, and all of the Q-
values are initialized to 0.5.

RESULTS
We ran at least three experiments for each of the six implementations.  We ran seven

experiments for Qa and four experiments for QSOMa.  We employ the total reward
earned over 800 iterations as our primary quantitative performance metric.  Our results
are in the table below.

Qa Qb QSOMa QSOMb QTa QTb
Mean 607.97 578.91 468.86 534.49 456.19 545.61
Std. Dev. 81.92 76.95 39.39 160.41 85.07 57.98
Median 608.75 667.5 485.11 587.64 442.62 560.77
Minimum 506.47 528.67 410.2 354.25 378.72 481.55
Maximum 723 540.55 495 661.59 547.22 594.5
Mean/Iter. 0.76 0.72 0.59 0.67 0.57 0.68
StdDv/Iter
.

0.1 0.1 0.05 0.2 0.11 0.07

In terms of the quantitative data, the SOM-based solutions perform somewhat worse
than the traditional Q-learning implementations.  The creation of the “b” implementations
was inspired by the particularly poor performance of QSOMa and QTa relative to Qa.
When we examined the ideal inputs of a SOM created by a run of QSOMa, we observed
that the encoded motor speeds ranged from 2% to 50%, while the encoded sonar value
was stuck between 90% and 94%.  In other words, the SOM learned a state encoding for
the sonar that paid no heed whatsoever to any significant variance in sonar input.  In the
case of QTa, a much larger range of sonar values (10% to 100%) is present in the ideal
inputs; nevertheless, performance was about equally bad.

We realized that for this task it was not necessary to encode the motor speeds as part
of the state.  Since the expected reward is conditioned both on the current state and the
selected action, it seemed that including the action in the state was redundant.  While this
change made no significant difference to the performance of our control implementation,
it did have a very positive effect on the performance of our SOM-based implementations.
In fact, two of the three experiments with QSOMb produced obstacle-avoiding behaviors
that were arguably superior to those of our control implementations.

For these two experiments, an inspection of the ideal inputs for the SOM is helpful
in understanding their behavior.  In both cases, the ideal inputs assumed that the bumpers
were not pressed at all; for those state elements, there was no variation.  However, the
sonar value varied from approximately 40% to 95% in both cases.  When the sonar
readings were at the low end of this range, it was clear from observing the robot's
behavior that the high-reward action was to turn.  Otherwise, it drove forward.  Once the
learning algorithm had stabilized, these experiments produced extremely reliable
obstacle-avoiding robots that never hit anything.
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For QTb, successful runs learned to rely more on the bump sensors once the
learning algorithm converged.  The rewards tended to remain high because in spite of
relying upon the bump sensors, the robot still spent very little time within 20 cm of an
obstacle.  An inspection of the ideal inputs for the SOM for QTb provides a clear
rationale for this behavior.  There were several output nodes whose ideal inputs included
high values for the bump sensors, and it was for those states that Q-learning predicted a
high reward for a turn.  We believe that the different patterns of SOM learning between
the QT and QSOM runs is explained by the high, non-decreasing learning rate employed
by QT.

For Qa and Qb, reliance on the sonar vs. the bump sensors varied significantly
between runs.  The higher-scoring runs tended to rely more on the sonar; the lower-
scoring runs relied more on the bump sensors.  

In all cases, poorly-performing controllers exhibited one of two behaviors: They
either learned to avoid obstacles by perpetually turning, or they alternated between each
of the three actions in turn.  In both cases, the robots avoided hitting things largely by
going nowhere.  Since the reward for non-forward driving when not near an obstacle is
0.5, it is to this reward value per iteration that the poor performers tended to converge.
So after a fashion, even the unsuccessful runs learned to avoid obstacles; they failed to
learn to actually go anywhere while doing so, however.

CONCLUSION
We have described an empirical comparison between traditional Q-learning and two

different formulations of Q-learning with the Self-Organizing Map.  Our implementation
employs the Lego Mindstorms NXT robot, a common platform used in undergraduate
education.  We have shown that the successful results from the research literature for
combining these approaches can be replicated using the NXT platform as long as the
motor speeds are not included as part of the input vector for the SOM.

Our results leave open a number of  questions.  It remains puzzling as to why the
inclusion of the motor speeds in the input vector pollutes the SOM so badly in the case
of  QSOMa, as well as why QTa performs so badly in spite of avoiding this problem.
This also raises the question of the scalability of the approach with increasing numbers
of sensor inputs.  We plan to experiment with multiple sonar inputs to investigate the
possibility of scaling in further depth.

Another potential direction for future work would be to replicate Touzet's attempt
to improve robot learning by disregarding reinforcement learning entirely [4].  In this new
approach, instead of a reward function, a goal state is specified, and the robot uses the
ideal inputs of the SOM to guide its actions.  A second SOM encodes a relationship
between actions and transitions.  In light of our problems with motor speed encoding, it
will be an interesting challenge to try to replicate this result on the NXT as well.

We will mention in closing that we have used QSOM as an assignment in an upper-
level undergraduate Artificial Intelligence course.  Our students (who, in previous
assignments, had already implemented both the SOM and Q-learning separately from
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each other) were very successful in implementing this combination for several tasks,
including obstacle avoidance, pursuit, and light-finding.
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ABSTRACT
Smart environments refer to buildings or locations equipped with a multitude
of sensors and processing mechanisms for improved security, efficiency or
functionality. Often, these sensors serve distinct purposes and their data may
be processed separately by entirely separate systems. We argue that integrated
processing of data available from multiple types of sensors can benefit a
variety of decision making processes. For example, smart building sensors
such as occupancy or temperature sensors used for lighting or heating
efficiency can benefit the security system, or vice versa. Recent industry
standards in sensor networks such as ZigBee make it possible to collect and
aggregate data from multiple, heterogeneous sensors efficiently. However,
integrated information processing with a diverse set of sensor data is still a
challenge. We provide an information processing scheme that offers data
fusion for multiple sensors such as temperature sensors or motion detectors
and visual sensors such as security cameras. The broader goal of multi-sensor
data fusion in this context is to enhance security systems, improve energy
efficiency by supporting the decision making process based on relevant and
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accurate information gathered from different sensors. In particular, we
investigate a major data fusion technique, Bayesian network, and present a
simulation tool for a "smart environment". In addition, we discuss the potential
impact of data fusion on the processes of decision or detection, estimation,
association, and uncertainty management.
Key Words: Data and information fusion, Bayesian, Dempster-Shafer, Fuzzy
logic, Neural Networks, Visual sensors, Non-visual sensors, Sensor networks,
Motion segmentation, OpenCV.[1]

INTRODUCTION
One of the outcomes of data fusion is the improved information quality that assists

various decision making processes in a "smart environment". Our focus here is the
integration of sensors information into the real-time decision making process in a
surveillance context. We use data fusion in a fashion where different types of information
are collected from a heterogeneous set of visual and non-visual sensors. The process of
integrating data from different sources requires designing an appropriate data fusion
model that would take the sensor data, integrate them following a certain model, and
transform it to a set of useful and relevant decisions. The anticipation is for the resulting
decisions to be more accurate and efficient than those resulting from a single source. In
a broader sense, we expect data fusion to lead to a virtual collaboration between the
different collected information.

Towards this goal, we first investigate the usefulness of data fusion in a smart
environment equipped with visual and non-visual sensors and design a convenient data
fusion model. Then, we provide an overview of data fusion methods, present our data
fusion algorithm and discuss our data fusion engine. This is followed by a description of
our smart environment simulation tool which is used to test some of the hypotheses,
visualize the environment with the sensors and their spatial relationships and to allow us
to build some of the case scenarios which is discussed last. In the last section, we
summarize our findings and conclusions with a set of ideas for ongoing work. 

TECHNIQUES FOR DATA FUSION
Data fusion is "the theory, techniques and tools which are used for combining sensor

data, or data derived from sensory data, into a common representational format." Fusing
data from different sources can improve the quality and the utility of information and help
improve efficiency, security and functionality. The critical problem in multi-sensor data
fusion is to determine the best procedure for combining information from different
sensors in the system.

Most of the reported work in data fusion uses a statistical approach in order to
describe different relationships between sensors taking into account the underlying
uncertainties [4]. Edward Waltz and James Llinas summarize the methods to implement
data fusion as follows: decision or detection, estimation, association, and uncertainty
management theories. In decision or detection theory "measurements are compared with
alternative hypotheses to decide which ones best describe the measurement." Basically,
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the decision theory assumes "the probability descriptions of the measurement values and
prior knowledge to compute a probability value for each hypothesis." [2]. 

Fuzzy logic, neural networks, Bayesian, and Dempster-Shafer theories are the most
commonly used methods in multi-sensor data fusion. However, our approach will focus
on Bayesian model for integrated information processing using data from multiple,
heterogeneous sensors. The main reasons for this election were the appropriateness of the
input and output types in Bayesian model and its wide-spread use for similar problems
in the literature. We plan to expand our work into the alternative fusion techniques as part
of our ongoing research.

The basic principle of Bayesian theory is that all the unknowns are treated as
random variables and that the knowledge of these quantities can be represented by a
probability distribution. In addition, Bayesian methodology claims that the probability
of a certain event represents the degree of belief that such an event will happen. The
degree of belief is associated with a probability measure that can be updated by additional
observed data. All the new observations are added to update the prior probability and
therefore obtain a posterior probability distribution [3].
  
BAYESIAN DATA FUSION

The Bayesian model integrates data, independently, from r correlated sensors' inputs
in the following pattern:
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 Prior information or old data set from correlated sensors j where j = 1, 2, …,r. X j
0 :

 Posterior information or new data set from correlated sensors j where j = 1, 2, …,r.X j
1 :

D   : Event in question (one of the decisions labeled on figure1).
The fusion engine in this project is the model we use to integrate information from

both visual and non-visual sensors. The engine we design receives inputs from both visual
and non-visual sensors and provides a set of relevant decisions (outputs). 

As the diagram in Figure 1 shows, s1, s2, s3 … sn are inputs from different non-visual
sensors. These inputs first go through a correlation model (raw data processing on
figure1) that determinates the correlations among the sensors' inputs and transmits
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independent m outputs that are fed to the fusion engine as inputs. These outputs (fusion
engine inputs) are labeled as x1, x2, x3 ,  … xm.

The fusion engine inputs  x1, x2, x3 ,  … xm  can be matched to notations such as
  which represent the posterior information, described in theX X X X r

1
1

1
2

1
3

1, , , ,K
algorithm section, from correlated sensors. However, this matching does not restrict
matching  to   to … etc as the data fusion model we use considerx1 X1

1 , x2 X1
2 ,

integrating posterior information from both non-visual and visual sensors. As it is
explained below, data from visual sensors is pre-processed before it can be fed to the
fusion engine. This pre-processing results in a convenient format of information to be
passed to the fusion engine.

For visual sensors, we use optical and infrared cameras to record raw videos. The
acquired videos are then processed to extract meta-data information to be used in the
fusion algorithm described above. The processing of images from such visual sensors
requires a preliminary processing where some intermediary image features such as
moving objects and their boundaries are extracted for further processing [5]. The final
extracted visual information forms metadata that can be fed to the designed fusion engine
that integrates it with other sensor data from other heterogeneous sensors.

The extraction of visual information can be a real challenge because of "the lack of
proper low-level algorithms for robust feature extraction" [7]. Here, we use a motion
detection algorithm to extract relevant visual information about the moving objects in the
recorded video. The algorithm chosen for this purpose is the implementation in OpenCV,
which is an open-source computer vision library, originally developed by Intel. We have
performed a few modifications at the input level that resulted in movement detection. The
metadata in this context includes the kind of information such as the number of moving
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objects, the nature of movement, the type of the moving objects (human or animal), the
actions performed by the moving objects, the area they occupy, and the time they stay in
the room of question. 

In the fusion engine design on Figure1, v1, v2, v3 ,  … vn’ represent the information
collected (metadata) from the every visual sensor (n' visual sensors). These inputs are
processed (metadata processing in Figure 1) to create appropriate input format. The
resulting outputs of the metadata processing are also in the form of correlated
information. In other words, some visual sensors can be correlated in the sense that only
one output can be retrieved from them. This correlation of visual sensors results in
independent inputs labeled as y1, y2, y3 ,  … ym’  in Figure 1.

After tracking moving objects on a given video, more work is done on detecting the
different features of these moving objects. Features such as the number of moving
objects, the nature of the moving objects (human, animal…), and the nature of
movements (fast, slow…) the objects perform are examples of information we want to
feed to the fusion engine. After extracting such important information (metadata), we
perform another processing on the metadata to come up with an input format compatible
with the data fusion model we are using (Bayesian model).

In data fusion context, the outputs of such a model are in the form of decisions that
should be performed to better serve the environment where the different types of sensors
are used. As Figure 1 shows, the set of decisions D1, D2,…, Dk are the independent fusion
engine outputs (or decisions). These decisions can help in saving energy, restricting
security, launching rescue operations and many more. Depending on what type of sensors
we use, a set of relevant and efficient decisions can be formed. 

SIMULATION TOOL & EXPERIMENTS
In our study of multi-sensor data fusion, we implement a simulation tool that helps

us construct a virtual smart environment. The smart environment has basically different
types of sensors such as: motion detector, smoke detector, daylight sensor, and other
types of sensors. In addition to sensors, there are objects that can be moving around to
generate case scenarios where motion is a factor to be considered. Emergency cases such
as fire or flood can be studied using the implemented simulation tool. This tool is
implemented using JAVA and it facilitates the study of multiple scenarios because the
user can chose any type of sensors implemented in the tool as well as manage the
environment's state such as increasing the temperature (fire case) or adding moving
objects or water (flood scenario). Visual sensors are placed on the simulation grid at
specific grid locations. A specific set of attributes must be defined for each sensor. These
may include range, angle, sensitivity, and direction. Every sensor has a detection area and
detection occurs when the coverage area and attributes of a given object overlap with the
detection range and sensitivities of a given sensor. The simulation tool is our main data
generator where sensors' flags and data are fed to the fusion engine where decision
making process takes place. 
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In order to develop a reasonable method for finding a likelihood function at a given
moment, we have carefully studied the behavior of the moving objects. We have
conducted ten experiments where we tracked one object in every video and recorded the
corresponding data. Because of space limitations, we present only the conclusions we
have deived from the analysis of data. Through analyzing the graphs from the
experiments, we take into consideration the factor of persistence, which merely means for
how long the object(s) is moving. In order to do this, we choose a time instance from the
plot and study the behavior of the moving object in previous time instants. 

The probability value that will be used by the fusion engine at time   is computed
as follows:

 where  is  's equivalent area percentage.y X t
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In order to find the reasonable number of previous time instants that should be
included in the computation of a given likelihood function at a given instant, we further
analyze the data collected from the ten experiments. We apply the formula above at t9

for every experiment and find the equivalent likelihood function  taking into( )y9
consideration m=10, 8, 6, and 4 previous time instants. The table below summarizes the
analysis:
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From the table above, we conclude that looking back at eight or six time instants
usually result in a reasonable value that gives us an idea about how intense the motion is
in a given room and can safely be fed to the fusion engine. Also, the computation of a
likelihood function for m=8 or 6 is easy and quicker than m=10 or more; it also doesn't
take into consideration the percentage value at   where usually no motion is recorded.

CONCLUSIONS
We have demonstrated ways to use Bayesian data fusion technique in a smart

environment with a heterogeneous, inter-dependent set of sensors. This was done by
generating statistically independent inputs for the Bayesian fusion model and demonstrate
the effect through a simulation tool. The Dempster-Shafer theory is considered to be a
generalization of the Bayesian theory of subjective probability. Dempster-Shafer allows
us to "base degrees of belief for one question on probabilities for a related question" [6].
One of the most important advantages of the Dempster-Shafer theory is that it does not
associate probabilities to questions of interest as Bayesian methods do. Instead, the belief
for one question is based on probabilities for a related question; therefore, the
Dempster-Shafer theory can effectively model uncertainty. As a next step, we plan to
build a Dempster-Shafer model and draw comparisons with the Bayesian model.
Additionally, further experimentation is underway using a testbed created by
ZigBee-based sensors that implement the smart environment and by optical and infra-red
cameras. 
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ABSTRACT
This paper investigates a new method to more effectively detect anomaly
intrusions from masqueraders. Typing biometrics of keystroke patterns from
users are collected and used as the normal behavior profiles. The supervised
learning probabilistic neural network (PNN) is used for the classification of
data as from a normal user or from a masquerader. Experimental show the
good results with a high rate of successful detection of masqueraders and a low
false alarm rate. 

 
I. INTRODUCTION

IDSs attempt to perform the process of monitoring computer networks and systems
for violations of security policy (a set of laws, rules, and practices that define the system
boundaries) [1-2]. IDSs can be categorized into misuse two classes based on different
detection approaches. Misuse (knowledge or signature-based) IDSs look for specific
patterns that define a known attack. The information about known attacks and
vulnerabilities of a system is encoded into “signatures”. Any actions that trigger the
matches will be reported as “attempts” of intrusions. Anomaly (behavior-based) IDSs
assume the deviation of normal activities under attacks and perform abnormal detection
compared with predefined system or user behavior profiles.
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Anomaly IDSs can be used to detect inside attacks from masqueraders, defined as
internal or external intruders who exploit legitimate users identification and password
obtained illegally to perform malicious attacks. Inside abuse of computer system was
reported as the second most cited forms of attacks which contributed to a large portion
of financial loss [3]. To prevent a system from attacks due to identity theft, the effective
approach is to deploy effective anomaly IDS to monitor user behavior and report any
suspicious activities. Alarms are reported when an acclaimed user (masquerader) behaves
out of characters and a large deviation with the genuine user’s behavior profile is
detected. To distinguish a masquerader from genuine users is a challenging task due to
the problem of concept drift, where the observed user behavior may change with different
tasks, time, general knowledge level and such other uncertain elements [4].

In this paper, we introduce a model to detect masqueraders using the typing
biometrics of keystroke patterns. The rest of this paper is organized as follows. Section
II is the literature review that discusses masquerader detection using command sequences
and typing biometrics. Section III presents the user typing biometrics template and the
classification of patterns using probabilistic neural network (PNN). Section IV presents
the experimental results as the detection rate of masquerader and false alarms of incorrect
classification. The paper concludes with section V, which discusses the future research
work. 
 
II. LITERATURE REVIEW

Access control and authentication are not sufficient to prevent potential intrusions
from masquerader which already got the authorization to access system resources by
obtaining an authorized user identity illegally. User behavior profiling can be used for the
purpose of classification, future behavior prediction and masquerader detection.
Traditionally user behavior in a system is characterized by parameters such as login
frequency, location frequency, last login, session elapsed time, password fails, location
fails, amount of network traffic, resources used by user in a session and so on [5]. 

De Ru etc. developed a software methodology that improves security by using
typing biometrics to reinforce password authentication mechanisms [12]. Typing
biometrics is the analysis of a user's keystroke patterns. Each user has a unique way of
using the keyboard to enter a password. For example, each user types the characters that
constitute the password at different speeds. The methodology employs fuzzy logic to
measure the user's typing biometrics. 

Machine learning and statistical methods have been widely used for the behavior
profiling from the analysis of command sequences. Davison and Hirsh developed a model
called IPAM (incremental probabilistic action modeling) to predict sequences of user
actions [6]. Single-step command transition probability is estimated from training data.
Balajinath introduced a Genetic Based Intrusion Detector (GBID) to model individual
user behavior with a 3-tuple vector which is learnt later via a genetic algorithm [11]. Ryan
used a back propagation neural network NNID (Neural Network Intrusion Detector) to
identify users simply by what commands and how often they use, called the ‘print’ of a
user [7]. 
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Lane and Brodley [8] chose a machine learning algorithm IBL (instance based
learning) to measure the similarity between the most recent 10 commands of a user and
the profile extracted from the past. The similarity measure is the count of matches of a
new sequence with the sequences from a user’s command history, with a greater weight
assigned to adjacent matches. Schonlau selected several statistics-based methods to detect
masqueraders, including uniqueness, Bayes one-step Markov, Compression, Multi-step
Markov chain etc [9]. Maxion and Townsend applied Naïve Bayer classification
algorithm to user profiling with command-line data [10], which shows improvement over
the best approach of Schonlau.
 
III. MASQUERDER DETECTIN FROM TYPING BIOMETRICS

Each user types the characters that constitute a command at different speeds. Typing
biometrics can be used for the analysis of a user’s keystroke patterns. Our method is to
build a biometrics template served as the behavior profiling to be used for the anomaly
detection. In this approach, when an authorized user is accessing a system and typing
commands, the interval time in CPU cycles between two successive characters in a
unique command is recorded. For example, if the user types a command “dir”, the time
intervals between the characters “d” and “i”, “i” and “r”, “r” and the “ENTER” key will
be stored as the biometric characteristic. 

If the command contains parameters, the time between the space and a regular
character is also recorded. For example, if a user types the command “dir –p”, we will
also calculate the time interval between the characters of “r” and the “BLANK” key. A
user may type capital letters instead of lower case ones, and this will involve a larger time
interval since the user needs to press the “CapsLock” key at the same time. We have not
considered this scenario and also experiments show that most users prefer to always type
commands in lower case. In addition, we only consider those frequently typed commands
by a user. One reason is that later a neural network is used for the classification and a
relatively large training data set is required.

The user typing biometrics in the form of time interval of successive characters is
used as the typing template for the user. On subsequence access to the system, each of the
user command typing will go through a neural network system for the classification as
normal from the genuine user or abnormal from a masquerader. We have chosen the
supervised probabilistic neural network (PNN) for the classification purpose. In the
following section, we give a brief overview of PNN and how it can be applied for the user
type biometrics to do the classification as a genuine user or masquerader.

Probabilistic Neural Network for Classification
Probabilistic neural network, which was first proposed by D. F. Specht [13], is a

kind of supervised neural network that has been widely used in the area of pattern
recognition, nonlinear mapping, and classification. It consists of three feed-forward
layers: input layer, pattern layer, and summation layer. An input layer contains as many
elements as there are separable parameters needed to describe the objects to be classified.
It computes distances from the input vector to the training input vectors and produces a
vector whose elements indicate how close the input is to a training input. The pattern
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layer sums these contributions for each class of inputs to produce a vector of probabilities
as its net output. The summation layer (output layer) has as many processing elements as
there are classes to be recognized. A compete transfer function on the output of the
second layer picks the maximum of these probabilities, and produces a “1” for that class
and a “0” for the other classes.

The pattern layer represents a neural implementation of a version of Bayes classifier,
where the class nonparametric probability density functions are approximated using a
Parzen estimator [14]. This approach provides an optimum pattern classifier to minimize
the expected risk of wrongly classifying an object. It gets closer to the true underlying
class density functions as the number of training samples increases if the training set is
an adequate representation of the class distinctions. PNN has the learning and
generalization ability of back-propagation multi-layer neural networks. It can capture the
relationships between the training examples and given classification. PNN training
scheme is simpler and faster than back-propagation networks and has the following
advantages: rapid training speed; guaranteed convergence to a Bayes classifier if enough
training examples are provided; enables incremental training which is fast; robustness to
noisy examples [15].

In our model of the classification after the user behavior profile as the typing
biometrics template is built, we pick up a block size of 10 commands for the testing. The
reason is that a user session usually involved the execution of multiple commands which
is reasonable to make a judgment after a certain block size of commands is executed in
the system. It also prevents the possible high false alarm rate which is a major issue for
anomaly intrusion detection systems. In the testing, to determine if the whole block of
commands is from the genuine user or a masquerader, we have chosen a threshold value
of 4 mismatched commands to classify a block as normal or abnormal. If 4 or more
commands in a block are classified as abnormal, the whole block is labeled as abnormal
and accordingly the user is regarded as the possible masqueraders for further
investigation to issue security alerts.

IV. EXPERIMENTAL RESULTS
We have tested the model based on typing biometrics and probabilistic neural

network to detect masqueraders by using the data generated in a computer networking
system. Ten authorized users have participated in the experiment to collect the data
during the training period to build the behavior profile separately. All the data was
generated when they logged on the computer system using the assigned user id and
password. In addition, to generate the masquerader data, another 5 different users from
the outside participated to generate the test data when they work on the same computer
system. 

For each of the 10 normal users, the generated training data is 1200 commands in
which the first 1000 commands are used for the training and the other 200 for the testing
purpose. For each of the other 5 outside users, each also generated a data set of 200
commands. All the data from the 5 outside users is used as the masquerader data against
each of the normal users. As discussed in the last section, all the testing data of user
commands is divided into blocks of 10 in each. For each of 10 normal users, the 20 blocks
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of normal testing is to check whether the model can correctly label it as “normal” and
otherwise it triggers a false alarm. The data of 100 blocks in total from the 5 outside users
is to test if the model can correctly identify anomaly cases. 

Table 1 shows the results of successful masquerader detection rate and false alarm
rate when the normal cases from the genuine user are classified incorrectly as
“abnormal”. For most users, the model can achieve a high masquerader detection rate.
The average detection rate for the 10 users is about 89.4% (894/1000) and the missing
percentage is 10.6% (106/1000). If a normal one is classified incorrectly as abnormal, a
false alarm is generated. In the experiment, only 16 of 200 normal cases are incorrectly
identified as “abnormal” and the false alarm rate is 8.0%.

Table 1. Anomaly detection and false alarm rate
Detection Rate False Alarm Rate

User 1 91.0% (91/100) 5.0% (1/20)
User 2 85.0% (85/100) 0.0% (0/20)
User 3 95.0% (95/100) 10.0% (2/20)
User 4 91.0% (91/100) 15.0% (3/20)
User 5 86.0% (86/100) 5.0% (1/20)
User 6 87.0% (87/100) 0.0% (0/20)
User 7 88.0% (88/100) 10.0% (2/20)
User 8 93.0% (93/100) 10.0% (2/20)
User 9 91.0% (91/100) 15.0% (3/20)
User 10 87.0% (87/100) 10.0% (2/20)
Average 89.4% (894/1000) 8.0% (16/200)

We further conducted experiments with different block sizes to compare the
performance of detection and false positive alarm rate. The results in Table 2 show the
comparison results of different block sizes. For example, if the block size is 5 commands,
the testing cases are doubled with 2000 blocks from masqueraders and 400 normal testing
blocks in total. For the block size of 5, the detection rate is 85.6% and false alarm rate is
10.3% (400 anomaly test cases). If a block size of 15 commands is chosen, the detection
rate is 90.5% and false alarm rate is 10.0%. A block size of 20 and 25 commands is also
chosen and the results is listed in the table.
 

Table 2. Anomaly detection and false alarm rate of different block sizes
Block Size (# of

commands)
Detection Rate False Alarm Rate

5 85.6% (1712/2000) 10.3% (41/400)
10 89.4% (894/1000) 8.0% (16/200)
15 90.5% (588/650) 10.0% (13/130)
20 89.2% (446/500) 12.0% (12/100)
25 86.0%(344/400) 16.3% (13/80)
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For a real intrusion detection system, it is the ultimate goal to detect masqueraders
within a short time interval and alert the system earlier to prevent further loss. Based on
the experimental results, the interval of 10 commands execution achieves both a high
detection rate and a low false alarm rate. If a larger test block size is selected, the model
can still achieve a high detection rate but in the same time it introduces a higher false
alarm rate. If the block size is large above a threshold value (25 commands in the
experiment), the performance of the model decreases steadily with a low detection rate
and high false alarm. One reason is that the probability of overlapping behavior patterns
increases rapidly when the target size is above a certain threshold. In practice, an
appropriate size can be selected based upon specific security policies for an organization.
In general, it is fairly reasonable and effective for an anomaly IDS to detect potential
masqueraders after just about 10 or 15 commands execution.

V. CONCLUSIONS
In this paper, we introduce the neural network to detect masquerades based on user

behavior profiling in anomaly intrusion detection systems. Typing biometrics of
keystroke patterns from users can be collected in the training phase as the biometric
templates. To do the classification of a typing pattern, the supervised learning neural
network PNN is used considering its effectiveness in the areas of pattern recognition,
nonlinear mapping, and classification. PNN has the learning and generalization ability of
back-propagation multi-layer neural networks (BPNN) and is simpler and faster. It can
identify the commonalities in the training examples and then perform classification of
unseen examples from the predefined classes. Experiments conduced in a real computer
environment show promising results.

We want to extend the current research of masquerader detection. As we have
notices that in the last decade GUI and Internet-based applications have been deployed
in both UNIX and Windows systems. A large of part of user activities associated with
these applications may not involve individual commands directly entered into the system,
but instead consist of mouse clicks on icons. The behavior modes from this kind of
activity will differ significantly from those discussed in this paper. Future work would
address these questions.
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DJANGO, A WEB FRAMEWORK USING PYTHON*

TUTORIAL PRESENTATION

Carl Burch
Hendrix College, 1600 Washington Ave, Conway AR 72032

(501) 450-1377
cburch@cburch.com

OVERVIEW
Web developers often use a Web application framework for building applications

that interface with Web and database servers. Some of the more popular frameworks and
their associated languages include Rails (Ruby), Spring MVC (Java), Struts (Java), and
Pylons (Python). Yet despite their importance in industry, such frameworks are often
omitted from the undergraduate computer science curriculum.

This tutorial will explore a particularly popular Web application framework for
Python called Django [1,2]. Like most Web application frameworks, Django provides
much more support for Web applications than older CGI libraries. Through a templating
system, developers can separate application logic from the user interface implemented in
HTML. Django also provides a Python-based API for defining and accessing a database,
automating the creation of SQL statements and conversion of data for simpler queries
(though still allowing SQL to be used for more complex queries). Similarly, it includes
an API for generating HTML forms and retrieving data from them. And it includes logic
for common Web application features, such as session management, cookie access, and
user logins.

The tutorial will describe the more prominent features of Django, and it will include
reflection on the presenter’s experience with using Django when teaching it to upper-
division computer science students.

PRESENTER
Carl Burch is an Associate Professor of Computer Science at Hendrix College. He

regularly teaches an upper-division course on databases, which includes a heavy emphasis
on Web development – and on Django in particular during the most recent iteration.
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WELCOME — 2010 CCSC: CENTRAL PLAINS CONFERENCE

Park University is pleased to host the Sixteenth Annual Consortium for Computing
Sciences in Colleges Central Plains Conference in 2010.  The conference this year
presents an interesting and varied program, including software engineering, database,
networking, security, computer architecture, discrete mathematics, active learning,
capstone experiences, and features a keynote address by the founder of Notable Software,
Inc. The tutorial program includes a stimulating variety of topics including distributed
system, version control, and automatic grading system. The program also offers sessions
for “nifty” assignments and a pre-conference workshop entitled “JGrasp: An integrated
development environment with intuitive visualizations for teaching hard concepts in
Java.” The conference also continues to host student activities.  This year we have a
student web site contest, a student programming contest and a student poster contest.
Cash prizes are available for all student contests.  

Published materials for this conference were selected using a double-blind
refereeing process, with reviewers solicited from the ACM SIGCSE paper submission
web site.  Our thanks go to Phil Heeler and Henry Walker for configuring this system and
supporting its use.   Over 100 reviews were completed by the reviewers during the paper
selection process. In 2010, 65% of the regular papers submitted were accepted for
publication in this volume of The Journal of Computing Sciences in Colleges and for
presentation at the conference.

On behalf of the Regional Board and the Conference Steering Committee, I wish to
thank all those who have contributed to the success of this conference: the authors for
their submissions, the reviewers, the session chairs and all those who took leadership
roles on the steering committee. I would also like to thank Park University, especially the
administrative staff, and my colleagues in the Information and Computer Science
Department who helped make the conference a success.  Finally, thanks to the many
individuals, vendors, and organizations whose support, either financially or through
volunteering time and other resources, helped make the conference possible. 

If you have questions or comments during or after the conference, please contact any
Central Plains Regional Board or Conference Steering Committee member.  We hope you
enjoy the 2010 CCSC Central Plains Conference and the time you spend at Park
University in the small and beautiful town of Parkville.  

Wen-Jung Hsin
Park University

Conference Chair
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KEYNOTE ADDRESS

Friday, April 9, 2010 

FORENSICS IN THE COMPSCI CLASSROOM *

Rebecca Mercuri, Ph.D.
Notable Software, Inc.

Although forensics is a well-established discipline in biology, medicine, physics,
materials and other sciences, its applications to computing are still relatively new. The
television shows, NUMB3RS and CSI, have helped popularize the field by providing
insight into algorithmic methods used to solve crimes. As it happens, forensic techniques
are also useful in the exploration of a broad range of computational topics within a
learning experience that emphasizes creativity in problem-solving. For example, simple,
public-domain tools can be used to recover deleted data on USB thumbdrives, a process
that demonstrates how different operating systems may deal with files, directories and
storage media. This talk will overview the fundamentals of computer forensics, while
providing a slew of examples (along with software references) that can be easily adapted
to the study of Computer Science and Information systems.

Rebecca Mercuri is the lead forensic expert at Notable Software, Inc.
<www.notablesoftware.com>, the company she founded in 1981.  Her caseload has
included matters involving contraband, child endangerment, murder, computer viruses
and malware, wrongful work termination, class-action suits, copyright and patent
infringement, and election recounts (most notably Bush vs. Gore). Dr. Mercuri has
provided formal testimony and comment to the House Science Committee, the U.S.
Commission on Civil Rights, the Election Assistance Commission, the National Institute
of Standards and Technologies, the U.K. Cabinet, and numerous state legislatures and
municipal bodies. She is a senior life member of the Association for Computing
Machinery, where she has authored the Security Watch feature and numerous guest
columns of Inside Risks for Communications magazine, and is a co-founder and past
chair of the professional joint chapter of the Princeton ACM/IEEE Computer Society.
Rebecca is also an adjunct member of the Computer Engineering faculty at The College
of New Jersey, where she teaches a broad range of topics, including a senior engineering
lecture/laboratory elective on Digital Forensics.
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There are a number of stories from experiences working at NASA that make good
classroom anecdotes.  These come from working in different roles on a variety of
missions and pre-missions.  The Telerobot Project was prototype work for a remote
controlled robot, which led to applications for the robot arm on the space shuttle and the
rovers on Mars.  During the Voyager Neptune Encounter, a natural language processor
was coupled with a database which was constantly being updated with information, such
as the number of known moons of Neptune.  This system was available in the press room
during the encounter.  The Sequence Automation Research Group applied state-of-the-art
technologies to automating the sequence planning process for missions, including the
Galileo Mission to Jupiter.  On its way to study the polar regions of the sun, the Ulysses
mission flew close to Jupiter for a gravity assist.  Some of these experiences refer to
planning the science activities on the Ulysses spacecraft during the Jupiter fly-by and to
negotiating for Deep Space Network time for the mission.  The SIR-C shuttle-based Earth
imaging RADAR mission had software system engineering challenges for the mission
operations system.  This system involved four internal software systems and four external
systems, including the flight software and the RADAR system equations software.  For
the Cassini mission to Saturn, these experiences include testing the flight software for the
RADAR instrument, developing the instrument operations system, and completing the
preliminary planning for the operations of the RADAR instrument.
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Auburn University, Auburn, AL 36849
334-844-6315, crossjh@auburn.edu

jGRASP is a lightweight IDE that provides automatic generation of visualizations
that directly support the teaching of major concepts in CS1 and CS2.  These concepts
include control structures, classes, interfaces, objects, inheritance, polymorphism,
composition, and data structures.  The integrated visualizations are intended to overcome
the mismatch between what we want to teach and what most IDEs provide in the way of
support for learning.  The workshop will include tutorials with example programs to
demonstrate how instructors can improve the learning and programming experience of
their students with jGRASP.  Participants are encouraged to bring programs from their
own courses.  jGRASP is freely available (http://www.jgrasp.org/).  

All educators who teach Java will benefit from this workshop.  However, it will be
especially suitable for instructors who teach CS1 (introduction to programming) and CS2
(introduction to data structures and algorithms), as well as instructors for AP courses in
high school.  The overall objective of the workshop is to introduce faculty to the
advanced pedagogical features provided by jGRASP for teaching and learning Java,
including the workbench and new interactions pane.  The tutorial will provide educators
with an opportunity to see how each of the automatically generated software
visualizations (CSD, UML, and dynamic Object Views) can be used to make learning to
program a more enjoyable experience.  For example, students should find the presentation
(or “textbook”) object views for traditional data structures (e.g., stacks, queues, lists,
binary trees, etc.) particularly useful for understanding their programs.  As they step
through their programs in debug mode or as they invoke methods on an object that has
been placed on the workbench, each presentation view is dynamically updated.
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ABSTRACT
We present our experience in transforming a software development course and
a systems software course from a traditional, lecture-based style to an
active-learning format.  We outline the common changes that were made in
both courses, and provide a summary of the active-learning techniques that
were successfully employed.  We provide quantitative and qualitative evidence
that this transformation was a success.  In both courses, student grades and
overall satisfaction with the course were increased with the transformation to
active learning, despite teaching essentially the same curriculum.
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INTRODUCTION
In the last decade, research in the learning sciences has repeatedly demonstrated the

benefits of active learning, when teams of students are engaged in an ongoing process of
inquiry and design, centered on real-world problems structured as an extended project [8,
9, 13, 19, 20, 21].  These research findings apply to all content areas, but they are
particularly compelling with regard to science, math, and engineering design [5, 10, 11].
Over and over, researchers have demonstrated that the learning environments that result
in maximum retention and increased ability to transfer learning to real-world settings are
very different from the lecture-plus-problem-set paradigm traditionally followed in
engineering programs [2].  However, this traditional, lecture-based style persists as the
dominant form of instruction in computer science. 

One barrier that inhibits the widespread adoption of the active-learning style in
computer science is a lack of sufficient evidence that the techniques are effective in a
wide variety of computer science courses.  While there have been several papers in the
literature with an emphasis on active-learning, the majority of these describe general
active-learning techniques [4, 14, 15, 16, 17, 18, 22] or are focused on CS 1 and CS 2 [1,
3, 6, 7, 12].  This focus is justified, as those introductory courses are taught at most
institutions, but there are also many common upper-level courses that to this point have
been largely ignored in the literature.  Another inhibitor to adoption of the active-learning
style in more courses is the time and effort that it takes for an instructor to transform his
or her course.  In this paper, we present further evidence that active-learning can be
successful in upper-level computer science courses and provide guidelines for performing
the transformation.  

We present a case study of two upper-level computer science courses (one systems
software course and one software development course), taught by two different
instructors, that underwent a similar transformation from a traditional, lecture-based style
to the active-learning format.  These two courses provide an interesting comparison
because both are lab-based courses in which the concepts taught are relatively
straightforward and the emphasis is placed on learning how to apply them.  We present
quantitative evidence that this transformation was successful in the form of student
grades, exam scores, and course assessments, as well as qualitative data from student
interviews.  We also give a summary of the key techniques employed by the instructors
during the active-learning sessions to serve as a model for others that desire to transform
their own course.

THE ACTIVE-LEARNING TRANSFORMATION
The Courses Pre-Transformation

"Object-oriented Software Development Laboratory" (OOSDL) focuses on practical
aspects of designing, implementing and debugging object-oriented software. It is a
required course for all computer science majors, and serves as a technical elective for
computer engineering majors.  Topics covered by this course include developing,
documenting, and testing representative applications using object-oriented frameworks
and C++. Design and implementation are central themes to enable the construction of
reusable, extensible, efficient, and maintainable software.  Prior to the spring of 2009, this
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course was taught in a traditional, lecture-based style, even though all of the assignments
were laboratory assignments.

"Introduction to Systems Software" (ISS) examines the process whereby computer
systems manage, interpret, and execute applications. It is a required course for all
computer engineering majors and serves as a technical elective for computer science
majors.  This course covers fundamental algorithms for numerical computation, memory
organization and access, storage allocation, and the sequencing and control of peripheral
devices.  Prior to the fall of 2008, this course was always taught in the traditional style.
The scheduled contact time was devoted to lectures, and all assignments were to be
completed outside of class.  These consisted of both pencil and paper exercises as well
as laboratory assignments that were hands-on with the machines.

Implementation of Active-Learning
OOSDL and ISS underwent the transformation to the active-learning format in the

fall of 2008 and the spring of 2009, respectively.  The primary changes that were common
to both courses are as follows:
   • Formal comprehensive in-class lectures were largely eliminated.  Instead, short,

informal lecturing and reviews are now done as needed during or interspersed with
the active-learning sessions.      

   • The traditional lectures were recorded and made available to students online for
preparation prior to class, or for review afterward.  

   • In-class time is now spent mainly solving problems or working on programming
assignments in teams, and the instructors and teaching assistants make themselves
available to provide help and guidance as needed.
There are minor differences between the two courses, including how groups are

formed, how in-class work is graded, and the types of work that are assigned.  These are
detailed below.  

The OOSDL class periods are now predominantly studio sessions, in which students
work in teams on assigned programming exercises that explore different programming
issues and C++ language features related to each course module.  The professor and
teaching assistants circulate throughout the studios to answer students' questions, offer
suggestions, point out issues and nuances of the exercises on which the students are
working, and otherwise serve as resources for the students as they work through the
exercises.  The studios are largely graded for participation.  Students who submit a
reasonably complete set of answers earn full credit.

During the ISS class periods, students are instructed to work on the currently
pending written assignment or lab assignment in small groups of their choosing.  The
class meets either in the regular classroom or in a computer lab as appropriate for the task
that class period.  The professor and teaching assistant circulate and make themselves
available during the class period to help out with the work the students are doing.
Whatever they do not finish in class, they are expected to finish outside of class.
Assignments are typically due one week after the in-class session that they are first
presented.  As a result of the above, students are being graded on the active work they are
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doing in class. However, since it is not due immediately, they do have the opportunity to
improve it outside of class.

Examples of the exercises used for active-learning in both courses are available
online:
http://www.cse.wustl.edu/~rsowell/ActiveLearningExercisesOOSDL.html
http://www.cse.wustl.edu/~rsowell/ActiveLearningExercisesISS.html

RESULTS
Exam and Project Scores

In both courses, the midterm and final exams given after the active-learning
transformation were based largely on the exams from the previous semester in an attempt
to measure the same things.  In ISS, the same large-scale final project was assigned both
semesters.  In OOSDL, the project score consisted of five or six lab assignments.  One
less lab assignment was made after the active-learning transformation, but as a whole, the
laboratory assignments covered similar material during both semesters.  The median,
mean, and standard deviation of these scores are provided in Table 1.

The exam scores were significantly improved with the implementation of
active-learning in all the exams, except for the OOSDL final exam.  In this case the scores
decreased, but this decrease was not significant.  We also observed a decrease in the
variability of all exam scores with the implementation of active-learning.  We observed
a similar increase in the project scores for ISS.

Midterm Final Project
Course Style n Med Avg Dev Med Avg Dev Med Avg Dev

ISS S2006 L 24 84.8 80.8 10.8 82.0 82.4 12.5 71.0 60.5 25.8
F2008 A 26 90.0 88.3 8.9 93.0 91.0 6.2 82.0 79.8 17.5

OOSDL F2008 L 29 79.0 76.3 16.8 90.0 85.6 11.3 97.0 95.4 7.6
S2009 A 30 86.0 84.1 8.7 86.0 83.8 9.4 94.0 86.9 21.4

Table 1.  Exam and project scores from the courses both before and after the
active-learning transformation.  "L" and "A" indicate whether the course was taught in
the "Lecture" or "Active-learning" style, respectively.  Exam scores increased in all cases
except the OOSDL final, in which no significant difference was observed, while the
variability of the exam scores decreased across the board.  The project scores also
increased with the implementation of active-learning in ISS.

The project scores for OOSDL decreased in the spring of 2009, but this decrease
was partially influenced by the scores of one student that, for personal reasons, decided
to take an Incomplete in the course.  If we ignore the lab scores (many of which were
zeros) for this student in the computation, then the mean becomes 89.19 with a standard
deviation of 16.78.
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Course Evaluations
Scores from the end of semester student evaluations are shown in Table 2.  Among

other things, the students were asked to give a score for the following three topics:
   • Overall rating of course content.
   • Overall rating for teaching quality.
   • Overall satisfaction with the course.

Evaluations
Course Term Style content teaching satisfaction

ISS S2006 L 0.81 0.85 0.80
F2008 A 0.83 0.88 0.84

OOSDL F2008 L 0.77 0.83 0.74
S2009 A 0.76 0.76 0.76

Table 2.  Evaluation scores from the courses both before and after the active-learning
transformation.  "L" and "A" indicate whether the course was taught in the "Lecture" or
"Active-learning" style, respectively.  Overall student satisfaction with the course
increased in both cases.

These scores were on a Likert scale from 1 to 7, with 1 being "poor" and 7 being
"excellent".  The questionnaire was changed in the fall of 2008, so that the scores were
on a Likert scale from 1 to 9, with 1 being "poor" and 9 being "excellent".  Therefore, we
have normalized the scores in Table 2.

For ISS, the mean evaluation scores increased in every category with the
implementation of active-learning.  For OOSDL, the scores were slightly lower for course
content and teaching quality, but the overall satisfaction with the course was still higher.

One student review of OOSDL was highly negative but the others were positive, and
the reviews overall indicate that while not all students viewed the approach as positive,
a significant majority of the responding students viewed it highly so.

Student Interviews
An external evaluator conducted student focus groups, one each of students from the

fall 2008 session of OOSDL and ISS.  A total of 17 students participated in the focus
groups.  The focus group protocol included three topics:
Topic 1: online lectures -- strength and weaknesses
Topic 2: use of classroom time -- how different
Topic 3: use of lab time -- strengths and weaknesses of working in groups

Key themes identified in the focus groups:
   • Some students commented on the lack of real-time feedback from online lectures;

cannot ask questions in the course of the lecture.  
   • Many students found it to be advantageous that they determined when to access the

lecture material and that the lecture material was available for review.  They found
it to be an impediment to efficient use of the on-line material not having an index
to the recorded lecture.  If there was some specific information that they wish to go
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to for review, it was just a random process of starting and stopping the lecture to
find it.

   • A number of students cited technical problems with accessing the online lecture
material.

   • An issue frequently mentioned was the new teaching approach required more hours
to complete the coursework.

Instructor Reflections
The instructor for OOSDL reported that the students worked well in groups, and

though initial concerns were expressed by some students, overall their level of
engagement with the material appeared high and the studio discussions were active and
effective.  One key suggestion made to the teams was that during a studio, the students
should rotate roles so that everyone had a chance to write code, debug code, and
document answers for at least some of the exercises.  An unexpected but welcome
development was that one of the students often did parallel development of her own
solution even when she was responsible for other things, just to have the experience of
solving each exercise herself.  

For future offerings of the course, the instructor for ISS is considering incorporating
class work that is specifically not graded in any way other than participation.  This might
afford students the opportunity to try more creative approaches to a problem without the
fear of being penalized for something that might not work.

CONCLUSION AND FUTURE WORK
We have presented our experience in transforming a software development course

and a systems software course from a traditional, lecture-based style to the active-learning
format.  With this transformation, student grades and overall satisfaction with the courses
were increased, despite teaching the same curriculum.  Finally, we presented a summary
of the key active-learning techniques employed by the instructors that made the
transformation a success.  

While the initial active-learning transformation was certainly successful, we see
several opportunities based on our evaluation for further improvement of our approach:
   • The recorded lectures should be indexed and enhanced with online notes.
   • Eliminate even more of the formal lecture, and replace with short, informal lecturing

when necessary during or just prior to the active-learning session.
   • Effectively integrate peer review into the courses.   
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ABSTRACT
We report on our experiences with transforming CS 3 to an active-learning
format.  We have now had three separate instructors at our institution begin to
integrate active learning into the course.  Their approaches to integrating active
learning and their experiences with it were quite different.  We describe the
various approaches of the instructors to the transition, provide synopses of the
most effective active-learning exercises that were used, and summarize the
lessons learned from these experiences.  We expect that this information will
be useful to anyone that desires to incorporate active learning into his or her
CS 3 or similar course.

INTRODUCTION
Educational research provides strong evidence that active and collaborative learning

result in a deeper and more integrated understanding of concepts, as well as significant
improvement in student retention in degree programs [2, 7, 10, 16, 17, 18]. Engaged
students remember concepts longer, enjoy the learning process more, and are more likely
to continue. Collaborative learning builds important communication, teamwork, and
leadership skills [8]. In addition, active learning in the classroom provides an opportunity
to teach the creative design process through discussion and critique of student work.

In the last decade, many studies in the computer science education community have
emphasized active learning.  The majority of these describe general techniques [4, 11, 12,
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13, 14, 15, 19] or focus on active-learning in CS 1 and CS 2 [1, 3, 5, 6, 9], while CS 3 has
to this point received relatively little attention.  Barriers to the widespread adoption of
active-learning in CS 3 include a lack of sufficient evidence that such a transition is
beneficial and for concerns of the need to cover a lot of material.  Also, it takes
significant time for an instructor to design and implement appropriate active-learning
exercises for this type of course.

In this paper, we present our experience in transforming our CS 3 course to an
active-learning format.  The CS 3 course at our institution is entitled "Algorithms and
Data Structures".  Students study fundamental algorithms, data structures, and their
effective use in a variety of applications.  The course emphasizes the importance of data
structure choice and implementation for obtaining the most efficient algorithm for solving
a given problem. The topics covered generally include: divide-and-conquer algorithms,
worst-case asymptotic analysis, sorting algorithms, decision tree lower bound technique,
hashing, binary heaps, skip lists, B-trees, and basic graph algorithms.  Enrollment
numbers are typically between 30 and 45 students for any given session.  Prior to the
Spring 2008 semester, this course was always taught in the traditional lecture format.  

In the past three years, we have had three different instructors teach the CS 3 course
both in the traditional style and with active learning.  Each instructor had a slightly
different approach to the active-learning transformation and experienced varying degrees
of success.  We describe the various approaches, supply a collection of sample
active-learning exercises that were successful, provide instructor reflections on their
experiences, and summarize our lessons learned.

APPROACHES TO THE ACTIVE-LEARNING TRANSFORMATION
In the Fall 2008, Spring 2008, and Spring 2009 semesters, three different instructors

that had previously taught CS 3 in the traditional, lecture-based style, taught the course
again, this time incorporating active learning.  Each instructor took a different approach
and experienced varying degrees of success.  These approaches differed in terms of the
frequency and length of the active-learning sessions, whether or not lectures were
recorded and assigned before class, whether or not the work was graded, and how the
work was presented and discussed.  The different approaches are detailed below:
   • Instructor A, Spring 2008.  In preparation for the transition to active learning, the

lectures that the instructor gave in a previous offering of the course were recorded.
These videos were made available to the students online, in addition to lecture notes
recorded on a Tablet PC, and the textbook.  In preparation for active-learning
classes, the students were assigned to either watch a 15-20 minute video or complete
the corresponding reading in the text.  The instructor gave a short and easy quiz
about the material assigned for preparation in order to learn which students had
prepared.  Sometimes the questions were "What is something you learned?" or
"What is something that you are not clear about?" and sometimes very simple
factual questions were asked.  Roughly half of all the classes included some
active-learning exercise.  Students would divide into groups of their own choosing
to work on the exercise.  The instructor would circulate and help groups as questions
arose.  Generally, the sessions would last 30-40 minutes, with an additional 10-15
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minutes of discussion afterwards.  For this discussion, the instructor would ask for
volunteers to share their solutions with the class, and alternate solutions were
compared.  Each group was asked to submit one sheet of paper with their names on
it from their class work.  This was graded solely on participation, which accounted
for 5% of the course grade.

   • Instructor B, Fall 2008.  All class notes were recorded on a tablet PC and were
posted online one or two days after class.  Once every three or four classes, roughly
half of the class would be devoted to an active learning session.  Students were
asked to divide into groups of 3-4 to work on the exercise.  The instructor would
circulate during the session and provide guidance and answer questions as needed.
In some cases, the instructor would ask for volunteers or call on a specific group to
put their solution on the board for class discussion.  The work done was not graded
in any way.  

   • Instructor C, Spring 2009.  Half of nearly every class was devoted to an
active-learning exercise.  To accommodate this, students were expected to do
additional reading outside of class.  Roughly 15 minutes would be spent in the
student-selected groups of 3-4 students each, working on the exercise.  Then, two
or three groups would be asked to present their solutions to the class.  These would
be discussed and critiqued by the other classmates as well as the instructor.  The
presenters would be chosen on a volunteer basis, but everyone was encouraged to
present at least once during the semester.    The instructor would record the names
of the presenters and this would factor into a participation score that accounted for
10% of the course grade.  

SAMPLE EXERCISES
There are many factors to consider when choosing an exercise for an active-learning

session.  If a classical problem can be presented in such a way that the students discover
the algorithm or data structure on their own, then they are more likely to remember it and
apply it in appropriate situations.  Also, problems that have multiple solutions lend
themselves well to active learning, as the presentation of alternate solutions makes
students think critically about which solution they feel is preferable.  Problems with
multiple layers of difficulty allow for students with varying levels of understanding to
make progress at their own speed and continue to be challenged.   

We include a selection of successful active-learning exercises that we have used
below.  A complete list of exercises is available online at
http://www.cse.wustl.edu/~rsowell/ActiveLearningExercisesCS3.html.

Adversary Lower Bound Technique
n Coins Problem.  In this problem there are 10 coins one of which is lighter than the

other 9 coins but looks the same.  There is a balance scale that the algorithm is to use to
determine the fake coin.  The algorithm wants to minimize the number of times the scale
must be used.  The students are divided into groups of four.  Two students in each group
are to define an algorithm for the 10 coin problem.  The other two students define an
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adversary strategy.  The two algorithm designers exchange strategies.  The students are
asked to prove how many weighings are optimal for 10 coins and then to try to generalize
to n coins, and when you do not know if the fake coin is heavy or light.  Based on this,
it is much easier to introduce the lower bound for comparison based sorting.  A benefit
of this approach is it helps students learn how to write an algorithm and adversary
strategy in a way that is clear and easy to understand without necessarily going to the
level of code or pseudocode.    

Trees and Hashing
B-Trees. After talking about secondary storage and its organization into pages, the

students are asked to think about how to group the nodes in a balanced binary search tree
into pages to minimize the worst case number of disk pages required in a search.  This
does a good job of motivating B-Trees as a generalization of binary search trees.  Then,
in later lectures we show how B-Tree insertion can allow you to keep the trees balanced.
This also helps make it easy for the students to see the relationship between 2-3-4 trees
and red-black trees.

Open Addressing Game.  Students are asked to form two groups.  They all leave
their seats and then try to find a seat assignment using an open addressing scheme.  One
group uses a simple hashing function, while the other group uses a double hashing
function.  Each student must record how many conflicts they resolve before he or she
finds a seat in which to sit.  The students are then asked to discuss why one group (double
hashing group) saw much fewer conflicts.  This discussion went very well. Most students
understood open addressing much better, and figured out the explanations for the
efficiency difference between the two hashing functions, both analytically and intuitively.

Graphs
Robots.  You are given a maze (an n x n grid with some edges between grid squares

marked as walls that the robot cannot pass through).  You are given a start location S and
a goal G for the robot and asked to find the fewest steps the robot can make to get from
S to G.  After solving this problem the students were given the harder problem where you
have two robots that start at S1 and S2.  The robot starting at S1 has goal location G1 and
the robot starting at S2 has goal location G2.  In each time step both robots can move,
however, they cannot share the same location.  Find the minimum time steps needed for
both robots to reach their goals (and also find the corresponding solution).  This second
version is much harder since it requires them to change the state space so that each vertex
in the graph corresponds to a pair of robot locations.  This worked out very well.  Even
the students who did not figure out how to solve the second version benefited when we
went over the solution at the beginning of the next class.

Savage and Human Game. Students were asked to play a river-crossing flash game
"savage and human".  Then they were asked to formulate it into a graph theory problem.
It went very well as most students found it very interesting and figured out that it amounts
to finding a shortest path in the state space graph.  They can start to see that many
real-world planning and scheduling problems can be translated into a graph theory
problem.
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Dijkstra's Algorithm.  After we discussed breadth-first search (BFS) and proved that
it can find the shortest path for graphs where each edge has a unit weight, the students
were asked to generalize the idea to graphs with positive weights. After being given the
hint of breaking each edge with weight k to k edges with unit costs, some students were
able to derive Dijkstra's algorithm and easily prove its correctness, using the BFS result
as a lemma.  It was a satisfying experience for students who can figure it out, and it helps
students gain a deeper understanding of Dijkstra's algorithm.

INSTRUCTOR REFLECTIONS
   • Instructor A, Spring 2008.  The instructor had a generally positive experience with

the active-learning transformation.  Many students appreciated being able to
re-watch portions of the lecture at their own convenience.  One item that she felt
was particularly important was to try to incorporate different levels of difficulty into
each exercise.  For slower groups, they at least have the satisfaction of
understanding the first level or two, while more advanced groups are still challenged
with the later levels.  When circulating the class, she thought it was important to
visit the groups that did not seem to be doing anything first.  Sometimes they needed
a little help to get started.  She also noted that it was important to carefully consider
what material to include for active learning.  For example, anything that the student
has seen previously, is far less interesting for active learning.  Finally, she felt that
collecting sheets of paper from each group was helpful, as browsing through them
gave her some idea of the thought process of some of the groups that she did not get
to visit.   

   • Instructor B, Fall 2008.  The instructor had a largely negative initial experience with
the active-learning transition.  Whether it was the content or difficulty or
organization, his students did not seem to get a lot out of it, even though they would
do the work.  Some students did not seem to have an opinion one way or the other,
but others actually resented it.  They did not understand why they were doing more
exercises similar to their homework in class.  The instructor is not sure if he chose
the best exercises to try active learning with, and intends to make another attempt
at active learning in the future.

   • Instructor C, Spring 2009.  The instructor observed that students were more
engaged, more interested, and generally got more out of the class when they
participated in the discussion.  The students also exercise independent, creative
thinking, rather than just learning what is in the text.  It also serves as an advantage
for the instructor, since he gets the opportunity to better know the students.  The
drawbacks include that sometimes the discussion veers off topic or a group presents
a very strange algorithm.  In these cases, it is the instructor's responsibility to steer
the discussion back on track.  He also noted that he is unable to cover the same
amount of material in class, so some things have to be left to the reading.  Students
must do more reading to cover the same material.  He feels that the students who
participate learn more, but not everyone wants to participate.  The main issue is how
to adapt to all types of students.
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CONCLUSION AND FUTURE WORK
We have presented the experiences of three instructors that each incorporated active

learning into CS 3.  We have described the various approaches and techniques used,
provided a set of exercises that were successful, and presented the reflections of the
instructors on their experiences.  Our experiences with active learning in CS 3 have
yielded successful techniques that are now recommended to others as well as posed
challenges for future investigation.

Successful techniques include:
   • Recording the traditional lectures.  Students appreciate being able to watch the

lecture or read the text to prepare for class.  Having the lectures indexed allows the
student to watch only the portions that he or she needs.  Being able to re-watch
difficult portions of the lecture is another asset.

   • Brief, easy quizzes at the beginning of class can help encourage student preparation
for active learning and alert the instructor to students that are not prepared.

   • Exercises with multiple solutions and multiple levels of depth work best for
active-learning sessions.  
Challenges include:

   • How to select the student groups?  Letting students choose their own groups or
assigning them based on seating may not be the best option.  Students have different
levels of experience, and it may be best to group them according to their level of
experience and ability. 

   • How to effectively integrate peer review?  So far, most of the critique has come
from the instructor or from other students in a class discussion.  It would be nice to
have one group critique the algorithm, data structure, or proof of another group.

   • Most of the lecturing is done at the beginning of class, followed by the
active-learning session.  It may be more effective to lecture briefly, and then begin
the active-learning session.  The session could then be interspersed with brief,
informal lectures throughout.
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ABSTRACT
Programming, like any creative endeavor, involves some personal style
choices on the part of the programmer.  Within the computer science education
community, there are some programming style conventions that have been
widely agreed upon, because following them unequivocally leads to programs
that are easier to read and maintain.  In other cases, a programmer might
reasonably choose between competing styles, each of which provides similar
advantages.  This paper describes three instances where programming style is
more than just aesthetics - following these conventions can actually help a
beginning programmer to avoid mistakes and better understand the underlying
programming concepts that they are utilizing.

1 INTRODUCTION
Programming is a fascinating blend of engineering and art.  While software

engineering provides tools and methodologies for building reliable and cost-effective
software systems, the creative aspect of programming and the opportunities for personal
expression in the programming process cannot be denied.  In his 1974 Turing Award
acceptance speech [1], Donald Knuth wrote:

"When I speak about computer programming as an art, I am thinking
primarily of it as an art form, in an aesthetic sense. The chief goal of my work
as an educator and author is to help people learn how to write beautiful
programs. ... Programmers who subconsciously view themselves as artists will
enjoy what they do and will do it better. " 
In both art and programming, style is not a purely subjective matter.  For example,

there are some foundational elements of painting (i.e., brush techniques, effective use of
color) that must be mastered by the budding artist and integrated into his or her aesthetic.
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Similarly, within the computer science education community there are some
programming style conventions that have been widely agreed upon.  For example, any
introductory text on programming will mention the importance of selecting meaningful
names for variables, since names that suggest their purpose make code easier to read and
maintain.  

In addition to universally accepted conventions, there are some instances where
different programming style aesthetics compete, but without a clear advantage.  For
example, some programmers still argue religiously over where to put the opening
curly-brace on an if statement or loop: some advocate placing the curly-brace at the end
of the opening line for that statement/loop, while others advocate placing it alone on the
next line.  The debate persists because there is no clear advantage to either style.  Proper
indentation ensures that the code is easy to read, regardless of where the opening
curly-brace to placed.  

The following sections describe three style conventions whose benefits go beyond
aesthetics.  Each convention can assist the beginning programmer in avoiding errors and
in developing a stronger understanding of the underlying programming concepts
involved.  These three conventions are specific to the Java language, although the general
concepts can be applied to other object-oriented languages.

CATEGORY NAMING CONVENTION
classes
interfaces

Should be nouns, in mixed case, with the first letter
uppercase, e.g., CustomerDatabase.  

methods Should be verbs, in mixed case, with the first letter
lowercase, e.g., getCustomerID.  

instance/class variables
parameters
local variables

Should be nouns, in mixed case, with the first letter
lowercase, e.g., numberOfEntries.  Variable names
should not start with  '_' or '$' characters, even though
both are technically allowed.

class constants Should be all uppercase with words separated by
underscores, e.g., DEFAULT_SIZE.

Figure 1.  Java naming conventions (from http://java.sun.com/docs/codeconv/).

2 JAVA NAMING CONVENTIONS
The first style convention that can be beneficial to beginning programmers is a

non-controversial one: following consistent naming conventions.  Naming conventions,
guidelines for choosing the names of program elements, have been used extensively
within the software industry to develop uniform code that is easier to read, maintain, and
integrate across projects.   Even in the smaller-scale programs typically encountered by
beginning programmers, naming conventions can clarify the roles of different program
elements and can provide guidance when making design choices.  For example, if a
student knows that constants are represented using all-uppercase names, then he can more
easily identify them when scanning code.  Similarly, following the convention that object
and class names are nouns whereas method names are verbs provides design guidance to
beginners, making name choices less arbitrary and leading to code that reads more
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naturally.  Interestingly, research described in [2] suggests that poorly chosen identifier
names can not only hinder comprehension, but may also indicate confusion on the part
of the programmer and potential bugs in the code.  

While all programming languages support various naming conventions, Java is
noteworthy for its use of a central, well-established set of naming conventions that is
published by Sun along with other references (Figure 1).  Since all official Java code,
including the standard libraries, follows these conventions, a student reviewing code can
rely upon the conventions to help her understand the code.  For example, the following
Java expressions, although similar syntactically, suggest very different meanings:

Foo.bar() foo.bar()

By knowing the Java naming conventions, it is possible to distinguish between these
at first glance: the first represents a call to the static method bar in the Foo class, while
the second represents an instance method call on an object named foo.  A beginning
programmer who learns these naming conventions and follows them in his own code will
similarly experience the benefits of readability and will be able to seamlessly integrate
his code with existing programs.  

The value of following the Java coding standards is demonstrated by a survey of
introductory Java texts.  Some texts (e.g., [3,5,7]) explicitly refer to the Java standards
when describing the naming conventions used in the text.  And while others (e.g., [4,8])
may not explicitly refer to the Java standards, the conventions used throughout the texts
match the Sun coding conventions.  Despite the clear message being sent by textbook
authors, however, it is clear that many students are not being taught the importance of
following the Java naming conventions.  A search of online introductory Java courses
turns up numerous violations, most notably nouns for method names and inconsistent
capitalization.

3 CONSISTENT USE OF "this."
The next style convention, the consistent use of the "this." prefix for internal method

calls and instance variable references, is more controversial but has great potential for
assisting beginning programmers.  Recall that, in Java, a dot is used to denote object
ownership when calling a method or accessing an instance variable of an external object.
For example, die6.roll() specifies calling the roll method that belongs to (and is
being applied to) an object named die6.  Similarly, Math.PI references the public class
variable PI that belongs to the predefined Math class.  In cases such as these, the prefix
before the method call or variable reference is required in order to identify the particular
object being acted upon.  In contrast, internal method calls and instance/class variable
references do not require prefixes, as the current object is the implicit target of any
actions/references.  For example, another method within die6's class definition could call
the roll method as simply roll().  Likewise, a method of the Math class can access the
PI class variable as simply PI.

In my 10+ years of teaching intro Java programming, I have found that students are
often confused by the inconsistent structure of external and internal method calls and
variable references.  As soon as they begin to appreciate that the dot notation denotes
ownership and the application of a method to a particular object, they encounter internal
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method calls where the object is not explicit.  Similar confusion arises when
distinguishing between local variables and instance variables within a class.  Since there
is no dot prefix to identify instance variables as belonging to the object, references to
instance variables within methods have the exact same form as accesses to local variables.

While Java does not require explicit prefixes on internal method calls and internal
references to instance/class variables, it does allow for them using the "this." prefix.  The
Java keyword "this" denotes the current object, so adding it to the prefix of internal
method calls and instance/class variable references does not change their meanings.  It
does, however, make the format of internal calls and references consistent with their
external counterparts.  For example, consider the implementation of the Die class shown
in Figure 2.  The class has a single instance variable, numSides, which stores the number
of die sides (six by default).    Whenever, that instance variable is referenced in the class,
it is referenced as this.numSides, highlighting the fact that it belongs to the current
object.  Similarly, the internal method call this.getNumberOfSides() uses the "this."
prefix to highlight that the method is being applied to the current object. 

The cost of making "this." an explicit prefix on instance variables and method calls
is a minor one - the additional length of the references.  The benefits, however, are major.
First, the consistent use of "this." makes object ownership explicit and consistent.  Every
method call, whether it be internal (applied to the same object) or external (applied to
another object) has the same format: OBJECT.METHOD().  Similarly, every reference to an
instance variable explicitly lists the object: OBJECT.VARIABLE.   This consistent syntax
makes object ownership more transparent to a beginning programmer and reinforces an
object-oriented mindset.  Second, the consistent use of the "this." prefix makes the
distinction between instance variables and parameters/locals clear.  When the student
reviews a class definition and sees the "this." prefix on a variable, he knows that this is
an instance variable that belongs to the object (and persists between method calls).  A
variable without the prefix is a parameter or local variable that belongs to a method and
exists only while that method is executing.  This explicit distinction makes it easier for
a beginner to understand object state and variable scope.  Third, the use of the "this."
prefix for instance variables avoids naming conflicts that might otherwise arise.  For
example, in the Die class (Figure 2) there is an instance variable named numSides and a
constructor parameter with the same name.  Without the "this." prefix, different names
would have to be chosen for one of the variables, which usually leads to an abbreviated
and less meaningful name such as sides.

Despite the advantages of the explicit "this." prefix, no introductory texts
consistently use this style.  Most refer to "this" in a more limited context, especially with
respect to avoiding naming conflicts (e.g., [8,9,10]).  The strongest support for this
convention comes in [5], where Horstmann encourages programmers to try out the style
of explicitly listing the "this." prefix. In personal conversations, Horstmann has expressed
a personal preference for this style, but admits to not including it in his text because it is
not widely used.  Anecdotally, I have observed less confusion and a deeper understanding
of object concepts among my introductory-level students since I began emphasizing
"this."
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public class Die {
  private int numSides;

  /** Constructs a 6-sided die. */
public Die() {

this.numSides = 6;
}

  /** Constructs an arbitrary die.
   *    @param numSides the number of die sides */

public Die(int numSides) {
this.numSides = numSides;

}

  /** Accessor method for the number of die side.
   *    @return the number of sides */

public int getNumberOfSides() {
return this.numSides;

}

  /** Simulates a roll of the die.
   *    @return a random int between 1 and the number of sides */

public int roll() {
    int currentRoll = (int)(Math.random() *                     

       this.getNumberOfSides()) + 1;
    return currentRoll;
}

}

Figure 2.  A class for modeling dice (and demonstrating the use of "this.").

4 MAIN METHOD FOR CLASS TESTING
Over the past decade, studies have shown that integrating unit testing into

introductory computer science courses can help students learn the process of designing
and testing software (see [11,12], for example).  While many Java IDEs, integrate unit
testing functionality, unit testing has still not achieved widespread use at the introductory
level in colleges.  A justification commonly given by instructors is that introductory
programming courses are already too full of syntactic and technical details - adding
another programming tool and set of techniques is just not feasible. 

Some of the benefits of unit testing can be achieved using pedagogically inspired
IDEs such as BlueJ and Dr. Java.  Using BlueJ, a student can call any method on an
object by right-clicking on the object icon, selecting the method, and entering parameter
values in text boxes.  This direct manipulation of objects is very intuitive for beginning
students, allowing them to test each method individually (and alleviating the need for
"public static void main" altogether).  BlueJ and Dr. Java also have interaction panes,
where the student can enter snippets of code and test class methods without the overhead
of a separate driver class (or unit test).  While these features are handy, they do not
replace the full functionality of unit testing.  The student must manually test each method
of each class, and there is no automatic process for  retesting code after making
modifications.
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public class Die {
  private int numSides;

  /** Constructs a 6-sided die. */
public Die() {

this.numSides = 6;
}

  /** Constructs an arbitrary die.
   *    @param numSides the number of die sides */

public Die(int numSides) {
this.numSides = numSides;

}

  /** Accessor method for the number of die side.
   *    @return the number of sides */

public int getNumberOfSides() {
return this.numSides;

}

  /** Simulates a roll of the die.
   *    @return a random int between 1 and the number of sides */

public int roll() {
    int currentRoll =                    

(int)(Math.random()*this.getNumberOfSides()) + 1;
    return currentRoll;
}

  /** Main driver method for testing Die objects. 
   *    Constructs a 6-sided die and displays 20 rolls, then
   *    constructs a 4-sided die and displays 20 rolls.      */

public static void main(String[] args) {
    Die d6 = new Die();
    System.out.print(d6.getNumberOfSides() + "-sided die: ");
    for (int i = 0; i < 20; i++) {
        System.out.print(d6.roll() + " ");
    }
    System.out.println();
    
    Die d4 = new Die(4);
    System.out.print(d4.getNumberOfSides() + "-sided die: ");
    for (int i = 0; i < 20; i++) {
        System.out.print(d4.roll() + " ");
    }
    System.out.println();
}

}

Figure 3.  Die class with a main method for testing.

In most programming texts, classes are tested using a separate "driver" class.  The
driver contains a main method for creating an object of the class and calling methods on
that object.  Thus, to test the class, the programmer must add the driver to the project and
separately compile and execute that driver.  Unfortunately, requiring one or more drivers
for every class in a project can lead to a very cluttered project space.  An alternative style
that avoids project clutter while achieving some of the advantages of unit testing involves
integrating the driver's main method directly into the class itself.  For example, Figure 3
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shows the Die class with a main method added.  This method creates two different die
objects and displays the results of method calls on those objects.

By embedding the main method in the class itself, the programmer obtains the
advantages of the driver class without the clutter of additional classes in the project.
Popular IDEs such as netBeans and Eclipse allow the programmer to separately compile
files in the project and execute any file that has a main method.  Thus, by embedding the
testing code inside a main method in the class, the programmer achieves some of the
benefits of unit testing without requiring any additional tools.  Each class can be tested
independently (by executing its main method), and it is straightforward to retest a class
if any related code is updated.   

While this style of class design/testing does avoid cluttering the project with driver
classes, one drawback is that it clutters individual classes with main methods.  For
example, the Die class from Figure 2 models a real-world die object, capturing its state
and behavior.  Adding a main method for testing purposes (Figure 3) is not part of the
software model, and seeing it in the class definition or accompanying javadoc
documentation for the class might confuse some beginning programmers.   

5 CONCLUSION
Sometimes, programming style is more than just aesthetics.  The consistent use of

pedagogically sound conventions can actually help the beginning programmer to avoid
mistakes and better understand underlying concepts.  For example, following the Java
naming conventions can lead to code that is easier to read and maintain.  Consistently
using the "this." prefix for instance/class variables and internal method calls can help a
student understand object-oriented concepts and more easily differentiate between
variable types.   Adding a main method to every class in a project can achieve some of
the benefits of unit testing without introducing any new concepts or tools.  Conventions
such as these can not only assist the budding programmer in writing "beautiful" programs
(as Knuth would put it), but can also help them to understand difficult object-oriented and
software engineering concepts.
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ABSTRACT
This paper expounds upon the innovative use of social software to build and
organize an environment for healthy and thriving online communities that are
focused on interdisciplinary research and education. The exposition focuses on
a community engagement model that focuses on peer-to-peer support, learning,
sharing, and networking, to allow users to help each other in solving problems.
Examples of online tools and successful online communities are provided to
illustrate the various possibilities. 

1. INTRODUCTION: THE INDUSTRIAL REVOLUTION AND THE
INFORMATION REVOLUTION

When studying the history of the Industrial Revolution and comparing it with the
Information Revolution, one finds many parallels. The onset of the Industrial Revolution
marked a major turning point in human history. Major changes in agriculture,
manufacturing, mining, and transport had a profound effect on the socioeconomic and
cultural conditions of the world. This revolution was one of the most important events in
history because almost every aspect of daily life was eventually influenced in some
manner. The period of the revolution is associated with innovations that helped energize
the new socioeconomic changes [8, 10]. Knowledge of the innovations was transferred
through various means including: (i) networks of informal philosophical societies whose
members met to discuss science and its application to manufacturing; (ii) publications,
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such as encyclopedias that contained vast amounts of information regarding the science
and technology of the first half of the Industrial Revolution; (iii) study tours [1, 4]. The
Industrial Revolution can be characterized by the systematic application of science and
empirical knowledge to the production process [3].

The Information Revolution constitutes a historical epoch on a par with the
Industrial Revolution. In the second half of the twentieth century, the world has evolved
as a result of the Information Revolution and its influence on current socio-economic and
technological trends [7]. The development of technologies such as computers, digital
communications, and microchips, has led to dramatic reduction in the cost of obtaining,
processing, storing, and transmitting information. The massive explosion of information
has been facilitated by the technological revolution in computer applications and
telecommunication networks. The increase in the development of Information and
Communication Technologies has revolutionized various sectors, including
manufacturing, business, science and technology, schools and homes [15].  The current
age marks a new age of transformations and profound economic, social, and political
possibilities. Fukuyama argued that the wealth of information at consumers'
fingertips-combined with the ability to seek out and shop for exactly what they want
without regard to borders and other restrictions-would lead to a market-led
democratization [5]. At the base of any information system of any scale is a
communications system. With the rise of the Internet, we now have the means to meet the
most demanding communications requirements [2]. 

2.  THE USE OF WEB 2.0 AND ONLINE COMMUNITIES IN THE
INFORMATION REVOLUTION

We are presently entering yet another, more progressive phase of the Information
Revolution due to the development of Web 2.0, an interactive collaboration of online
social communities. This new juncture is distinguished by the forces of sharing, peering,
and networking that directly link more than a billion people and create a real world
interface. It represents the most robust platform of new networks of people, knowledge,
objects, devices, and intelligent agents, where innovations and social trends spread with
viral intensity.  Social software can be used to create an environment that provides a
sustainable architecture of participation. The Web 2.0 provides an opportunity to support
multiple conversations at varying levels of engagement, reaching both a target audience
and their extended social network [17]. This suggests the innovative use of social
software to build and organize an environment for healthy and thriving online
communities that are focused on interdisciplinary research and education. We recommend
communities which focus on peer-to-peer support, learning, sharing, and networking, to
allow users to help each other in solving problems. Some of the objectives of such
learning communities are to provide education and expertise for their members, to
establish a reputation as a successful tool of education, and to give visitors a place to
inquire and learn to improve their educational and research careers. 

Communities of students and faculty can be used to create and support a platform
for improvement of communication, collaboration, and innovation in the development of
ideas. These communities can foster a wealth in learning and scientific discovery by
creating goals that are focused on the people in the community [17].  The greatest support
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for the development and growth of online learning communities is an environment where
collaboration, knowledge, and innovations thrive via support and security.

Peer collaboration of online communities is built through volunteers that are
enthusiastic and motivated to offer their time, knowledge, and skills to help support the
communities. Such volunteers gain experience, exposure, and connections. They earn
respect and status within the community that is highly valuable in their future careers.
The necessary conditions for the success of the online communities are that each
community is based on the development and transfer of information that can be bifurcated
into small parts, with low integration costs. The community demands a leader who can
help guide and manage its social interactions by setting up a protocol for cooperation, and
motivating and coordinating collective actions over long periods of time. The rationale
for the success of such communities is that new economics via technology have low costs
and higher benefits of producing information.  The online communities are often more
efficient than firms or markets at properly allocating time and attention. This is made
possible through attracting a more diverse talent pool of participants that enjoy the
experience of peer production [17].

The wide accessibility, adaptability and expeditious utilization of information from
online communities promote the innovation power of a community by tapping into good
ideas that would otherwise be hard to find. Open source makes the inner workings of
technology apparent, allowing others to build upon and improve novel innovations [20].
An additional benefit of online communities is that the software technology it makes use
of can also provide the ability to measure and quantify the success of the participants of
the network.

3. VARIOUS TECHNOLOGIES AND TOOLS  
We describe some of the various technologies that are used to build the social

communities [9]. 
Blogs are written expressions of ideas that encourage commentary regarding the

ideas presented. They combine text, images, links to other blogs, web pages, and other
media related to its topic. Large networks of blogs create a blogosphere that consists of
relationships between blogs and their authors [9]. 

Microblogs are a form of multimedia blog that allows users to write brief messages,
text updates or micromedia and to publish them. These messages can be made public or
restricted to a group which is chosen by the user. They can be submitted by a variety of
means, including text messaging, instant messaging, E-mail, digital-audio, or the web
[19]. 

Podcasts are an audio and video expression of ideas that encourage comments [9].
Social Networks such as LinkedIn, MySpace, or Facebook allow members to

maintain profiles, connect with each other, and interact [9].
Wikis are an informational tool which allows for shared contribution and

responsibility for maintaining information. The community screens all possible changes
based on its rules and regulations. Wikis are useful as a tool for collaboration in group
projects [9].
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RSS (Really Simple Syndication) is a tool that brings updates from blogs, news, and
various websites [9]. 

Twitter is a free social networking and micro-blogging service where users have up
to 140 characters to communicate to others. Users can link to posts that can be made
public or kept private. Twitter is utilized in various settings as an invaluable tool towards
meeting difficult objectives [11, 18, and 19]. Many libraries use Twitter as an educational
and professional development tool, as well as an advertising tool.  Teachers use Twitter
to both network and tweet with more experienced teachers and coaches. Twitter provides
a direct source of professional support and an online learning community for new
teachers who lack mentoring support and coaching in their school districts. Additionally,
Twitter can be a very useful resource for supporting research communities. It provides
users instant access to experts in each field of interest [16]. 

4.  EXAMPLES OF ONLINE COMMUNITIES
In this section, we give examples of successful online communities which can be

subdivided into the following four categories: Social, Business, Education, and Research.
These examples serve to illustrate the applicability and usefulness of online communities
in all walks of life. 

4.1 Social 
CarePages is an online communication system designed to help patients cope with

their illnesses and stay in touch with family and friends. It is a specialized blogging
system designed for patients to post updates for family and friends who can, in turn, send
support messages for the patients. Some benefits of this community are that it can lessen
the burden on patients and their families, and that it allows well-wishers (both friends and
strangers) to post friendly messages [9]. 

American Cancer Society Cancer Survivors Network is a vibrant source of support
for cancer victims. The network lets patients help each other by sharing personal stories
and life experiences. Such networks can be used as referral systems for recommending
high quality physicians based upon personal experiences [17].  

4.2 Business 
InnoCentive consists of 90,000 registered scientists from 175 countries to provide

solutions to companies in science and technology. It links experts to unsolved research
and development problems by tapping the talents of a global science community without
having to employ all of its workers on a full time basis. Werner Mueller is a chemist who
was able to solve a given problem on InnoCentive. A pharmaceutical company required
a cost effective method of producing an early stage raw material. Mueller recognized this
product from decades of experience as a chemist, submitted a solution and received
$25,000 [17]. 

Linus Torvalds created a simple version of the Unix operating system and shared it
with other programmers via an online bulletin board. This creation eventually led to the
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creation of Linux, a multibillion dollar ecosystem operating system that is useful for
hosting Web servers, databases, and supercomputers. Linux is under general public
license, i.e., anyone could use it for free, provided that they make changes that are
available to others. An informal organization emerged to manage the ongoing
development that gets input from thousands of volunteer programmers. Many companies
consider Linux to be keystone software. IBM donated large volumes of proprietary
software code and established teams to build Linux open source communities [17]. 

4.3 Education 
One important facilitator of education is the ability to access relevant information

in an efficient and accurate manner. In past generations, multivolume encyclopedias
served this purpose. These are often difficult to access and utilize to find desired
information. Today, Wikipedia is the largest encyclopedia in the world.  It is created by
volunteers who are passionate about their work, runs on an open platform and builds on
the Web software wiki. It contains four million articles in 200 languages and provides
free access to the sum of all human knowledge. Collaboration among users improves its
content over time. Due to its extreme openness and its allowance of anybody to be an
editor to most articles, it is vulnerable to inaccuracies and false statements. Despite this
weakness, it still has a high accuracy evaluation report. Nature magazine performed a
comparative analysis between Wikipedia and Britannica. Wikipedia contained four
inaccuracies for every three from Britannica [6]. It is a dynamic and evolving body of
knowledge that is adaptable to fix its mistakes. It is continuously growing, adding new
entries, reviewing, and updating new facts.  As a result, it taps an infinite wealth of talent,
energy, and insight that far exceeds Britannica [17]. 

Wikipedia has started wiki sister projects such as Wikiversity, a project that is
devoted to creating learning resources, learning projects, and research for use in all levels,
types, and styles of education from pre-school to university, including professional
training and informal learning. This is in line with the Web 2.0 philosophy of advancing
knowledge and education via new technology. Similarly, by November 2007, MIT
completed the initial publication of virtually the entire curriculum, over 1,800 courses in
33 academic disciplines, in there online project known as Open Course Ware (OCW)
[17]. The MIT faculties are passionate about their teaching and are keen to see their work
benefit global society [12]. 

The educational process can be greatly enhanced through the development of online
learning communities. A learning community is a network of people who care about a
specific issue, problem, or debate. This notion can be expanded to include a wide range
of experts in many different fields via the interactive learning process that develops as the
community works together. The members of each learning community can pose
challenging questions to one another, point to valuable resources, and provide instant
responses to questions posed. The use of online learning communities can support
students' learning process with collaborative assignments, facilitation of active discussion,
and promotion of the development of critical thinking and research skills. Learning with
technology allows participants to explore issues with wide applications at there fingertips.
Students participating regularly in an online course will improve their ability to use
technology with confidence. The students play a much more active role in their learning,
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while the teacher becomes a mentor and a guide. In such an environment, collaboration
between student-student and teacher-student are essential to success. The outcomes and
benefits of an online learning community are due to a great wealth of knowledge
acquisition. Students learn about the technology through its use. They learn about
themselves and their own learning styles, and about how to collaborate with others in the
problem solving process. They become increasingly confident in their abilities, feel
empowered to work in a manner that best suits them, and seek out the information they
need for a given task [13]. They are forced to learn how to think quickly, to adapt to
changing conditions, to build alliances to address large-scale challenges, and to work
comfortably in a global information environment. These skills are the keys for the
creation and communication of ideas. They provide a way to develop an educational
system that can help students learn to work in a world culture [14]. 

We give some examples of the learning projects that have been used in various
learning communities. Electronic field trips are used to help students join teams of
researchers, scientists, and technicians exploring distant regions, such as a rain forest,
Antarctica, or Mars. Telerobotics tools combine research and communication, making it
possible for students to direct a telescope to look out into space from their classroom. In
globe projects, students from around the world collect, compare, analyze data on air
temperature, air pressure, and wind speed. With the use of online science centers,
visualization tools make it possible for students to display whatever data they collect and
wish to share. These are but some examples of how online communities can be a
powerful tool in the educational experience [14]. 

4.4 Research 
The Human Genome (HG) Project is the key to eliminating dreadful diseases such

as diabetes and cancer. Its applications in agriculture and ecology could help end hunger.
Pharmaceutical firms abandoned proprietary HG projects to support open collaborations
that will cut costs, accelerate innovation, create more wealth, and help society reap
benefits of HG research more quickly.  A robust scientific commons is the best way to
ensure the full potential of the genomic revolution [17].

Open Wet Ware is an MIT online research community designed to promote the
sharing of information, know-how, and wisdom among researchers and groups who are
working in biology and biological engineering. It has twenty labs at different institutions
around the world that use its website to swap data, standardize research protocols, share
materials and equipment. It provides more dynamic ways for publishing and evaluating
scientific work. It is built on the MediaWiki software that provides blogs, protocols-share
techniques, and discussion groups [17]. 

The Google enterprise has grown to be a leader in both computer hardware and
software due to social networks and relations, without any media or promotions. People
feel emotionally engaged to its search engine. Its founders, Sergey Brin and Larry Page,
provide strong leadership with grand ambitions that are the key factors of Google's
success. They motivate a variety of scientists, mathematicians, and engineers by engaging
them with challenging problems and creating an environment that solicits new ideas and
constant growth and progress. Thus, the Google Company is constantly introducing new
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features and services at a very rapid pace. It is working on research projects, such as
molecular biology and genetics, by creating search engines for massive scientific data
using data bases and computing power. Such projects may lead to significant
breakthroughs in science, medicine, and health. Google is also in the process of digitizing
millions of books from various libraries with the objective of using search engines on all
the acquired information. Thus, it promises to create a far reaching educational, scientific
research, and social impact [21].

5. CONCLUSION 
This paper described the force of collaboration through the online Web 2.0

environment. It is a new way for social communities to learn, innovate, discover and
interact by providing motivation, support, and experience. The key factor for success in
such communities is harnessing external knowledge, resources and capabilities [17]. We
illustrated with examples successful communities from the various fields of social,
business, education and research. The availability of free access to the massive
information due to such communities is unprecedented throughout the history of the
world.
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ABSTRACT
In 1999, SIGCSE 2000 Conference Co-Chairs, Boots Cassel and Nell Dale,
asked Program Chair, Henry Walker, to develop the first iteration of a
Web-based paper submissions and reviewing system. Due to the efforts of
Ernie Ferguson, CCSC-CP was the first non-SIGCSE conference to use this
system, and the system was used by CCSC-CP for 2006, 2007, 2008, and
2009.  The current system for CCSC-CP 2010 utilizes the 11th version of this
software.  Each version has implemented refinements, new capabilities, and
adjustments.  Reflections on the evolution of this system yield numerous
lessons for software and Web-based systems.  This paper discusses 10
(hexadecimal) observations that can help in the design of future software
applications.

1.  INTRODUCTION
For SIGCSE 1999 and prior symposia, authors submitted several copies of their

papers through the mail, and the Program Chair mailed copies to reviewers.  By SIGCSE
1999, Program Chair, Robert Noonan, allowed reviewers to email their reviews, both
papers and reviewers were entered into a database, and a series of scripts helped in the
computation of ratings and tabulation of reviewer comments.

For SIGCSE 2000, Symposium Co-Chairs, Boots Cassel and Nell Dale, envisioned
a Web-based system to give authors a choice of either hard copy or electronic submission
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of their papers.  Further, they hoped the submission of all reviews could be done over the
Web.  In response, Program Chair, Henry Walker, led a team that initiated an online
system for the submission and review of papers.  Since 2004, John Dooley has joined
Henry Walker in developing and maintaining the software.

Since SIGCSE 2000, the software development has involved three major revisions
and numerous refinements, and the system now exceeds 40,000 lines of code.
Refactoring has become a way of life for this project, and much attention is paid to a
clean design and structure when considering the refinement and expansion of new
capabilities.  Over the years, the system has experienced reasonable success, and in recent
years it has been used by eight conferences (including SIGCSE symposia, ITiCSE
conferences, SIGITE conferences, several CCSC conferences, and ACM-Southeast).

This paper reflects upon what the developers have learned from this process.
Although some elements of the system are specific to individual conferences, the process
also illustrates several general principles.  In particular, this paper describes 10
(hexadecimal) lessons that may apply to a wide range of projects and system designs.

 2. 10  (HEXADECIMAL) LESSONS
For convenience in exposition, the lessons are divided into four categories: diversity,

streamlining routine requests for system-administration, maintainability and flexibility,
and details and mechanics.

2.1  Diversity
From its beginning, the submission and review system was intended to serve the

international computing-education community.  Thus, the software needed to display
material in a reasonable way, with good functionality, on a variety of computer systems
(e.g., operating systems and browsers) internationally.  Development of the system then
facilitated broad involvement by both authors and reviewers around the world.

0.  Expect browsers to render Web pages differently
Various browsers render html differently.  Further, many browsers provide enhanced

capabilities for the display of data.  However, special functions that work beautifully on
one browser may create awkward displays on other browsers; sometimes pages may
appear blank on alternative browsers.  To address this situation, we have made an
on-going effort to follow the standards of the World Wide Web Consortium (W3C).
When pages conform to W3C standards, browsers may differ on specifics of display but
pages generally appear in some reasonable way.

Pragmatically, in the early years, getting software to work at all in the time required
was a major challenge; for better or worse, we did not have time to consistently check
W3C standards.  In recent years, we have used the W3C validator at
http://validator.w3.org to check various system pages.

Even with W3C standards, however, we periodically encounter bugs in specific
versions of browsers.  For example, the online program utilizes a range of formatting
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techniques and is regularly verified for conformance to standards.  However, a recent
release of a common browser did not render one part of the standard properly, and the
online program appeared blank on those browsers.  In such cases, it has been necessary
to rethink the submission and review scripts to determine a workaround for the problem
- the pages must work reasonably, even if a common browser has errors.

1.  Utilize a submission format that will look the same in all browsers
Beginning with SIGCSE 2001, the submission and review system has accepted only

pdf format.  For SIGCSE 2000, we accepted both html and pdf, but reviewers found that
papers in html appeared in a wide variety of formats; authors could not be assured that
reviewers would see a paper in a form related to what they thought they submitted.  Some
CCSC conferences have asked that the system utilize other formats, but numerous reports
indicate versions of Word and other word processing packages appear differently in
various computing environments.  Thus, the current system does not accept these
problematic formats.

2.  Avoid JavaScript, or duplicate JavaScript at the server
The SIGCSE 2000 software relied upon JavaScript for error checking.  The goal was

minimize network traffic and to keep the load on the server low by doing checking at the
browser. After a user completed a form, JavaScript running on the browser reviewed the
data for completeness and obvious errors.  Thus, at the server, we believed that we could
assume submitted data was correct.  However, during the reviewing process, we received
numerous complains that review submissions yielded an error message.

Subsequent investigation suggests that many SIGCSE members, perhaps 30%-40%,
turn off JavaScript on their browsers for security.  Thus, if review form data contained
errors or omissions, the browser would not detect problems, and the server did not work
properly.  We speculate that as many as a couple hundred reviews were lost for SIGCSE
2000.

In response, error checking now occurs at both the browser and the server. Users
with JavaScript enabled will get quick error messages and warnings, as appropriate; and
this remote processing can be done without network traffic and with no load on the
server.  However, since 2001, the same checks are repeated at the server, so errors are
identified whether JavaScript is enabled or not.

3.  Using Web-based system encourages international submissions and enables
international reviewing

One great benefit of a Web-based system is that the submission and review of
materials does not depend upon traditional mails.  In particular, before SIGCSE 2000,
reviewing was limited to North America - it simply took too long for papers to be mailed
to Europe, South America, and Asia.

In addition, as part of an effort to increase membership participation within
SIGCSE, the organization encouraged SIGCSE members to become reviewers for the



CCSC: Central Plains Conference

199

symposium (and later for the ITiCSE conferences).  As a result, reviewing has become
an extremely popular activity.  For example, of the 1079 reviewers in the SIGCSE
database in September 2009, 825 (about 76%) were from North America, and 254 (about
24%) were from outside North America.  Reviewers could sign up to review for the
symposium, the ITiCSE conference, both, or neither.  Of the 845 available for the
symposium, 680 (about 80%) were from North American and 165 (about 20%) were from
outside.  Also, of 686 available reviewers for ITiCSE conferences, 490 (about 71%) were
from North American and 196 (about 29%) from outside.  Also, since circumstances can
cause a reviewer to be unavailable temporarily, 177 reviewers (127 - about 71% from
North America) were inactive in September 2009.

This number of reviewers has allowed both recent SIGCSE symposia and ITiCSE
conferences to send each submission to 6 reviewers to obtain a range of perspectives.
Anecdotal evidence suggests the involvement of SIGCSE members with reviewing also
has helped increase both conference attendance and SIGCSE membership. 

Specific attendance figures are not available to compare CCSC reviewers and
attendees, but on-line reviewing and on-line conference programs may encourage
attendance at CCSC conferences as well.

4.  A Web-based system enables both submitters and reviewers to wait until the last
minute before sending in materials

Authors submitting papers before SIGCSE 2000 relied upon the postal system to
deliver their materials; typically materials had to be postmarked by a deadline.  However,
variability of mail delivery encouraged early submissions, so authors were confident their
submissions would arrive in time.

With Web-based systems, authors can take advantage of available time to review
their work (or to write up articles at the last minute).  In contrast to the early years, most
submissions now come in very close to the deadline.  For example, SIGCSE 2009 had
Friday, August 29, 2008, as its submission deadline.  Of the 305 papers submitted, 9 (3%)
were submitted before August; 41 (13%) (including the earlier 9) were submitted over 1
week before the deadline; 264 (86%)were submitted during the last week; 51 (17%) were
submitted the day before the deadline; 164 (54%) were submitted on the last day.
Patterns for CCSC and other conferences seem similar.

2.2  Streamlining Routine Requests for System Administration
Day-to-day tasks of system administration are often straight forward. However,

processing of numerous requests can take considerable time.  To control the
administrative work load, tools should be developed to allow users or conference leaders
to handle many routine tasks.

5.  Use a Permissions table to handle deadlines
The submission and review system includes a table within the database that specifies

permissions.  The table is divided into numerous fields corresponding to various
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activities, and the table has just one record.  If the record's field indicates "Yes" for a task,
users are allowed to perform that activity.  If the field indicates "No", users are not.  For
example, one field specifies whether submissions are allowed for papers, and the
submission scripts reference this field.  Before the submission deadline, the field is "Yes"
and papers can be submitted or updated.  When the deadline has passed, the conference
leadership changes the field to "No", and submissions are cut off.  With this approach
system administrators need not be involved regarding decisions of deadlines, and policies
can be set by the conference leadership.

To further enable leadership to take control, a Web-based administrative script
allows conference and program chairs to change database fields.  Thus, with a simple
browser interface, any leader with Internet access can edit the Permissions table to change
a field to "No" after a deadline passes.

6.  Expect users to maintain their own data, and send confirmation notes for database
updates

For SIGCSE 2000, authors either submitted their papers entirely online or submitted
author/title data online, backed up by hard copy.  However, the system had not advanced
to allow them to change their data.  Thus, after acceptances were mailed, authors were
instructed to contact the administrator to revise fields (e.g., co-author names, paper titles,
etc.)  In all, 78 papers were accepted for SIGCSE 2000, and the Program Chair received
in excess of 80 requests for changes; some papers required no changes in author/title data,
but multiple requests were received for other papers.

Thus, for SIGCSE 2001 and for subsequent CCSC and other conferences, the
submission and review system allowed both authors and reviewers to update their own
data.  Further, to verify changes, the update scripts send email to individuals when data
are changed, so adjustments can be reviewed and refined further if necessary.  From time
to time, leaders still may need to make special changes, but the vast majority of the work
of updates now can be done by the users themselves.

7.  Assume submitters and reviewers will forget their ID numbers and passwords
In most years, the most common question asked to system administrators involves

forgotten numbers and passwords.  Authors misplace email with their paper numbers,
reviewers forget their reviewer numbers, and many users forget their passwords.

To resolve such difficulties, at least two solutions are possible.  In the early years,
an administrative script was developed to look up author and reviewer data, based on
either last name or possible ID.  With this script, many email requests could be answered,
although in practice information would only be sent if the email in a user's record
matched the email request.

More recently, reviewers are able to get their password information by identifying
themselves in a special form.  Email information is sent to the email address on record
in the database.  Of course, if email addresses are misspelled, the administrator still may
receive email requests for ID/password information from users.
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With either approach, it is vital for administrators to be able to respond quickly and easily
to requests for forgotten IDs and passwords.

2.3 Maintainability and Flexibility
A software system is useful only if it addresses actual needs.  However, hardware

and software sometimes go down, the user community changes over time, and
expectations evolve. 

8.  Use symbolic links for early, regular, late, system-down pages
For a typical conference, work on the submission and review Web site involves

several stages.  First, scripts are ported to a new directory, the database is cleaned from
any past conference(s), and style sheets and details are adjusted to reflect the new event's
look and feel.  Next, the site is tested, to be sure it works as envisioned by conference
leaders.  Then, the site is open for active use.  Finally, deadlines pass, and submissions
and reviews are no longer accepted. 

With this process, it is helpful to have a general "site under development" page at
the start, live scripts for database processing in the middle, and a "submissions are closed"
site at the end.  

In addition, users need to be notified in the case that a database server is down.  
Although each of these capabilities involves different pages, submissions and

reviewer registration should be accessible through a single Web URL.  For example, the
general conference pages should list submission.shtml, and this reference should not
change over the duration of the conference.

Symbolic links are particularly useful in this context.  Conference pages specify
links for submissions and reviewer registration, submission.shtml and
reviewerRegistration.shtml. In practice, both of these files are symbolic links.  During site
development, submission.shtml refers to an "under construction" page,
submissionEarly.shtml.  This link is changed to active submission scripts when papers
are accepted.  The link is changed a third time to submissionLate.shtml when all
submissions are closed.  In addition, submissionDown.shtml notifies users if the database
software or platform is malfunctioning. 

9.  Expect numerous suggestions, many of which will be contradictory
As the system has evolved, conference leaders have changed, and users have

expanded their expectations.  Thus, over the years, we have received a steady stream of
suggestions, and this feedback is greatly appreciated!  As a practical matter, however,
users have different perspectives, and ideas may not be consistent.  Further, the system
depends upon some philosophical and policy decisions.  With such diverse viewpoints,
it would be easy for tinkering with the system to yield chaotic code over time.
Adjustments in one place could easily undermine the database or script processing
elsewhere.
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With so many suggestions, therefore, it has been essential to maintain a clear,
conceptual view for both the design and implementation of the system.  If one is not
careful, a simple technical fix has the potential to solve one problem, but create many
more.  To allow long-term reliability and maintainability, it has been essential to assess
each potential refinement within the overall structure.  

Altogether, we have been delighted to accommodate ideas and refinements, when
these viewpoints seem consistent with the overall framework of the system.  However,
brainstorming is needed to find alternatives, when philosophies collide.

A.  Don't underestimate the value of documentation!
Conference leaders must tackle dozens of tasks in their planning, and much of this

work involves handling submissions, reviews, acceptances/rejections, and the final
program.  Although we have tried to support these tasks with the submission and review
system, tasks for the leadership are often detailed.  Further, leaders rotate in their
responsibilities, and new leaders are involved on a regular basis.

To help leaders, particularly new leaders, work through their numerous activities,
documentation is essential.  Leaders must know what tasks they need to do, and they need
guidance in how that work might be done.  Current documentation, therefore, provides
considerable detail for numerous tasks - now extending to about 50 pages.  Of course,
keeping the documentation in synchronization with system refinements is a constant
challenge.  However, most day-to-day questions received from conference leaders relate
to incomplete or outdated documentation.  When documentation is current, clear, and
complete, conference activities seem to go rather smoothly (at least from the standpoint
of electronic submissions and reviews).  Interested readers can find documentation for
CCSC CP-2010 at http://www.cs.grinnell.edu/~ccsc/ccsc-cp2010/documentation.shtml.

2.4  Details and Mechanics
The submission and review system has evolved remarkably over its 11+ years of

existence.  Several low-level details and capabilities have made a significant difference
in the systems evolution and use.

B.  Organize database tables conceptually rather than by common data
For historical reasons, the SIGCSE 2000 system contained one table for people; the

same table was used for both authors and reviewers.  Likely, this common table saved
much manual data entry.

However, early experience with the Web-based system indicated that different
information was needed for submitters and for reviewers.  A careful review of fields
indicated that some data were needed for both groups, some only for submitters, some
only for reviewers, and some stored data were never used.  

In addition, over time, people might use multiple email addresses, and people might
change institutional affiliations.  Also, in moving from one conference to the next,
reviewers should continue in the database, but not authors (until they write another
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paper).  Altogether, it was extremely difficult, perhaps not even possible, to match a
reviewer with an author; and data from one year might or might not relate to data the next
year.

With these observations, the database was redesigned for SIGCSE 2001.  Authors
and reviewers were conceptually different, even though they had some common fields,
and their data were used differently.  In retrospect, this adjustment simplified many later
refinements of the system.  When database tables match a clean, conceptual model, the
design of scripts can proceed reasonably smoothly.

C.  Use include files/style sheets/table-driven options
In writing the SIGCSE 2000 scripts, the design team was thrilled to develop working

scripts within a tight time frame.  Also, with limited experience, it was difficult to
anticipate how a system might evolve in the future.  As a result, elements of the
look-and-feel of the conference were hard coded into the scripts, as were conference dates
and leaders' names.  

Of course, for SIGCSE 2001, these details had changed.  Thus, at an early stage,
header files were used to specify conference logos.  Further, a separate file was developed
with variables to handle numerous conference details (e.g., conference name, year,
location, dates).  These pieces allowed administrators to change just a couple of files
when moving from one conference to the next.

Within a few years, conference Web sites had become more sophisticated, with style
sheets specifying a consistent look and feel; and style sheets too became part of the
submission and review system.

Within another few years, leaders wanted to add panels and special sessions to
online submissions, in addition to papers.  Leaders for CCSC and other conferences
identified still more submission categories.  For new categories, scripts could use much
of the capabilities developed for papers, but wording required adjustment.  For awhile,
duplicating paper scripts with edits provided a solution.  However, with the addition of
workshops, birds-of-a-feather, and other categories, the approach of separate software for
new categories was clearly unrealistic. 

A nicer solution has involved the creation of a new table to handle submission types
and form options.  Fields in this table provide extensive data on numerous choices and
options for each category of submissions.  For example, one field involves submission
deadlines, another the name of the table used to store submitter information, and another
the type of review form to be used.  Once established, scripts can tailor the display of
forms, gathering of data, and processing of information according to the parameters
specified for each category of submission.  As a side effect, the online program can adjust
the presentation of sessions, according to additional category parameters. 

D.  Have common script for submitter or reviewer or administrative login
Much processing requires authentication.  For example, only an author, designated

reviewer, or conference leader should be able to access a paper.  General conference
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leaders should have access to any part of a system, but panels' or workshops' chairs can
only access submissions in their purview.

To simplify authentication for much processing, a common script handles this work.
The authentication script checks passwords and sets underlying variables as needed.
Other scripts simply include this function for protection.  This approach requires
moderate care in writing the basic script for authentication.  However, including this
script elsewhere provides a reliable mechanism for enforcing security through much of
the system.

As an additional feature, once an administrator, conference leader, or user logs in
successfully, the authentication script can set environment variables to remember this
success - at least for a short time.  Thus, processing can go from one task to the next
without the need for constant logins - until the time limit expires.

E.  Sending email requires flexibility and options for testing
Conference leaders must send periodic communications to both submitters and

reviewers.  Submitters need to know about acceptance or rejection; and authors of
accepted papers must know about forthcoming deadlines and procedures.  Reviewers
need to know their reviewing assignments, and they need reminders and status reports as
reviewing deadlines approach.

Each email will likely draw information from the database within the context of
other text.  The submission and review system accomplishes this task by allowing leaders
to upload a template for a letter.  Within the template, scripts insert designated variables
from database records.  For example, when the variable $rev-assign appears in a template
for reviewers, a script includes a list of submission assignments for each reviewer before
sending email.

Once a template is prepared, leaders need to review sample letters before they are
sent.  Thus, the email scripts operate in two modes.  Testing mode (the default) composes
full letters, but sends them to the leader (for checking) rather than the submitter or
reviewer.  "For real" mode uses the actual email addresses of users.

In addition in sending email, some letters go to specific categories of recipients.  For
example, authors of accepted papers should receive different letters than authors of
rejected papers.  For both submitters and reviewers, leaders can choose distribution
among several groups; and over the years, the range of distribution groups has expanded
greatly.

In the actual sending of email, the system relies on a departmental email server.
Although this normally works well, the server occasionally becomes overwhelmed or
otherwise shuts down.  To resolve any difficulties in this sending of email, the scripts
allow leaders to send email to authors or reviewers with IDs in a specific range, and a list
of each recipient is send to the Web interface as an email is sent.  By default, email goes
to all people with any ID.  However, if a leader wants to send a test message to just a few
people, the leader can specify just a few people (e.g., ID 1 to 10).  Also, if email starts,
but the server stops for any reason, the Web list shows how far the process went, and the
next batch of email can be restarted where the last left off.
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F.  Refactoring not only aids maintenance, but also helps standardization of elements
of forms (e.g., subject display, country display)

Common software practice suggests that developers should constantly review their
code to find common activities.  These tasks then can be abstracted into a library of
common functions that can be used throughout the application.  Such refactoring can aid
reliability and maintenance.

For Web-based applications, refactoring also can provide substantial assistance in
standardizing forms and user interfaces.  For example, forms for both submissions and
reviewer registration ask for an individual's country.  By placing this part of a form within
a function, all forms are guaranteed to utilize the same codes and have the same
appearance.

Similar results apply to the display of subjects identified by submitters or by
reviewers.  In this case, however, the abstracted design requires considerable care.  In
particular, subject areas, such as "not appropriate for this conference", are not relevant
for authors, but reviewers might find this designation appropriate.  Similarly, some
subject areas might apply to authors, but not reviewers.  Finally, some subject areas might
apply to some submission categories (e.g., videos), but not others.  All these combinations
can be organized into a nicely refactored function, but considerable care is needed in
finding a clean and elegant design.

3.  CONCLUSIONS
The current submission and review system has helped facilitate the transition from

a paper-based system to a Web-based interface for several categories of conference
submissions.  Reflection on the evolution of this system may inform the design of other
systems.

The system for SIGCSE 1999 began when Web-based applications were just
emerging, and the authors hope that subsequent systems have been helpful to the
community.  In recent years, more general submission and review systems have begun
to emerge, and it is possible that these may supersede the current
SIGCSE/CCSC/SIGITE/ACMSE system.  Regardless of the nature of future software,
the last decade of experience provides lessons for software development that may be
useful in a range of applications.
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ABSTRACT
The design and execution of the capstone project in a computer security course
is described in this paper.  The course followed a 'black hat/white hat'
philosophy, teaching both offensive and defensive techniques and tools.  The
project required students working in small teams to apply awareness of
common system weaknesses and knowledge about available tools for attack
and defense to locate several "flags" within a network in a limited time frame.
The target network was accessed through a virtual private network (VPN),
which provided a measure of security to the university and secured the
connection between the students and the target.

BACKGROUND
At the 2005 SIGCSE Symposium, the session on computer security sparked a lively

exchange between two presenters and actively engaged the large audience.  John
Aycock's and Ken Barker's (University of Calgary) paper offered the rationale for a
course on computer viruses and malware.  The course had caused some controversy
because students were taught both how to create viruses and how to defend against them,
a so-called "red team" approach.  Patricia Logan (Marshall University) followed with a
paper [2] (co-authored by Allen Clarkson) which, while also supporting the teaching of
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attack-based techniques, emphasized the need for other issues to also be covered.  First
among these was ethics.  Others included appropriateness of course content, university
security concerns, and security lab design.  What made the session stand out was the
eloquent and well-reasoned opposition Dr. Logan took to the Calgary approach and the
interaction which developed between the two presenters.  The discussion was
enlightening, energetic, and collegial.  Audience reaction visibly swayed between the two
with no clear consensus for either position.

After considering what had been heard at that presentation, an attack-based -- or
'black hat/white hat' -- approach became the format of a graduate cybersecurity course at
Saint Xavier University.   The Department of Computer Science places an obvious
emphasis on ethics in every course in its curricula at both graduate and undergraduate
levels.  That met one of the concerns Logan had expressed.  Questions of lab design and
the security of the campus networks were answered through close consultation with the
university's Systems Group. Thus, the course has blended the best reasoning of both
presenters in the SIGCSE session.

The course has now been taught three times in this attack-based format.  Students
and faculty refer to the course jokingly as "the Dark Arts course."  Details of the course
curriculum have been previously described [3].  The culminating project, however, was
changed significantly for the third course offering and is described in this paper.  That
project would be equally applicable to an undergraduate course.

The time invested in creating and implementing a computer security course and the
projects in it is not trivial, as anyone who has done so will undoubtedly testify.
Hardware, software, logistical, and institutional security considerations abound.  Tikekar
and Bacon [4] described these challenges and offered their perspective on handling them
in an excellent 2003 paper.  Yu [5] adds additional practical details, such as rules for
avoiding potential illegal activities.  The ACM Journal of Educational Resources in
Computing devoted an entire special issue in 2006 to resources for such courses [6]. The
lead editorial laid out the case and highlighted many of the issues Tikekar/Bacon and Yu
also identified.

In the following sections, the exercise is described, then details of the hardware and
software setup are outlined.  Responses of students and staff are noted and plans for
further development are identified.

THE CAPSTONE EXERCISE
The capstone exercise -- called "ByteMe! 2008" -- was designed primarily by a

CISSP-certified security specialist who served as consultant to the instructor and the
students.  The final six weeks of the course were devoted to this effort.

Week(s) Content
1 Meet with consultant

2-5 Locate the 5 flags
6 Submit written & oral reports
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The initial meeting with the consultant involved a comprehensive presentation about
the cybersecurity field as a profession, the challenges faced by security specialists, the
need for corporate planning for prevention and response, and the importance of ethical
practices.  Then the project itself was introduced, teams were identified, the "rules of the
game"  were discussed, and specific technical details were distributed.  At the end of the
presentation, the clue to the first flag was released.

The rules were simple and straightforward:
  1. Never use any tool outside the VPN connection! 
  2. Maintain a log of all activities to be submitted at the end of the exercise. Include all

pertinent data (date, time, person conducting test, tool/activity, arguments applied,
results obtained, intended goal, etc.)

  3. Log details of all vulnerabilities found along with suggestions for hardening
  4. Goal: Locate and record the textual contents of five (5) "flag" files located at various

depths in the Acme Widget network
  5. Last chance to complete the exercise: <date inserted here>
  6. Report and submission of logs: <date inserted here>

Although it was possible to work outside the department's lab, most students
confined their work to that facility to avoid possible problems with external ISPs.  There
were spirited attempts to socially engineer information among the groups, and sometimes
they were successful.  Overall, however, the groups maintained a level of privacy which
surprised the instructor.  Not until the final week was there any apparent move toward a
concern for the group as a whole.  In the closing hours, some people from successful
groups did mentor struggling groups.

DETAILS:  HARDWARE/CONNECTIVITY
The department's lab workstations were dual-boot Windows XP Professional and

SuSE Linux.  A virtual private network (VPN) connection was established with the
consultant's hardware using Checkpoint's VPN-1 SecureClient.  SecureClient is
Windows-based so the Linux tools were not available.  This was taken into consideration
in the placement of the flags.  Using a VPN client allowed the students to securely
connect to Acme Widgets without interference to the university's network.  Checkpoint's
client was an easy, small install that required administrator privileges on the workstation.
Students were given a copy of the installer program for use on their personal computers.
This allowed them to work from outside the lab, although most did not, as previously
mentioned.

Checkpoint's client is supposed to route all traffic through the common TCP port 80,
however there were problems with the campus's Cisco firewall.  The university's Systems
group was unable to pinpoint which port the SecureClient was trying to use but they were
able to add a rule to the Cisco firewall to allow all traffic to and from Acme Widgets.
Most students were not running an equivalent Cisco firewall outside the lab and did not
have connection problems.  Another problem which surfaced was that Checkpoint's VPN
server was software based; students would regularly crash the Microsoft operating system
running Checkpoint's VPN, dropping all VPN connections until the server was reset.  The
consultant was busy on class nights 300+ miles away!  
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DETAILS:  COMPANY/FLAG SETUP
Details of the Acme Widgets domain are much too long to include completely in this

paper.  The consultant created the system in its entirety.  Some details will be given here.
For a full listing, contact the primary author.  A complete list of Acme's users, their
passwords and privileges, their corporate responsibilities, and the domain groups are
available.

Acme Widgets ran five virtual LANs, one each for management, DMZ servers,
production workstations, production servers, and a test lab.  There was one firewall, a
Cisco 5000 switch, and a Cisco 1900 switch.  The DMZ held a Windows 2000 server
(Foghorn) running IIS with Apache and a Suse Linux server running Apache.  Flag #3
(Oracle.hlp) was on Foghorn.

The production workstations were a virtual host server (WorkMaster), a Windows
XP machine with no service packs in place, and a Windows 2000 workstation.  The latter
held Flag #1 (WhiteRabbit.flg).

The production server farm held two Windows 2003 servers (Wiley and Nosce), a
Windows 2000 server (RoadRunner).  Three of the flags were in this farm:  #4
(Hello.neo) on Wiley,  #5 (KnowThyself.txt) on Nosce and #2 (Trinity.db) on
RoadRunner.  Details of the flags are appended to this paper.

RESPONSE
Students echoed the concerns about SecureClient noted already.  Their comments

about the course, including ByteMe! 2008, were along the lines of these representative
examples:
   • "It demanded that we continue to try every tool, even if it took more than 10 times."
   • "Forces student to rely on persistence to be effective"
   • "Allows us to use different software tools which are useful and can be handy"

The instructor, consultant, and lab director have reviewed the course and the project
at length in preparation for the next scheduled offering in spring, 2010.  We are pleased
with the enthusiasm generated by the exercise but are also keenly aware that a defensive
component is needed.  Students wanted more hands-on work with the tools prior to the
capstone exercise so very targeted exercises are being written to address this from both
the black hat and white hat perspectives.

SUMMARY
Although a live penetration audit had been used in prior years, this directed

penetration was received with much more enthusiasm.  To be sure, trying to compromise
a firewall and workstations within a LAN are interesting and can be exciting.  However,
students preferred the more game-like environment of the flag hunt.  Anecdotally, this
had much to do with knowing the flags existed.  In the previous exercise, there was no
assurance anything would be found at all. Also, the clues and the nature of the pathways
to the 'flag' files constituted a puzzle which students seemed to enjoy.
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The flags were all placed to emphasize configuration errors by a network or system
administrator.  There was no attempt to be particularly devious.  Nonetheless, students
initially over-thought the possibilities instead of looking for obvious faults.  Once they
realized what was happening, they moved steadily through the flag sequence.  That is
why several hints were needed to guide teams to the first flag (WhiteRabbit).

Overall, the results were very encouraging.  Clearly, students enjoyed the
challenges.  Because they had known a difficult task lay before them in the closing
weeks, they had been diligent in learning to use the tools.

From the instructor's perspective, students had to combine their understanding of
networks, servers, and common system administration errors with working knowledge
of the penetration tools and exploits available to them.  Finding the flags required a great
deal of knowledge synthesis as well as technical application.  This project in this course
served as a focal point for knowledge acquired through other courses in the curriculum.
As the course and the project are revised and, hopefully, strengthened over the next year,
even greater emphasis will be placed on these related areas and on critical thinking
processes.

What was missing in this exercise was any experience hardening systems.  This
could be accomplished with a more traditional "red team/blue team" or "capture the flag"
exercise.  However, this was a very good exercise.  We are working now to add a "white
hat" component to ByteMe! 2010.

The VPN server was subject to frequent crashes.   This was the major problem
during the in-class sessions of the exercise weeks.  Occasionally, several students
working on their own had managed to crash the VPN server.  This was more problematic,
because the consultant could not reboot until reaching home again.  In the future, the
VPN server will either be separated or a hardware-based VPN server will be used.

APPENDIX:  THE FLAGS AND HINTS
#1: WhiteRabbit.flg
 Trinity hacked the IRS database through RoadRunner. The answer is out there, and

it's looking for you, and it will find you if you want it to.
Hints given as guidance to the first flag:

Hint 1: Flag is found in the 172.18.50.0 network (the production segment)
Hint 2: Don't be shy to be a guest in this network
Hint 3: Some passwords are non-existent
Also remember to use the ENUM program (or something else of your

choosing) to get listings of directory contents!

#2: Trinity.db
 You have to let it all go. Fear, doubt, and disbelief. Free your mind. When the fog

clears, the oracle will be revealed. Remember, there is no spoon.
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#3: Oracle.hlp
 Oh, what's really going to bake your noodle later on is, would you still have found

it if I hadn't said anything? You must be cunning and wily to finish your journey.
#4: Hello.Neo

Do you know what "Nosce te ipsum" means? It means know thyself.
You have to trust me. You've been living in a dream world.
Go to room 303. The answer is available if you look beyond the physical.

#5: KnowThyself.txt
You've done it. You've found it. Welcome to the real world.

 Additional hint for Flag #5: There are alternate homes for data in obscure streams
of presence hidden from all but those who research carefully.
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This workshop introduces participants to Subversion, a version control system.
Participants will work with an established repository (containing a web site) so they can
focus on key, daily-use concepts, such and committing, updating, resolving conflicts,
branching and merging. Using a web site model is familiar and allows viewing of all
changes during the workshop exercises. Additionally, we will demonstrate installation
of a Subversion server and creating a repository as time allows. This workshop is for
people completely new to using a version control system or for those new to using one
in a group environment where conflicts will occur. A laptop is required. Linux, Mac and
Windows will all work. Participants should download a Subversion client before the
workshop so they’ll be ready to hit the ground running.

One of the key headaches with learning a version control system is setting up the
repository. This workshop alleviates that problem by starting with an existing repository.
Once participants have a better understanding of using the entire system, then they can
move on to setting up their own repository. The other piece missing when learning a
system like Subversion is dealing with other people’s changes. Since there will be
multiple people in the workshop, we will have people working independently on the same
files and the exercises will force participants to see how these issues are handled.
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ABSTRACT
In this paper, we describe an interdisciplinary Interactive Digital Media
Seminar capstone course at Northwest Missouri State University, which is
co-taught by a team of faculty from three departments; Computer
Science/Information Systems, Mass Communication, and Art. The Interactive
Digital Media majors of Computer Science Programming, New Media and
Visual Imaging, take this seminar course during the fall semester. This paper
describes the course structure and the process utilized to develop and teach this
interdisciplinary seminar course and shares the formal assessment process and
observations about working with an interdisciplinary team and teaching
students from the three majors.

1. INTRODUCTION
There is a long tradition to include some type of capstone course for a major. Most

capstone courses require some type of work that is supervised by an instructor and
provides a culminating and integrative education experience for students [3]. While
capstone courses vary from major to major, the capstone experience may include
team-based projects, research papers, field projects, portfolio projects, oral presentations,
group work, multimedia presentations and internships. Some courses work with clients,
while other courses may incorporate individual student work.



CCSC: Central Plains Conference

215

Most capstone courses require that students have completed a set of courses as a
prerequisite for the capstone course. Students are expected to apply previously gained
knowledge from these prerequisite courses, reflect upon this knowledge and prepare some
type of artifact that demonstrates the students are prepared for future challenges in their
field of study.

The majority of capstone courses, however, are mono-disciplinary, that is, they are
capstones of degrees housed within a singular discipline. New challenges and
opportunities can emerge in an interdisciplinary capstone course. In a degree program of
courses taken from a variety of disciplines (a multidisciplinary degree), an
interdisciplinary capstone offers students the opportunity to not only integrate what
they've learned from previous courses but also incorporate the perspectives of other
disciplines involved in the same degree. Woods noted that "socialisation into a discipline
subtly shapes ways of thinking and orientations to learning and that can ultimately lead
to mutual incomprehension when specialists from different subject domains try to
collaborate." [9, p. 854] She noted that an "interdisciplinary communication competency"
requires both knowledge components, i.e. terms, technology, etc., as well as cultural
components, such as "awareness of how perception of other disciplines than one's own
can affect interaction." Woods believes the development of this type of interdisciplinary
communication is as important as the integration and application of discipline-specific
skill sets learned in previous courses.

One might argue that teaching an interdisciplinary capstone course will provide an
opportunity for students to implement Boyer's scholarship of integration and application
[2]. For a multidisciplinary degree program, only a true interdisciplinary capstone course
can provide an opportunity for students to implement Boyer's ideals. 

The interdisciplinary capstone course will provide both faculty and students the
opportunity to make connections and gain insights across several disciplines, in this case,
the disciplines of computer science, mass communication and art. Boyer and Scherpereel
suggest that "cross-disciplinary teaching requires faculty who are knowledgeable or at
least comfortably familiar with, the other course disciplines, to provide consistent
guidance for student learning" [1, p. 224]. 

Interdisciplinary capstone courses place special demands upon instructors and the
students. Our intent is to provide an interdisciplinary studio-based experience that allows
students to apply their diverse knowledge and expertise to a set of class activities, and one
large electronic portfolio project. Additionally, students must have an opportunity to
develop their technology, design and communication skills in the context of their
discipline. The instructors' role in this course is a challenge because student demands vary
from student to student. The instructors are required to mentor students and use their
technical expertise (often gaining new technical expertise) to assist students as they
develop the electronic portfolio and research topics within their particular discipline. This
process can be very time-intensive for both the faculty and student.

This paper will discuss the working issues surrounding our endeavor to develop and
teach an interdisciplinary seminar capstone course for Interactive Digital Media majors
from three disciplines. Section 2 provides background information, Section 3 presents
information about our course structure, Section 4 discusses assessment, and Section 5
shares our lessons learned through course changes, impact of the course and challenges.
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2. BACKGROUND INFORMATION
2.1 Major and Course History

Northwest Missouri State University is a state-assisted four-year, moderately
selective mid-western university with approximately 6,100 full-time equivalent (FTE)
undergraduate students and 1,000 graduate FTE students. The university offers 100
majors, 70 minors and 21 pre-professional programs. 

The Bachelor of Science in Interactive Digital Media major was approved by the
state Missouri Coordinating Board of Higher Education in 1999 and the first students
entered the program in the spring of 2000. The major is shared by two colleges, Business
and Professional Studies and Arts and Sciences, and requires 124 hours with 42 hours of
general education courses. In particular, the Interactive Digital Media is a 61-hour
multi-discipline major composed of core courses from the departments of Computer
Science/Information Systems, Mass Communication, and Art. The core consists of 36
hours and the student must choose one of three concentrations with 25 hours in each:
Computer Science Programming (Computer Science/Information Systems), New Media
(Mass Communication), or Visual Imaging (Art) [8]. 

During the 2000 - 2003 years of the Interactive Digital Media major, students were
required to take a departmental seminar course offered by each of the individual
departments of Computer Science/Information Systems, Mass Communication or Art.
However, since the fall of 2004, a one-hour team-taught interdisciplinary seminar course
has been offered. Students enroll in the Art, Computer Science/Information Systems or
Mass Communication section of the Interactive Digital Media Seminar course. All three
sections of this course meet at the same time and location and meet in either a
conventional classroom or a computer laboratory. Students enrolled in a particular course
have an instructor assigned by the particular department of their concentration; however,
students complete the same assignments and work collaboratively on some assignments.

2.2 Student Profiles
While we projected 45 students between the three concentrations for the first year

and projected 120 students after five years, the popularity of this major exceeded our
expectations. Enrollments reached 130 students in the 2008-2009 academic year. For the
fall 2009, our majors between the three departments are 110 students. Twenty-four
students declared a Computer Science Programming concentration, 47 students declared
a New Media concentration, and 39 students declared a Visual Imaging concentration.
During these past six years, approximately ten students have declared double
concentrations, which we did not anticipate. 

3. COURSE STRUCTURE
3.1 Course Information and Prerequisites

The Interactive Digital Media Seminar is a one-hour course which meets weekly.
Although students are enrolled in separate sections within each of the departments,
instructors and students meet for one hour and fifteen minutes each week for the entire
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semester. Occasionally, instructors meet with students from their particular concentration
(Computer Science, New Media or Visual Imaging) for short meetings to discuss topics
of interest to the particular concentration. 

The Interactive Digital Media Seminar is usually taken during the senior year. Prior
to taking this course, students are required to take the core courses and will have taken
most of the courses in their concentration. Although we do not have formal prerequisites,
most students have completed the core courses prior to the seminar course and are taking
courses from their concentration during their senior year.

3.2 Course Goals
Students enrolled in this capstone seminar course will seek jobs in interactive digital

media areas which may include: media production, design/layout, web interface systems,
content development, Internet technical programmer, webmaster, or project manager.
Therefore, the goals of our seminar course are (1) to provide a means for students to
integrate their prior knowledge into the development of a large professional electronic
portfolio, (2) to allow students to develop confidence in their ability to work on a
multimedia project, (3) to work in a multidisciplinary team as they will in a professional
setting and learn to build a learning community, (4) to become familiar with and conduct
current literature searches on interdisciplinary industry topics, (5) to develop professional
skills which will be used to search for a job in their industry, and (6) to develop skills that
will allow students to enter the workforce for their discipline. With these goals, we want
to produce a rich and meaningful experience for students that will require a combination
of technical expertise, communication skills, visual aesthetic skills, and creative abilities.

3.3 Pedagogical Methods
Studio-based approaches are well-documented in the arts and architecture fields, but

are relatively new to the field of computing [4]. The studio-based approach includes some
type of design problem, collaborative learning usually with critiques by a master teacher
and the student, and some form of an exit interview. The model allows students to have
a community of learners that interact and solve problems. Because the Art and Mass
Communication faculty use this pedagogy in their design classes and students have
previously been exposed to this learning model, it seemed natural to continue this
pedagogy for the interdisciplinary capstone seminar class. 

3.4 Course Information and Assignments
Student assignments during the semester consist of (1) units to allow the students

to develop their "soft skills" by creating a business resume, a list of references and a
cover letter, interviewing for jobs in the student's particular profession with a follow-up
of a required mock interview with an industry professional and a requirement to attend
a career fair, (2) some form of research on a current industry topic, (3) the creation of an
electronic portfolio using either Flash, HTML, CSS, JavaScript or other technologies, and
(4) a job shadow in which students must have their portfolio critiqued. 
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We require students to write reflection papers on the mock interview and career fair
experiences. Collaborative team projects and individual project pedagogies have been
utilized over several years for the current research topic assignment. The student job
shadow assignment and portfolio review are two requirements with an industry
professional. Students may complete these requirements simultaneously or with two
separate professionals. Students are required to write a report on this experience. 

The individual electronic portfolio includes samples of students' course work and
client work in the three areas of design, programming and project management. The
portfolio project has always involved interdisciplinary, collaborative faculty and
student-based critiques at several stages through the portfolio project. Additionally, over
the years, we have learned to break up the portfolio project into several stages and
established that firm deadlines are required of students. Currently, we include seven
stages in the electronic portfolio project: (1) a portfolio plan that describes how students
will approach their portfolios, including the focus of their portfolios, (2) a list of all the
project files that will be included in the portfolios, (3) the portfolio design including the
"look and feel" for their portfolios and some storyboarding, (4) a portfolio prototype that
includes two working sections, (5) interdisciplinary team critiques of the portfolios, (6)
a critique by members of their particular discipline, and (7) a final oral presentation of
their portfolios to the entire class.

3.5 Instructor Collaboration
Faculty collaboration has taken on many forms from determining the goals and

content of the course to the development of assignments and assessment to the expertise
of faculty on a particular topic. The faculty collaboration has increased our ability to
develop a variety of materials for the course, our motivation to try risky topics, and
encouraged creative approaches to technology, pedagogy and assignments. Because of
the interdisciplinary faculty backgrounds, each instructor contributes a vision of what we
want our students to experience in the capstone seminar course, distributes his/her faculty
expertise and then operates as a mentor or facilitator to the students. The faculty
collaborative role is certainly more demanding than that of a traditional course.

Our process has been to brainstorm and then settle on an approach for a technology,
assignment or pedagogy. Over the past four years, we have experimented with team
projects, industry speakers from the various disciplines, instructor and student critiques,
researching industry topics, and electronic portfolios with built-in critiques from students,
faculty and industry experts. Each semester, we refine the course assignments and
content. 

3.6 Student Collaboration
Most students have been exposed to educational systems that stress individualized

learning which is provided by the instructor. Student assessment is then measured on the
individual knowledge that students have gained. Student collaboration, on the other hand,
stresses the collective discovery of knowledge and rewards and assesses the group rather
than the individual, which is a difficult transition for many students. The arts have a long
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tradition of studio-based collaborative critiques, and because the Interactive Digital
Media students take several art classes, they come to this course with collaborative
studio-based critique experiences of their design projects [4]. 

Student collaboration has many benefits. (1) It reduces the amount of design time,
(2) provides support for students with both technology and aesthetics as they work in a
team, and (3) allows them to partner new ideas within a team. While most assignments
in our capstone seminar course are individual assignments, we use student collaboration
to enhance the student's individual assignments. 

4. ASSESSMENT
4.1 Student Teams and Assessment

Students are broken up into interdisciplinary teams composed four or five students
for electronic portfolio critiques. Team selection is mixed with students from each of the
three concentrations, Computer Science Programming, New Media and Visual Imaging.
Instructors form interdisciplinary teams based upon students' technical, design,
communication and social abilities to ensure that the teams are well balanced. 

Students break into teams and assess student work at three critical phases in the
electronic portfolio process, (1) the "look and feel" or storyboard phase, (2) the
interdisciplinary team critique toward the end of the portfolio process, and (3) the
concentration critique in which they are assessing work from students in their discipline
toward the end of the portfolio process. For the interdisciplinary and concentration phase,
the instructors provide the students with a checklist of criteria of verbal and numerical
student-based criteria to evaluate each other's portfolios. The interdisciplinary
studio-based critique phase is especially beneficial for the students as they collaborate
and suggest different approaches to presenting their portfolio work. Students are asked
to evaluate their team members based upon a checklist provided by the instructors. While
this task is difficult for students, we have determined that it is beneficial for them to
evaluate each other on each student's contributions to the team.

4.2 Instructor Assessment
Instructor assessment is intensive and takes place in several places in the course with

individual assessment used for some assignments and interdisciplinary studio-based
critiques for other assignments. First, individual feedback is provided by each instructor
to students in their concentrations for student resumes, reflection papers for the mock
interview with an industry professional, the career fair and the job shadow and the
concentration portfolio group critiques Next, instructors use a studio-based
interdisciplinary approach to assess several of the phases of the electronic portfolio. In
particular, the instructors rotate between all the teams to discuss the portfolios of each
team. This phase is particularly helpful to the students and the instructors because each
instructor has a different expertise and therefore students are able to receive critiques
from several different viewpoints.
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4.3 External Assessment
External assessment is used in our capstone seminar course in several ways. First,

the campus career services office provides feedback to students on their resumes during
one class period after which students are then asked to incorporate the suggestions in their
resumes. Second, industry professionals are invited to campus to conduct mock
interviews with students, which allow students to receive friendly feedback first-hand
from an industry professional regarding how they conducted themselves during an
interview. Industry professionals have been willing to participate in this exchange
because it provides them with an opportunity to search for the best talent but also most
say that are willing to assist students develop "soft skills". Third, industry professionals
are invited to campus once during the semester to share with students what skills and
knowledge they expect from a student who will be seeking their first full-time position.
This experience has been beneficial because industry professionals often mirror
information that we have been sharing with them about their industry. Fourth, industry
professionals provide feedback on the student's portfolio when they job shadow. This
allows the students to receive feedback from an industry professional before they seek
full-time employment. Many students have received offers for a summer internship or
full-time employment from the job shadow and portfolio critique experience and industry
professionals are always eager to discover talent for their companies. Finally, the visits
from industry professionals provide an opportunity for feedback to the course instructors
about the students and our program, which allows the instructors to validate our program
and make modifications where needed.

5. COURSE CHANGES, IMPACT OF COURSE, AND CHALLENGES
Our capstone seminar course has changed since 2004 based upon lessons we have

learned. First, we have augmented additional opportunities for interaction within the
interdisciplinary teams. Comments from industry professionals about the importance of
team work within their industries and after witnessing first-hand the benefits of team
interactions encouraged us to incorporate more team interactions. Second, we have fine
tuned the assessment phases used to develop the electronic portfolio by creating
progressive check points throughout the process. In the first year, we incorrectly expected
that the students would follow the process we laid out to develop their portfolios, but
learned quickly that students are motivated by assessment check points. Third, we now
provide a form of team assessment on the electronic portfolio teams. We determined that
there are benefits to having students assess the effectiveness of their team members.
Finally, we meet prior to the semester to plan the course assignments and activities,
regularly during the semester to discuss the progress of students in the course and at the
end of the semester to evaluate the effectiveness of the course. We find that good
communication between the instructors leads to a successful course and a richer
experience for the students.

The impact of the course for students is profound. First, students are provided an
opportunity to work with interdisciplinary teams, which often model the particular
industry, they will enter. Second, many students receive job offers for internships or
full-time employment prior to graduation, which we directly relate to the "soft skills"
student have developed, the job shadow with an industry professional and their electronic
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portfolio. Finally, faculty and student contact with industry professionals has
strengthened our majors and this course. Through contacts from this course, many
industry professionals now serve on the various department advisory boards, are willing
to participate in the student mock interviews and job shadows. This has provided
opportunities for additional feedback from industry on our Interactive Digital Media
curriculum.

Challenges for this course have been when students have not completed all the
prerequisite core or significant concentration courses. While this does not happen often,
it limits the ability of the students to finish the portfolio during the semester. Other
challenges have been the pace of the course and the need for the instructors to devote a
great deal of time assessing course assignments. While the instructors receive great
satisfaction in working with students, the art and mass communication instructors teach
this one-hour course as an unpaid overload. 

Gonzalez, Cranitch and Jo suggest that the disciplines that may lay claim to
multimedia "have traditionally antagonistic cultures" [5, p. 89]. Additionally, they point
out that "The lack of cohesion and identity in the context of cross faculty implementation
would limit the quality and depth of knowledge that could be imparted" [5, p. 90].
However, our experience has been very different. We created this major with a
philosophy that each department brings unique qualities to the major and that no one
department may claim the major as their own. We consider our major unique because of
the shared governance process. We encourage other universities and colleges to explore
a similar interdisciplinary working relationship as they develop new majors. 

Our experience has been a pleasant working relationship in which we must
compromise with each other to achieve one goal. This concept of one goal is what Klein
says separates a multidisciplinary program from a true interdisciplinary program. She
notes that at the highest level "is a conscious attempt to integrate materials from various
fields of knowledge into 'a new, single, intellectually coherent entity.' This demands an
understanding of the epistemologies and methodologies of other disciplines and, in a team
effort, requires building a common vocabulary." [7, p. 57]. Two aspects that contribute
to the success of our capstone course are the personalities involved and the willingness
of faculty to develop knowledge in other domain areas.

6. BROADER APPLICATIONS
The lessons on interdisciplinary capstone courses are that computer science students

working on capstone projects would benefit by reaching out beyond their own department
to work with other disciplines. Possible collaborations might be working with the
department of psychology on evaluating software usability or business programs on the
viability of a particular software project. 
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ABSTRACT
 People involved in management information systems face several challenges,
especially when it comes to securing their information systems. This is most
evident within the university environment, specifically when providing
computing resources to students in diverse university environments. There is
a common belief that students who attend technology universities have more
awareness of security and ethics than those who do not. This study was
conducted to compare the levels of information security and ethics awareness
of students in diverse university environments. It compares survey data
collected from two different university environments-a liberal arts university
and technology university. The result of this comparative study shows that
students attending the technology university tend to be more aware of security
and ethics in information systems than those who attend the liberal arts
university.  Finally, based on analysis of the collected data, several
recommendations are provided to increase the awareness of computer security
and ethics in university environments.

INTRODUCTION
Information security and ethics awareness of information systems plays an important

factor in university environments, especially in today's technological era [4]. One
pressing challenge of maintaining information systems within university environments
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is determining how aware students are of security and ethics, and then providing the
appropriate measures to help users and information technology staffs protect these
systems [1, 3, 6]. Although there has been data from student surveys relating to awareness
and security, there were not any data that related directly to student population of
technology universities or to liberal arts universities until the two recent studies
conducted by the primary authors of this article [7]. Along with previous work, these
recent studies still make it evident that computer security and ethics education is
imperative for university users. In a quantitative survey conducted by EDUCAUSE, only
a third of higher education institutions offer security and awareness training for students
and faculty [2].

The term liberal arts denotes a curriculum that imparts general knowledge and
develops the student's rational thought and intellectual capabilities, unlike the
professional, vocational, technical curricula emphasizing specialization. Specifically,
technology denotes a curriculum that deals with the creation and use of technical means
and their interrelation with life, society, and the environment. Technology universities
distinguish themselves from liberal arts universities in that they are typically more
exposed to information systems because of the amount of related courses and majors
offered [12].  Students of liberal arts universities, however, may not be as exposed, due
to a lack of related courses and majors [7, 8]. This study is an attempt to compare the data
of the information security and ethics awareness surveys conducted in two different
university environments, thus identifying what causes students of one university
environment to be more aware than others in a different environment. 

METHODOLOGY
More than one thousand volunteers participated in this study. There were

approximately five hundred participants from the liberal university, with the remainder
coming from the technology university.  The participants responded to a questionnaire,
in two major parts, consisting of 24 questions total. The first part of the questionnaire
assessed the awareness of computer security. It was comprised of several topic sections:
(i) passwords, (ii) data backups, (iii) antivirus software, (iv) firewalls, (v) software
updates and patches, and (vi) uninterruptible power supplies.  The second part measured
the level of ethics awareness in computer use. It was a brief section covering the code of
ethics. The questionnaire answers were either yes, no or unsure. The questionnaire was
then given quantitative values in the form of percentages. The data were analyzed and
compared to identify significant differences, and the results were generated into bar
charts. Details of the analyzed data are provided following each section.

RESULTS
Data collected from the two universities were analyzed to determine any possible

difference that might occur.  For promoting the simplicity of visualization techniques, the
universities were depicted in two groups: Group-1 directly pertains to the technology
university, and Group-2 refers to the liberal arts university. A z-test statistical technique
was performed to determine whether the differences between the universities were
significant. The z-test directly compared the percentages at a 99% confidence level. 
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Antivirus Software - Antivirus software is one the most effectively proactive ways to
secure, protect, and maintain privacy from unauthorized access to computer resources.
Group-1 and group-2 were asked if there was antivirus software installed on the
respondent's personal computer. 91% of group-1 answered "yes", while 78% of group-2
answered "yes". 2% of group-1 and 20% of group-2 replied "no". 7% of group-1 and 2%
of group-2 answered "unsure". Analysis shows that there is a significant difference
between the two groups in those who answered "yes" (z-value=5.59), "no" (z-value=8.99)
or "unsure" (z-value=3.66) to question 1. Question 2 asked if the respondent had a current
antivirus subscription; 71% of group-1 and 68% of group-2 answered "yes". 16% of
group-1 and 24% of group-2 answered "no". 13% of group-1 and 8% of group-2
answered "unsure". There is a significant difference between the two groups in those who
answered "no" (z-value=3.08), and "unsure" (z-value=2.48) to question 2. There appear
to be no significance difference between "yes" responses (z-value=0.96) for both groups.
Question 3 asked if the respondent's antivirus software performed automatic updates. 71%
of group-1 and 68% of group-2 answered "yes". 12% of group-1 and 27% of group-2
answered "no". 17% of group-1 and 5% of group-2 answered "unsure". There is a
significant difference between those who answered "no" (z-value=5.90) and "unsure"
(z-value=5.96). There appears to be no significance difference between responses to "yes"
(z-value=0.96). Question 4 asked if the respondents performed manual updates to their
antivirus program. 36% of group-1 and 47% of group-2 answered "yes".  55% of group-1
and 49% of group-2 answered "no".  9% of group-1 and 4% of group-2 answered
"unsure". There is not any significant difference in "no" responses (z-value=1.83)
between the two groups. There is a significant difference between the two groups in those
who answered "yes" (z-value=3.46), and "unsure" (z-value=3.08) to question 4. Question
5 asked if the participants were aware the university computers have antivirus software.
67% of group-1 and 65% of group-2 answered "yes".  19% of group-1 and 26% of
group-2 answered "no".  14% of group-1 and 9% of group-2 answered "unsure". There
is not a significant difference in "yes" (z-value=0.60) responses of both groups.  There
is a significant difference between the two groups in those who answered "no"
(z-value=2.57), and "unsure" (z-value=2.38) to question 5.

Firewalls - Firewalls are a type of security measure used to prevent unauthorized access
of computer data. Question 6 asked if the respondent knew what a firewall consists of.
88% of group-1 and 54% of group-2 answered "yes".  0% of group-1 and 35% of group-2
answered "no".  12% of group-1 and 11% of group-2 answered "unsure". There is a
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significant difference between the two groups in those who answered "yes"
(z-value=11.77) or "no" (z- value=13.91). There appears to be no significance difference
between responses of "unsure" (z-value=0.39) for both groups.  Question 7 asked if
respondents had a firewall installed on their personal computers. 83% of group-1 and
47% of group-2 answered "yes".  10% of group-1 and 33% of group-2 answered "no".
7% of group-1 and 20% of group-2 answered "unsure". There is a significant difference
between the two groups in those who answered "yes" (z-value= 11.86), "no"
(z-value=8.77) or "unsure" (z-value=5.92). Question 8 asked if respondents were aware
the university has a network firewall. 78% of group-1 and 42% of group-2 answered
"yes".  9% of group-1 and 45% of group-2 answered "no".  13% of group-1 and 13% of
group-2 answered "unsure". There is a significant difference between the two groups in
those who answered "yes" (z-value=11.55) or "no" (z-value=12.75). There is no
significant difference in responses of both groups who answered "unsure" (z-value=0.09).

Passwords - Passwords are a set of codes primarily used as a deterrent to unauthorized
access. Question 9 asked if the respondent had a password on his or her personal
computer. 88% of group-1 and 80% of group-2 answered "yes".  7% of group-1 and 20%
of group-2 answered "no".  5% of group-1 and 0% of group-2 answered "unsure". There
is a significant difference between the two groups in those who answered "yes"
(z-value=3.36), "no" (z-value=5.92) or "unsure" (z-value=4.13). Question 10 asked if
respondents had to use a password on university computers. 95% of group-1 and 86% of
group-2 answered "yes".  0% of group-1 and 13% of group-2 answered "no".  5% of
group-1 and 1% of group-2 answered "unsure". There is a significant difference between
the two groups in those who answered 'yes" (z-value=4.74), "no" (z-value=7.68), or
"unsure" (z-value=3.52). Question 11 asked if the respondent's password was easy to
guess.  5% of group-1 and 29% of group-2 answered "yes".  83% of group-1 and 71% of
group-2 answered "no".  12% of group-1 and 0% of group-2 answered "unsure". There
is a significant difference between the two groups in those who answered "yes"
(z-value=10.01), "no" (z-value=4.43) or "unsure" (z-value=7.31).

Software Updates and Patches - Software updates and patches are an essential part of
maintaining proper protection against malware. Question 12 asked if the respondent kept
current with software updates and patches against the latest security threats on personal
computers. 70% of group-1 and 51% of group-2 answered "yes".  21% of group-1 and
42% of group-2 answered "no". 9% of group-1 and 7% of group-2 answered "unsure".
There is a significant difference between the two groups in those who answered "yes"
(z-value=6.08), "no" (z-value=3.52) or "unsure" (z-value=3.52). Question 13 asked if
respondents were aware that the university keeps current with software updates and
patches. 62% of group-1 and 44% of group-2 answered "yes".  21% of group-1 and 46%
of group-2 answered "no".  17% of group-1 and 10% of group-2 answered "unsure".
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There is a significant difference between the two groups in those who answered "yes"
(z-value=5.63), "no" (z-value=8.30) or "unsure" (z-value=3.14).

Data Backups - Data backup is the process of copying data to an external source or
system. The data is backed up as a preemptive measure to secure its access in case the
original data becomes inaccessible. Question 14 asked if the respondent had a current
backup of personal data. 45% of group-1 and 44% of group-2 answered "yes".  43% of
group-1 and 42% of group-2 answered "no".  12% of group-1 and 14% of group-2
answered "unsure". There is not a significant difference between the two groups in any
of the categories; "yes" (z-value=0.25), "no" (z-value=0.25), or "unsure" (z-value=0.84).
Question 15 asked if respondents were aware that the university keeps a current backup
of personal data. 55% of group-1 and 41% of group-2 answered "yes".  26% of group-1
and 46% of group-2 answered "no".  19% of group-1 and 13% of group-2 answered
"unsure". There is a significant difference between the two groups in those who answered
"yes" (z-value=4.36), "no" (z-value=6.52), and "unsure" (z-value=2.50).
Uninterruptible Power Supply (UPS) - An Uninterruptible Power Supply is used to
protect data from the constant, but rare, threat of power surge or electrical failure.
Question 16 asked if the respondent had a UPS to protect data in the event of a power
surge. 48% of group-1 and 40% of group-2 answered "yes".  40% of group-1 and 36%
of group-2 answered "no". 12% of group-1 and 24% of group-2 answered "unsure". There
is a significant difference between the two groups in two categories: "yes" (z-value=2.48),
and "unsure" (z-value=4.85). There is no significant difference in responses of both
groups to "no" (z-value=1.23). Question 17 asked if the respondent was aware that
university has UPSs for protection against power surges. 50% of group-1 and 31% of
group-2 answered "yes".  29% of group-1 and 52% of group-2 answered "no".  21% of
group-1 and 17% of group-2 answered "unsure". There is a significant difference between
the two groups in those who answered "yes" (z-value=6.05) and "no" (z-value=7.34).
There is no significant difference in responses of both groups to "unsure" (z-value=1.53).
Code of Ethics - Codes of ethics are the rules set in place to provide universally
acceptable guidelines for making ethical decisions [9, 12]. Although the questions
provide a broad overview of what ethics are, it is difficult to sum extensive personal
beliefs into standardized qualitative data. Qualitative data will have the tendency to be
based on cultural beliefs and should be kept with an open mind the data will vary from
person to person and group to group. Question 18 asked if the respondent had ever used
a computer to harm other people. 5% of group-1 and 14% of group-2 answered "yes".
90% of group-1 and 83% of group-2 answered "no".  5% of group-1 and 3% of group-2
answered "unsure". There is a significant difference between the two groups in those who
answered "yes" (z-value=4.74) and "no" (z-value=3.14).  There is no significant
difference in responses of both groups to "unsure" (z-value=1.45). Question 19 asked if
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the respondent ever snooped around in other people's computer files. 21% of group-1 and
22% of group-2 answered "yes".  74% of group-1 and 75% of group-2 answered "no".
5% of group-1 and 3% of group-2 answered "unsure". There is not a significant difference
between the two groups' responses in all the categories; "yes" (z-value=0.30), "no"
(z-value=0.29) and "unsure' (z-value=1.45). Question 20 asked if the respondent had ever
used a computer to steal or bear false witness. 5% of group-1 and 15% of group-2
answered "yes".  93% of group-1 and 83% of group-2 answered "no".  2% of group-1 and
2% of group-2 answered "unsure". There is a significant difference between the two
groups in those who answered "yes" (z-value=5.16) and "no" (z-value=4.76). There is no
significant difference between the responses of both group to "unsure" (z-value=0.22).
Question 21 asked if the respondent had ever used other people's computer resources
without authorization. 17% of group-1 and 23% of group-2 answered "yes".  81% of
group-1 and 75% of group-2 answered "no".  2% of group-1 and 2% of group-2 answered
"unsure". There is not a significant difference between the two groups' responses in any
of the categories; "yes" (z-value=2.29), "no" (z-value=2.21) and "unsure" (z-value=0.22).
Question 22 asked if the respondent had ever interfered with other people's computer
work. 7% of group-1 and 16% of group-2 answered "yes".  88% of group-1 and 79% of
group-2 answered "no".  5% of group-1 and 5% of group-2 answered "unsure". There is
a significant difference between the two groups in those who answered "yes"
(z-value=4.36) and "no" (z-value=3.74). There is no significant difference in "unsure"
responses (z-value=0.14). Question 23 asked if the respondent had ever copied or used
proprietary software for which he or she had not paid. 50% of group-1 and 24% of
group-2 answered "yes".  45% of group-1 and 71% of group-2 answered "no". 5% of
group-1 and 5% of group-2 answered "unsure". There is a significant difference between
the two groups in those who answered "yes" (z-value=8.44) and "no" (z-value=8.26).
There is no significant difference in responses of "unsure" (z-value=0.14). Question 24
asked if the respondent had ever permitted someone else to use your computer/account
for illegal purposes. 5% of group-1 and 16% of group-2 answered "yes". 93% of group-1
and 82% of group-2 answered "no".  2% of group-1 and 2% of group-2 answered
"unsure". There is a significant difference between the two groups in those who answered
"yes" (z-value=5.57) and "no" (z-value=5.16).  There is no significant difference in
responses of those who answered "unsure" (z-value=0.22).
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CONCLUSION AND RECOMMENDATION
There are important and significant differences between understanding of information
security and ethical computer use among students in technology universities and liberal
universities. The way the individuals are taught and the way the students learn will create
a large variance in each culture's perspective. The largest difference in perspective was
found in the sections pertaining to firewalls, software updates and patches, uninterruptible
power supply, and briefly in the codes of ethics. Members of the technology university
had a greater awareness of what a firewall is, as well as its personal and college-based
use. The technology students were more aware of software updates and patches to a
significant degree. Although neither the technology university nor the liberal university
students had an overwhelming awareness of what an uninterruptible power supply is or
what it is used for, the technology university was significantly more aware the university
campus was using one. In the area of code of ethics, a significant difference presented
itself in the questions of using software not paid for or the use of an account for illegal
reasons. In reference to the use of software not paid for, the technology college used the
software significantly more than liberal student. However, when asked if their account
had been used for illegal reasons, the liberal university students said yes significantly
more than students of the technology university. Proper measures can be taken to increase
awareness among students of both universities [11, 13, 14], including 
  1. Increased exposure to computers. 
  2. Detailed training will ensure proper use and maintenance of the computers.
  3. Providing the proper tools to the university bodies.
  4. Offering classes periodically as technology changes.
  5. Developing an initial university computer awareness class to aid in universal

knowledge.
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ABSTRACT
This paper discusses experiments with genetic algorithms to reconstruct gene
regulatory networks represented as Bayesian networks. In our algorithm
Bayesian networks are represented by their topological order. Various
selection methods and fitness functions were tested on data generated from a
small-scale Bayesian network. The algorithm was run on a large fragment of
the human transcriptome to demonstrate scalability. Additional improvements
on the implementation are proposed for future research. 

INTRODUCTION
Gene Regulatory Networks

Under various environmental conditions, genes may produce proteins at different
rates, known as expression levels. The proteins have various effects upon a cell, some of
which may be upon the expression levels of other genes. As a result, a gene regulatory
network exists which provides feedback to events both inside and outside the cell [2].
Understanding this regulatory network may be important when altering genetic
information without adverse consequences.

To elucidate the gene regulatory network, scientists first create what are known as
microarrays, in which the expression levels of genes are examined under various
environmental conditions. Data collected from microarrays are then analyzed by software
to produce plausible gene regulatory networks [2]. Existing algorithms represented gene
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regulatory networks in a number of ways [1, 2, 5]. Here, several implementation
strategies were investigated for one common representation - Bayesian networks. 

Bayesian Networks
Bayesian networks are directed acyclic graphs in which nodes represent variables

and edges represent relationships between them. Each variable takes on a single value at
any time, the combination of which is known as an event. Each event may occur with a
degree of certainty, perceived by the network as its frequency [6]. In the context of gene
regulatory networks, nodes represent genes, which may be underexpressed,
overexpressed, or normally expressed. Edges represent interactions between genes,
regardless of whether they contribute to underexpression or overexpression. 

Because the runtime of certain operations on Bayesian networks increases
exponentially with the number of variables, approximation algorithms are typically used
to generate large Bayesian networks. Here, only one such optimization algorithm is
discussed - a genetic algorithm. 

Genetic Algorithms
Genetic Algorithms find favorable solutions for problems among many potential

solutions, in a manner inspired by natural selection. The majority of Genetic Algorithms
consist of four stages: creation, selection, mating, and mutation [4]. During creation, a
series of potential solutions is randomly created. The solutions are collectively known as
a "population." During selection, a mating population is created by selecting the best
solutions, which are said to have higher "fitness." While mating, a new population is
created by combining solutions from the mating population, thus producing new
solutions. The combination of solutions is referred to as "crossover." Finally, during
mutation a percentage of the population is randomly altered in some way [3, 4]. 

This process repeats for a desired period. Each individual repetition is known as a
"generation." When proper strategies are employed, the section of the population with the
best fitness will increase over several generations. The highest fitness in the population
should also increase, eventually creating an approximate, yet satisfactory, solution [3].

Genetic algorithms typically require customization to produce faster, better results
for specific problems. Each stage of a genetic algorithm offers its own means of
customization. During creation, the size of a population, the means of representing
solutions, and the means of creating solutions may vary. During selection, the percentage
selected, the method of calculating fitness, and the method of selection may vary. Finally,
during mating and mutation, methods for manipulating solutions must be specified [3, 4].

Here, various customizations were made to a genetic algorithm that would generate
Bayesian representations of gene regulatory networks. A test dataset was randomly
generated from a hypothetical Bayesian network, and customizations were rated on how
well the Bayesian network was recreated from test data. Finally, the implementation was
used on a large scale, practical application - analyzing gene expression in a large segment
of the human transcriptome. 
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IMPLEMENTATION
Representation

Some previously implemented genetic algorithms have represented Bayesian
networks as 2D Boolean arrays, in which each cell signifies whether a relationship exists
between variables [1, 5]. Variables are assigned rows and columns in these arrays, which
remain constant throughout all Bayesian networks created by the algorithm. One such
popular implementation is found in WEKA, or the Wakaito Environment of Knowledge
Analysis [1]. 

Because a 2D array may also represent cyclical graphs, representing acyclic graphs
is problematic. Without implementing additional code to validate solutions, Bayesian
networks may be generated that violate their acyclic nature. However, implementing
validation code jeopardizes efficiency, which is important when dealing with large
datasets such as those found in microarrays. Furthermore, because less than half of each
2D array could represent the edges of an acyclic graph, a large percentage of each 2D
array would be wasted, again jeopardizing efficiency. 

Here we describe an efficient method used to represent valid Bayesian networks in
a genetic algorithm. In addition to relationships between variables, each Bayesian
network would store their topological order. To conserve memory, relationships could
then be represented as a 2D jagged array - a list of arrays of different lengths.
Relationships that violate topological order are simply unrepresented.

The topological order of each Bayesian network is represented as a 1D array with
a length equal to the number of variables. Each variable is assigned one cell in this array,
which contains the position of the variable in the topological order. Variables are then
assigned rows and columns in the jagged array, which correspond to their positions in the
topological order. Because relationships that violate the topological order are
unrepresented, the size of a row at column N in the jagged array equals N. Figure 1
illustrates this design.

Fitness
All fitness functions examined were based on the entropy metric scoring function

implemented by WEKA. Two modifications of the entropy metric were implemented as
scoring functions: the AIC metric, and MDL metric [1]. These metrics account for the
correlation between values of variables and their parents. For instance, if a gene and its

Figure 1. A Bayesian network (leftmost) represented using two different methods - a
regular 2D array, and a jagged array. 
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parents are consistently overexpressed in the sample data, the network's score would be
high, meaning that an existing relationship has been identified.

Manipulation
The crossover and mutation of Bayesian networks center upon topological order.

Because topological orders are permutations of a single list of numbers, the
implementation borrowed heavily from genetic algorithms used to solve the Traveling
Salesman Problem. Such genetic algorithms represent potential solutions as permutations
of a list of towns, which must be visited exactly once in the shortest possible route [3, 4].
In our implementation, potential solutions are represented as permutations of a list of
genes, corresponding to the topological order of the Bayesian network.

Unlike the genetic algorithm used to solve the Traveling Salesman Problem, the
relationships of a Bayesian network must be updated to reflect changes in its topological
order. In the current implementation, the new network is simply populated by all
relationships from the old network that conform to the new topological order. Because
a network with n nodes contains O(n2) possible relationships, this method is of the
runtime O(n2). 

Testing
Tests were performed on two datasets. The first dataset was a collection of 100

samples randomly generated using probabilities provided by a trivial Bayesian network,
seen in Figure 1. Using this dataset, the best network of each generation was recorded for
20 generations. This was repeated 50 times for each fitness and selection function
implemented. Selection functions included tournament, rank-based, and elitist selection
methods. Rank based selection was tested using both 2 and 10 ranks. Fitness functions
included the entropy, AIC, and MDL metrics. The best networks ever generated during
tests were then compared with the network described in the dataset. 

The second dataset was a fragment of a microarray performed on the complete
human transcriptome. Half of the 158 samples and a quarter of the 22,216 genes were
included in the dataset, which was the largest dataset possible on our available hardware.
Numerous experiments were performed to evolve populations of 50 networks over several
thousand generations, which was, again, the largest number possible on our available
hardware. Observations were made on the runtime and on the results of the genetic
algorithm while processing this dataset. 

RESULTS
Best solutions were consistently higher on the first dataset when forms of rank based

selection were employed. 10-Rank selection typically reached its peak fitness in a shorter
number of generations. However, 2-Rank selection generated slightly better solutions at
a steady rate. As a result, it is believed analysis using 2-Rank selection is less likely to
return solutions at a local optimum. Figure 2 illustrates these findings. All fitness scores
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are relative to the dataset used to generate networks - that is, networks from different data
sets cannot be compared through their scores. 

The 2-Rank selection method and the MDL metric were employed to analyze the
fragment of the human transcriptome microarray. Each network consumed approximately
17.5 MB storage, and an average of 5 seconds to generate and analyze on our available
hardware. Resource consumption was greatest during selection and mating operations,
when duplicates of the population were created to which existing networks were
imported. 

Each network generated had an MDL fitness score ranging from approximately 40
000 to 1.4 x 107. Curiously, the fitness of networks fell within ranges, those being 40 000
to 60 000, 1 x 106 to 2 x 106, near 5 x 106, and near 1.4 x 107. Only two iterations of the
genetic algorithm ever produced networks with MDL fitness scores within the 1.4 x 107

category. Each iteration did so within the initial generation. 
Each network generated 0 to 7 relationships per gene, with an average of 2

relationships per gene. This number likely reflects the probability at which relationships
are randomly generated in the initial population, rather than the actual average of
relations per gene. 

DISCUSSION
Best solutions were consistently closer to the original Bayesian network when the

MDL metric was used as a fitness function. Best solutions generated using AIC and
entropy metrics were often characterized as having one variable with relations to most
other variables, while the other variables had little to no other relations. No reason for this
behavior was found. 

No network was generated that flawlessly reconstructed the Bayesian network
expressed in test data. However, the majority of the best networks generated shared

Figure 2. Fitness of best solutions over time, using four selection functions.
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similar topological orders with the actual Bayesian network. Figure 3 illustrates the 3 best
networks generated. 

It is important to note the genetic algorithm could reconstruct only the topological
order expressed in test data. Because the topological order allows much less variation
than the relationships themselves, it is possible the algorithm was only capable of finding
the topological order given inadequate time or data. However, because the topological
order was used to represent networks, it is possible this is an inherent characteristic of the
algorithm. In either case, additional generations or larger populations may still alleviate
the issue - it is still possible for the algorithm to generate any valid Bayesian network, and
providing additional generations and larger populations increases the likelihood of the
algorithm to generate the correct one. However, this is a very resource intensive solution.
A more efficient solution would use the algorithm to determine the topological order of
the Bayesian network expressed in the data, and then use existing algorithms to determine
the specific relationships of the Bayesian network, given the topological order. 

Analysis of a portion of the human transcriptome demonstrated the algorithm could
scale to large, real world applications. However, the sheer size of the networks made it
difficult to determine any visible patterns among their relationships, if any existed. Based
on results using test data, it is presumed best solutions could reliably predict only the
topological order of such regulatory networks, and patterns among relationships would
be limited. Furthermore, the average number of relations per gene was close to the default
value specified, and it is presumed not enough generations were simulated to produce
reliable relationships that would occur in patterns. For these reasons, extracting any
practical information on gene regulation is unsound, for the moment. 

CONCLUSION
Understanding gene regulatory networks contributes to knowledge in genetics, and

in turn, quality of life. Here, a genetic algorithm was implemented to elucidate gene
regulatory networks using Bayesian networks. Various selection methods, and fitness
functions were examined based upon efficacy. A method for representing Bayesian
networks in genetic algorithms was also implemented, which stores the topological orders
of each network to improve efficiency. The implementation was then tested on a real life
microarray. Results demonstrated the method was able to reconstruct equivalent

Figure 3. A Bayesian network (leftmost) and the best reconstructions generated.
Numbers next to each graph denote fitness using the MDL fitness function. 
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topological orderings of the sample network, but could not completely reconstruct the
network's relations. Rank based selection and the MDL fitness scores appeared to
generate the best solutions. Some features of the microarray could be extracted from the
results, but the size of these results prevents manual interpretation. 
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ABSTRACT
This paper describes an assignment in which a student implements a Java
applet that simulates a slot machine. The assignment is given in an advanced
Java programming course in conjunction with the topic of multithreading. The
assignment's student learning objectives include: (1) implement multiple
concurrent threads, (2) recognize and use the Java synchronized construct,
(3) recognize and use thread states to pause and resume thread execution, (4)
use nested panels to construct an attractive GUI. Because most students know
what a slot machine is, they immediately understand the requirements of the
assignment and most think it is fun.

THE COURSE
The assignment is used in a three-credit course covering advanced Java

programming. Students taking this course have already completed three prerequisite
computer courses (nine credits). These are a 3-credit course in algorithm development,
a 3-credit course in computer hardware and architecture and a 3-credit Java programming
course that covers material roughly equivalent to the first eleven chapters of Deitel and
Deitel [1]. 

The advanced Java programming course covers a sequence of topics similar to that
of the subsequent chapters of Deitel and Deitel.
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THE ASSIGNMENT 
For this assignment, each student implements a Java applet that simulates a slot

machine. The applet presents the user with three spinners and a play button. When the
user clicks the play button, each of the spinners begins to cycle through a sequence of
images. Each spinner has its own stop button. When the user clicks a stop button, the
associated spinner stops on the most recently displayed image. The applet has a "stomp"
button that, when clicked, stops all spinners. Figure 1 shows a user interface for the slot
machine designed by a student. It is fairly typical of what students come up with. 

Figure 1 – Typical Slot Machine User Interface

STUDENT LEARNING OBJECTIVES
The primary purpose of the assignment is to cover the topic of multithreading.

Students must implement each spinner as a concurrent thread. The play and stop buttons
require the spinners to pause and resume execution so the students must understand
thread states and be able to use the synchronized construct to implement the thread
states of running and waiting. 

Prior to this assignment, students have already completed chapters and assignments
on applets and GUI programming. For the topic of multithreading, I introduce the
students to material similar to the first three sections of the concurrency lesson in the Java
Tutorials [3]. This includes basic concepts of concurrency and how to implement a
concurrent thread using the Thread class in the Java API [2]. I follow this with an
introduction to thread states similar to that in Deitel and Deitel [1] (pages 1059-1067). I
find it useful to provide an example containing a thread that can be paused and resumed
using stop and go buttons as this is a topic that cannot be readily found in references.

Since the primary focus of the assignment is on multithreading and not simulation,
the students are not required to accurately simulate the workings of a real slot machine
or its stochastic behavior.
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CONCLUSION
Advantages of the assignment are that it is a fairly straightforward implementation

of multithreading. Students need not worry about race conditions as there is no access to
common data. Furthermore, programming the play and stop buttons is a useful skill that
can be used in subsequent programs and is not covered in most textbooks. 
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The purpose of this assignment is (a) to get students familiar with the level of detail
required in developing computer programs, and (b) to reduce student anxiety about
computer programming, and about the course. This assignment is to write a ‘program' to
move a human ‘robot' from one location on campus to some other location on campus.
The assignment consists of four phases. Phase One consists of talking about what kinds
of instructions might be required to program a human robot and developing a command
set for the human robot (see below). Phase Two consists of each student writing a
program to move the human robot from the front of the classroom to some specified
location on campus. In Phase Three students pair up with student #1 playing the role of
a human robot, and following the instructions in student #2's program. Student #2
observes and notes ‘bugs' in his or her program. The pairs of students then return to the
classroom and exchange roles. Finally, in Phase Four, each student then takes his or her
program, as well as their observations re bugs, and rewrites the program to correct those
bugs.

THE ASSIGNMENT:
This assignment is to write a ‘program' to move a human ‘robot' from one location

on campus to some other location on campus.
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An Example Control Set:
    Sequential Constructs     Control Structures
    · STEP FORWARD     · IF/THEN – END IF
    · STEP BACKWARD     · IF/THEN/ELSE – END IF
    · TURN LEFT d*     · WHILE – END WHILE
    · TURN RIGHT d*
    · STEP UP
    · STEP DOWN
    · OPEN DOOR
    · WAIT s
* where d is the number of degrees, and s is seconds

    Conditions     Examples
    · AT DOOR     IF (AT WALL) THEN STEP
    · DOOR OPEN     BACKWARD END IF
    · AT WALL
    · AT TOP OF STAIRS     IF (DOOR OPEN) THEN STEP
    · AT BOTTOM OF STAIRS         FORWARD

    · AT PATH INTERSECTION     ELSE
    · AT STREET CROSSING        OPEN DOOR STEP
    · CAR COMING     FORWARD END IF

    WHILE (NOT AT DOOR) STEP 
       FORWARD
    END WHILE
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APPLIED PROBLEM SOLVING*
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In a Discrete Math course, to allow students to be creative, think about what they
have learned, and be able to apply what they have learned, the authors have created the
following assignment:

Assignment:
Applied Problem Solving – Apply a problem solving technique to a life example.
Each student proposes a problem using the problem solving technique studied in
class, but in a different context from the scenarios shown in the text. Students post
their problems to an electronic discussion board for other students to view and
solve. 
This is a weekly assignment. The student's choice of the problem domain is based

on the weekly reading. After students understand a concept, they need to know how to
apply it. 

This assignment gives students power and freedom, and many students respond well.
Since all student-proposed problems are posted on the electronic discussion board,
everyone in class can see what other students have done with the same concept learned
in class. This assignment is a very nice reinforcement for concepts that students have
learned.

This assignment serves well if the course is accompanied by electronic discussion
board for group discussion. This is better done for discussion outside of the classroom
because it gives students time to think about the problems and the solutions. However,
in-classroom discussion can also be conducted once students have a chance to think about
the assignment outside the classroom.
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In our presentation, we will show several problems proposed by the students and give
summaries of the ensuing discussions.
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ABSTRACT
This paper introduces several collections of computer networking protocol
animations that can be used in conjunction with classroom instruction. Some
of these animations allow users to change parameters and settings, thereby
enhancing the interactive learning. Additionally, this paper discusses in detail
two computer networking protocol animations that were written by students
at Park University. These animations have been made publicly available in the
student resource website [2] of Kurose and Ross' Computer Networking book
[1] and have been used around the globe for several years. 

1. INTRODUCTION
The theory of computer networking is the foundation of the Internet and its popular

applications such as web, email, and streaming multimedia. However, teaching the theory
of computer networking to students without visual aid can be rather dry and uninteresting.
Drawing pictures on the board or on a presentation slide is fine; however, drawing takes
time and usually misses the live interaction in the network communication. In recent
years, various technologies and software can help animate the networking theories.
Furthermore, it is a belief that visualization technology has a positive impact on student
learning [3]. This paper provides a list of computer networking animation resources that
can help teachers teaching the networking concepts. In addition, this paper presents
computer networking animations that were written by Park University students to help
learners understand how the underlying protocols work.

This paper is organized as follows. Section 2 provides a list of computer networking
animations resources. Section 3 presents the Selective Repeat protocol animation. Section
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4 presents the Flow Control protocol animation. Finally, section 5 provides a summary
and conclusion.

2. LITERATURE RESOURCES IN NETWORKING ANIMATIONS
This section provides and discusses several collections of networking protocol

animations in the literature.
Kurose and Ross [1] provide a publicly available collection of Java applets [2]

illustrating HTTP, DNS, CSMA/CA, CSMA/CD, Flow Control, Go-Back-N, Selective
Repeat, IP fragmentation, packet vs. message switching, transmission vs. propagation
delay, queuing and loss, etc. This collection of animations makes the theory more
understandable as the students get to explore various networking scenarios by
experimenting with different parameters and settings. Park University students have
contributed 2 Java applets to this collection of networking animations. In Sections 3 and
4, we will discuss the animations by Park University students in more detail.

Forouzan [4] also provides a publicly available collection of Macromedia Flash
animations in [5]. This collection of animations animates the figures in the networking
textbook [4]. Unlike [2], the animation scenarios in [5] are static such that users are not
allowed to change parameters or settings.  Nonetheless, it is still useful in illustrating how
some of the network protocols work.

Holliday [6, 7, 8] discusses Java applets featuring a protocol layer stack, error
control, and Ethernet. 

For network security related animations, Yuan, et.al. [9] introduced an animated
simulator for packet sniffer. This animation is written in Macromedia Flash MX. It can
be run in a web page as a Flash Applet, or as a standalone application. Yuan, et.al. [10]
provided a visualization tool with 5 demonstrations for wireless network attacks. Yuan,
et. Al. [11] provided an animated tool for Kerberos authentication. Schweitzer and Baird
[12] introduced an interactive visualization applet for teaching ciphers.

Turner and Robin [13] introduced JASPER (Java Simulation of Protocols for
Education and Research) as a protocol simulator. Note that [13] is included in [14], a
related literature source that gathers the teaching computer networking tools around the
globe.

3. SELECTIVE REPEAT PROTOCOL ANIMATION 
Selective Repeat (SR) protocol is a protocol that can be used in the Transport layer

for reliable data transfer. Park University student Joshua McKinzie wrote the SR protocol
animation during 2005-2006 academic year as a class project assigned by the author in
a Computer Networking course. This animation has been published in [2], and used
world-wide ever since according to the authors of the textbook. Additionally, this
animation is linked from the Wikipedia External Resource [15].

In the SR protocol, a receiver acknowledges every packet that it receives correctly,
and buffers any packet arriving out-of-order. In this way, the sender only needs to
re-transmit the packet that is not acknowledged. This is in contrast with the Go-Back-N
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(GBN) protocol in which if a receiver is waiting for the next sequential numbered packet,
but when other higher numbered packets arrive, these out-of-order packets are discarded
and the receiver sends an acknowledgement for the most recently received in-order
packet. Thus, in GBN, an acknowledgement of a packet number n indicates all packets
up to and include n are received correctly by the receiver.

In comparing SR and GBN protocols, GBN may incur a large number of
re-transmissions due to a packet error (because out-of-order packets are not being
buffered); whereas, SR, trying to solve GBN's problem, requires acknowledging every
packet it receives. 

As an exercise to illustrate this difference between SR and GBN protocols, the
students of a computer networking course at Park University are directed to send 5
packets using both SR and GBN animations in [2]. After 5 packets are sent, students are
to kill packet 2, meaning that packet 2 is lost in the transit. Figures 1 and 2 illustrate this
scenario. In Figure 1, for SR protocol animation, the acknowledgement for packets 3 and
4 are marked accordingly. After the agreed-upon timeout, the sender knows to re-transmit
packet 2 only. In Figure 2, for GBN protocol animation, the acknowledgement for packets
3 and 4 are marked 1, indicating the receiver has received up to packet 1 correctly. Thus,
in GBN, after the agreed-upon timeout, the sender will not only need to re-transmit packet
2, but also packets 3 and 4.

After a couple of other experiments (such as killing an acknowledgement) using
these animations, the students in general gain a better understanding the difference
between SR and GBN protocols.

Figure 1. Selective Protocol Animation



JCSC 25, 5 (May 2010)

248

4. FLOW CONTROL PROTOCOL ANIMATION
Flow Control is a mechanism adopted by the Transmission Control Protocol (TCP)

in the Transport Layer so that a sender does not overwhelm the receiver's buffer space.
In the collection of networking animations [2], the Flow Control animation was originally
coded by Hyojin Kim at the University of Pennsylvania in 1997. However, this original
animation has several problems, including reporting incorrect window sizes in the
acknowledgements. Park University student Rodrigo Neri re-coded the program to fix the
problems and enhanced the program (including slower and faster simulation) that is now
published in [2].

In the flow control of a TCP connection, the receiver informs the sender how much
buffer space is left so that the sender knows how much it can send. 

As an exercise, the students of a computer networking course at Park University are
directed to set the file size of 8 Kbytes and buffer size of 2 Kbytes as an experiment.
Figure 3 illustrates a scenario in which the receiver has successfully received 4096 bytes
from the sender and has sent those data to the application layer. Thus, the receiver
informs the sender of its buffer space (i.e., WIN = 2048) and ACK = 4096 to the sender.

By observing the headers of packets and acknowledgements in the experiments of
this animation, the students, in general, gain a better understanding of how TCP prevents
the overflow of the receiver's buffer. 

Figure 2. Go-Back-N Protocol Animation



CCSC: Central Plains Conference

249

5. SUMMARY AND CONCLUSION
This paper presents collections of networking animations for illustrating how

various elements in the networks communicate. Many of these animations are readily
available to the instructors and students. With the networking animations, the learners can
develop a better understanding of theoretical concepts. It is particularly useful when the
animations allow for changing of the input parameters or settings. 
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ABSTRACT
This paper describes our experiences with teaching SQL using three different
online SQL environments: SQLzoo.net, MySQL Query Browser, and Teradata
SQL Assistant/Web Edition. Each has been used in formal classes for learning
SQL. This paper documents the features of each, along with highlighting the
strengths and limitations.

 
INTRODUCTION

For their first introduction to SQL, we have tried to give students access to
preconfigured environments that do not require the setup and loading of a database, thus
allowing them to focus on writing queries. One way of doing this is to distribute a single
database file for a personal database, like Microsoft Access or OpenOffice Base. While
seemingly convenient, this has proven to be less than successful for teaching SQL. Our
experience is that students using MS Access tend to use Query By Example (QBE) to
build their queries, and then use an SQL view to get the query for grading submission.
While this is easily detected and discouraged, it is still common for students to take this
path and avoid learning the details of SQL queries. 

MS Access also has caused issues with our students taking classes online.
Invariably, someone does not have the school's current version, and struggles to work
with their database. Keeping multiple file versions, each with its own set of
documentation is neither practical nor desirable. 

Our strategy then has been to provide tools that can be used with an online server,
accessible from anywhere on the Internet. This serves students in all modes of instruction
with a single, well-defined environment.
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The remainder of this paper outlines the three different SQL environments that we
have used SQLzoo.net, MySQL Query Browser, and Teradata SQL Assistant/Web
Edition, emphasizing the usefulness and limitations of each one.

SQLZOO.NET
Overview

The simplest and easiest SQL environment to setup and use is SQLzoo.net. This web
site, designed and maintained by Andrew Cumming [1], provides brief SQL tutorials, a
small variety of non-trivial databases, and opportunities for students to try numerous SQL
queries, with automatic feedback for less than perfect attempts. There is absolutely no
set-up for the instructor and no registration for the student. All that is required is a web
browser along with an Internet connection.

A sample from the web site is shown in Figure 1. Each exercise page gives a
description of the table(s) being queried, any supplementary information, an input box
for entering a query, and a results box for the query output.

When the user enters a query that generates incorrect data, there is often appropriate
feedback, such as that shown in Figure 2.

Figure 1
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SQLzoo.net provides numerous opportunities to practice simple queries, as well as
subqueries, aggregate functions and joins. For more advanced students (or those more
curious) there is a way to select different back-end database servers to see the variations
in acceptable SQL syntax.

Strengths
The primary benefits of SQLzoo.net are the universal Internet access, complete lack

of set up, and a variety of non-trivial databases. Students can get started on these tutorials
and exercises with only the briefest of introductions.

The downsides to the tool are the lack of easy way of recording student work. As
a tutorial for students to work through on their own, it is outstanding. As an assignment
that requires assessment, there are a few problems. 

Limitations
Although this is a good tool for tutorials and practice, it can't be used easily for

assessed exercises. In keeping with the tutorial spirit, many answers are already posted
on the web site. However, even for those tasks meant as assessments, there is no way for
students to save their work and resume later from a different computer. There is neither
a login nor personal storage on the server. Furthermore, there is no easy way for students
to submit their work for assessment. One way is to have students cut and paste the query
and then the results from the browser window into a word processing document. While
not excruciatingly tedious, it is an extra step that has resulted in errors and
inconsistencies. Having students save the HTML page has not been universally successful
either. Depending on the browser and browser settings, only some of the queries and
results may get saved on the local computer. 

In order to provide good feedback, each query of the tutorial is fixed. While it is
possible to submit other queries against the database in a provided input box, the
corresponding feedback will not reflect the modified assignment and can be a big
distraction, especially when it contradicts a set of correct outputs.

Figure 2
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No other databases are available. While there are a good variety of different
databases, it is not possible to use this site with a database from a textbook. 

With a few simple exceptions, this is a tutorial on using the SELECT statement.
There are brief examples using other SQL commands (INSERT, UPDATE, DROP,
CREATE, etc) but these don't have the same level of interactivity as for writing select
statements, where students get to experiment.

The page organization has gotten a little out of kilter. Pages don't flow in numeric
order and links don't necessarily take you to the expected next page. For example,
Tutorial 1 is on page 1.html, but tutorial 2a is on page 1b.html and tutorial 2b is on page
1a.html!?! This is minor overall, but does require some attention to detail and perhaps
more specific instructions from the instructor before sending students off on their own.

Overall, this site is excellent for introducing students to SQL SELECT statements
and providing them feedback. It is less helpful for assessed exercises, and not useful for
queries against any arbitrary database.

MYSQL QUERY BROWSER
Overview

The MySQL Query Browser [2] is a multi-platform application that allows a user
to query and manipulate MySQL databases over the Internet. The application has
pre-built binaries for MS Windows, Mac OS X, and several Linux distributions, as well
as source code for compilation under other operating systems.

Figure 3



CCSC: Central Plains Conference

255

Strengths
The primary benefits of using the MySQL Query Browser are the graphical user

interface and the total ability to query and manipulate an accessible MySQL database
from anywhere on the Internet. This tool allows a user or group of users to write and test
SQL and to visually see all the effects of any database manipulations. Group access is
possible because the instructor or IT department controls the MySQL server. It also
allows for the creation and execution of stored procedures, granting of privileges, and
other database activities. Figure 3 shows an example. 

Queries are saved in a history until cleared, and individual result sets can be saved
to disk in a variety of formats (.html, .xls, .csv, and .xml).

Limitations
The biggest limitation is the overhead in setting up the MySQL databases and the

installation of the MySQL Query Browser environment. There must be an Internet
accessible server and the instructor or IT support staff must create the individual
databases and accounts for each student. While not an impossible task, it does take some
effort, especially initially, and must be done for every new class of students.

More problematic is the installation and configuration of the MySQL Query
Browser by the individual students. The installation of pre-built binaries itself is not
difficult, but many students have problems with installing software (either technically,
or administratively when trying to do class work on their company's computers)
Furthermore, no matter how detailed the instructions, there are always issues in getting
the correct username, password, and connection port to work together for a successful
login.

Overall, the MySQL Query Browser is the most flexible, complete, and usable tool
of these three for learning SQL. It is also the one with the highest overhead both in terms
of student installation and in terms of instructor/staff setup.

TERADATA SQL ASSISTANT/WEB EDITION
Overview

The Teradata SQL Assistant/Web Edition is a browser-based environment
functionally similar to the MySQL Query Browser. The environment is accessible from
any web browser with an Internet connection. Using it requires multiple registrations by
the instructor, then a separate registration for each student. However, the student
registrations are automatically approved. There is no additional software to install. An
example session is shown in Figure 4.

Note that the Teradata SQL Assistant/Web Edition is just one resource available
from the Teradata University Network [5] which also has many other free resources for
learning about databases.

For those wishing to see this environment, there is a trial version that does not
require registration [4]. This trial only allows read access against a single, pre-defined
database but does show off the full feature set of the tool.
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Strengths
The full version allows students to query a number of pre-defined databases from

several popular database textbooks. The instructor has control over which databases
students have access to. This read-only access is good when students are initially learning
queries. For more advanced SQL, including views, stored procedures, and table
manipulations, students are allowed to create their own, private sets of tables. 

As with the MySQL Query Browser, students can save their individual result sets
locally on their own computer in a variety of formats. Query history is retained in the
online environment across login sessions. This history can also be saved locally, but this
is only useful for short queries. Since student registration is tied to a specific course, this
allows the system to set permissions for the instructor to have read access to all students'
databases and stored procedures.

Limitations
Although this tool is slower than the locally run MySQL Query Browser, it would

otherwise seem to be an ideal tool for online use, since it does not require students to
install any additional software, nor fight with configuration settings. However, in
practice, there are some issues that make this less than ideal for assignments. The biggest

Figure 4
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issue is lack of support. The instructions for requesting support of the SQL Assistant/Web
Edition are not correct, and requests to the main Teradata University Network site are
often unacknowledged and ignored.

Having support is necessary because there are numerous issues, both large and
small. These include the site being down, an instructor losing access to student work,
multiple back-end servers with significantly different clocks, causing queries to be listed
out of sequence, and the artificial limitation of being able to only save the first 100
characters of a query to a local file. While none of these are detrimental to learning about
SQL, they are necessary for assessing student work.

CONCLUSIONS
This paper has shown three different online SQL environments, SQLzoo.net,

MySQL Query Browser, and the Teradata SQL Assistant/Web Edition. It has described
each, and listed the usefulness and limitations of each one in the context of online
instruction. None are perfect for every situation, but all are useful in specific instances.
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ABSTRACT
Topic maps can be used to create ontology-based e-learning repositories that
manage learning resources. The objective of this paper is to create a repository
that enables e-learners to access and retrieve information on the definition of
the layers of the OSI (Open System Interconnection) network model. The
process of creating a topic map on the OSI can then be also applied to any
other topic of interest which results in the gathering of all available semantic
metadata on the topic and subtopics to ultimately facilitate searching and
retrieving information on them. One of the key strategies for effective
e-learning explorative learning is to promote student-centered learning
environments, providing access to alternative resources through knowledge
management processes. Topic map is such a tool providing management of
learning resources.

1. INTRODUCTION
The important components of knowledge management are people, content, culture,

process and technology. In a learning context, people, learners and teachers, create, share,
and re-use knowledge. Content is the quantitative aspect of a specific, relevant, and
authenticated  knowledge that is being shared and managed. Culture must include sharing
knowledge in its definition. Processes are knowledge operations of acquisition,
organization, authentication, and retrieval - crucial operations for effective transfer of
knowledge for both learners and teachers. Technology fosters and enhances learning
experiences, and topic maps are an example of technology used for e-learning.
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An e-learning experience consists of an unsupervised, self-centered, self-guided, and
above all, self-documenting learning experience. One of the key strategies for effective
e-learning explorative learning is to promote student-centered learning environments,
providing access to alternative resources through knowledge management processes.
Topic map is such a tool providing management of learning resources.

Topic map is a drawing (map) of a collection of related topics. These topics are
linked to each other via drawing lines according to their relationship, whether is unary
or n-ary.    A topic may also be related to any number of resources by its occurrences.
Topics can have various names, but also can contain references to resources outside the
map (mostly URLs). This collection represents a concept, an idea, an application, an
object - that is, anything that is known and the parts that compose it are also known.   The
map assists the learner, through navigation or query, to understand what is depicted in a
compact way by revealing all its components.

The map shows the relations between topics and the relations between a topic and
the resource(s). Thus topic maps are like index lists which consist of lists of topics,
associations between topics (e.g., subentries), and occurrences of topics (pointed to via
locators: page numbers, section numbers, etc). The fundamental constructs of a topic map
are topics, associations, and occurrences, frequently mentioned as the TAO of topic maps.
Furthermore, since ontologies are explicit descriptions of concepts in a specific domain
and shared understanding, then it is safe to explain topic maps as a visualization of an
ontology.

We are faced, at present, with the challenging task of managing the world's largest
knowledge base, the world wide web (www). Topic maps simply help us to find what we
are looking for. Its visible display of resources specific of certain knowledge domain
make it easy to access information on the domain and discover other knowledge
domain(s) related to the one at hand. Furthermore, topic map is a tool that we can rely on
because it is an ISO (International Organization for Standardization) standard for
representing knowledge structures[1].

The most common use for topic maps right now is to build web sites that are entirely
driven by the topic map, in order to fully realize their information-finding benefits. The
topic map provides the site structure, and the page content is taken partly from the topic
map itself, and partly from the occurrences. This solution is perfect for all sorts of portals,
catalogs, site indexes, and so on. Since a topic map can be said to represent knowledge
about the things it describes, topic maps are also ideal as knowledge management tools.

This is by no means all topic maps can be used for, however. They can also be used
to organize the content in content management systems (instead of the simple folder
hierarchies and property-value metadata often used today), they integrate information
from diverse sources (using merging), they can drive expert systems, and much more.

Topic Maps and RDF (Resource Description Framework) [5] are web technologies
that can be alternatively used for knowledge management, web portal development,
information search, content management and e-commerce. RDF, as its name implies, is
a framework for describing and interchanging metadata. It is a language for representing
information about resources on the World Wide Web, particularly intended for
representing metadata about Web resources, such as the title, author, and modification
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date of a Web page, However, by generalizing the concept of a "Web resource", RDF can
also be used to represent information about things that can be identified on the Web, even
when they cannot be directly retrieved on the Web.

There are other forms of maps for e-learning such as mind maps and concept maps.
These type of maps present some similarities and some differences from topic maps. Like
topic maps concept maps emphasize and describe the relationships between concepts,
mind maps do not; concept maps do not need to have a central topic, mind maps usually
do, and topic maps require at least one; concept maps have a non-hierarchical net
structure, mind maps take the form of a modified tree diagram, while topic maps are
hierarchical structures. Some argue that concept maps consist of named nodes and labeled
arcs. Topic maps consist of a few more objects than that, objects that deal with
occurrences, scopes, roles, association membership, and so forth - more semantic objects.

2. TOPIC MAP DEVELOPMENT
Before building a topic map, let us list the benefits of topic maps which are:

   • easy visualization
   • easy extension of ontology without changing the storage schema
   • integrating knowledge domains: merging of topic maps
   • reuse the data for other purposes
   • Extensibility: more information can be incorporated at any time

Creating a topic map is easy once you classify the subject into topics and subtopics.
Topics are first fed into the software according to their hierarchy and their relationships

Figure 1. Topic Map and Resources
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(associations). Topics are then linked to resources (occurrences). Topic map is saved as
.xtm file and it is created according to the Topic Maps Reference Model  [3]. We are
using the TM4L editor [2] for creating our topic map for the OSI model. Figure 1 is a
generic visualization of a topic map with its topics and resources.

The map is like an index of resources related to the main topic like the index of the
back of a book. The topic we chose is the layers of the OSI network model. It is a fairly
known network model and its layers' definitions are the base of all the telecommunication
networks around the world. The map is useful for recognizing relationships of knowledge
about the OSI model and its components.

The idea is to implement the creation of topic map with a standard subject so to
emphasize the efficiency of topic maps in providing a "complete as it can be"
understanding of the subject depending on the willingness of the map creator and
collaborators to further the breadth of the map. It should be noted that any topic map's
validity is the sole responsibility of the topic map creator who is assumed to be the expert
in the main subject.

3. THE DESIGN OF OSI TOPIC MAP
The standard OSI network model consists of seven layers. Table 1 shows the seven

layers and their definitions according to ISO.

Layer Name Definition
1 Physical Media interface, transmission method, signal strength
2 Data Link Physical addressing, error detection, acknowledgments
3 Network End-to-end delivery, logical addressing, routing
4 Transport Fragmentation/sequencing of data
5 Session Controls conversations/sessions
6 Presentation Data formatting, i.e. ANSI, compression/encryption
7 Application Provides services/protocols to applications

Table 1. The seven layers of the OSI network model

The topic and subtopic structure of the OSI model can be written as:
Topic: OSI
Sub-Topics: Components (Physical, Data Link, Network, Transport, Session,

Presentation, Application)
Protocols (Physical Layer Protocols, Data Link Layer Protocols,

Network Layer Protocols, Transport  Layer Protocols,
Session Layer Protocols, Presentation Layer Protocols,
Application Layer Protocols)

The next thing is to create the associations (relationships) between the topics. We
make use of two associations: the whole-part and the placed-atop. The former is of the
type includes/part-of-it, and the latter is of the type placed-atop-of/placed-below-of.  The
whole-part is a typical relationship of topics that are related to each other hierarchically.
The seven layers of the OSI model communicates with the adjacent layers, therefore the
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association placed-atop-of would recognize this situation. For example, it can be
formulated that the topic Application Layer is part of the OSI model and it is place on top
of the Presentation Layer which is also part of the OSI model. This relationship can be
seen in the topic map of the OSI model shown below.

We will implement the resources for better understanding the OSI model using
web-based tools such as URLs, blogs, and wikis.

4. TM4L EDITOR
We use the TM4L Editor which is a free software that allows us to create topic

maps. It consists of a TM editor and a TM viewer. The TM4L Editor is an ontology editor
allowing the user to build ontology-driven learning repositories using Topic Maps. It
provides ontology and metadata engineering capabilities coupled with basic document
management facilities.

The TM4L Editor benefits from the Topic Maps' fundamental feature to support
easy and effective merge of existing information resources while maintaining their
meaningful structure. This allows for flexibility and expediency in re-using and extending
existing repositories.

The learning content created by the editor is compliant with the XML Topic Maps
(XTM) standard and thus interchangeable and interoperable with any standard TM tools.

A screenshot of the TM4L Editor interface is shown on Fig. 2.

The TM4L Editor is implemented as a client-server application developed in Java
and using the TM4J Topic Map Engine, which is an open source providing
comprehensive API that allows creating and modifying topic map structures.

Figure 2. TM4L Editor
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The associations of whole-part (instance-of) and placed-atop are defined for each
of the seven layers of the OSI model. Figure 3 shows the relationships between topics.

5. CONCLUSION
Topic maps are a form of semantic where the knowledge base is driven by visual

features. These characteristics support our idea of providing an interpretive, semantic
layer on top of document collections that classify these documents according to scope,
context and constraints. Topic map can be recommended as a support tool in educational
planning in one more way: it can bring to light the concepts that pass through several
distinct topics. The visual form of knowledge representation must also be mentioned:
without this, teachers would need much more time and effort to show their own schemes
to students and fellow teachers. It provides better personalized courseware presentations
using visual semantics. It can help distributed courseware development for the reuse and
the exchange of learning materials. Finally, it is possible to set collaborative visual topic
maps authoring among instructors and/or learners. Work is currently being undertaken
to specify multi-dimensional metadata under topic maps model and to collect related data
from experts and pupils. The next step will be for experts and non-experts such pupils to
enrich visual topic maps with sets of vast amount of single documents or learning objects
of the same context to make them more easily accessible. 
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The development of software involves the strategic integration of processes. These
sorts of projects are integrative at all stages of the system development life cycle and
concern issues of available technology services, infrastructure, components, as well as
people. Uncertainty in the outcome and scope of the project can be very high during the
inception stage. Being systematic at the outset and throughout a software development
project provides for a better understanding of the scope of the problem to be addressed,
a more applicable vision for a solution, and an empirical estimate of the overall project
feasibility and success.  Due to these and other issues encountered when developing
software, adopting a software engineering approach has become an increasingly
important topic of debate in the computer science and software engineering literature
[3,4,5,6].  This debate has a direct impact on the application of model curriculum and
ideological principles advocated as "best-practice" in CS and SE education.  

As with most topics in computer science, the scope of "model curriculum" content
coverage is growing faster than most departments can adapt[1].  This is particularly true
for small academic departments that cannot continually add and staff new courses. 
Beyond the traditional aspects covered in software development and programming
courses, in today's post-modern world, it is vital the students receive a more integrated
learning experience which emphasize aspects of oral and written communication, team
work, professional practices, and ethics, to name a few.  Each learning experience,
especially at the upper-level, must be directed at total student development and be
instrumentally designed to pedagogically address Bloom's higher level learning constructs
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of synthesis and evaluation [2] and provide a proving ground for students to practice and
demonstrate their skills, ability, and creativity.

Academia is a goal-driven institution.  Schools have mission statements.
Departments and programs have learning goals.  Individual courses have learning
objectives.  Too often, our students become focused on individual courses as goals in
themselves instead of the overall learning objectives and the relevance of a course to their
intended program of study.  This panel will discuss our overall curriculum design,
individual course objectives and activities, and the integrated project experiences we use
to address the common themes inherent in software engineering and development
projects.  We conclude with a discussion of what is required from the instructors and
students including implications for practice in today's CS classroom. 
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ACM and IEEE support the inclusion of social and professional issues in the
computer science curriculum in the 2001 Computing Curricula Computer Science volume
and the recent C2008 Computing Curricula Computer Science volume.  The
IEEE-CS/ACM Joint Task Force on Computing Curricula note:

Undergraduates also need to understand the basic cultural, social, legal, and
ethical issues inherent in the discipline of computing. They should understand
where the discipline has been, where it is, and where it is heading. They should
also understand their individual roles in this process, as well as appreciate the
philosophical questions, technical problems, and aesthetic values that play an
important part in the development of the discipline. ([4], p. 152)

The 2008 Computer Science Curriculum Interim volume [1] identifies knowledge units
regarding seven required coverage topics (history of computing, social context of
computing, methods and tools of analysis, professional and ethical responsibilities, risks
and liabilities of computer-based systems, intellectual property, privacy and civil
liberties), and four remaining topics considered appropriate for elective coverage
(security operations, computer crime, economic issues in computing, philosophical
frameworks).  

Spradling, Soh and Ansorge [6] conducted a study of 251 computer science
programs in the United States and determined that 88% (220 programs) address social



JCSC 25, 5 (May 2010)

268

and professional issues in their courses.  While this finding is encouraging, the study
further uncovered that of the 31 programs not covering social and professional issues,
77% (24 programs) have enrollments under 100 computer science majors.  Of the 24
programs not covering social and professional issues, the study determined that the major
reason that these programs do not teach social and professional issues is because
computer science faculty have not been trained [5].  Engaging students on these issues
does present some challenges [2], but does not require extensive specialized expertise.
Resources are readily available to assist in engaging students [3].

This workshop will address social and professional topics, how to integrate these
topics into the curriculum or in a standalone courses, and explore appropriate resources
available to faculty and discuss how to integrate these resources. Both of the presenters
have experience developing coursework around professional ethics and responsibility,
and integrating these subjects into the larger curriculum. 
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ABSTRACT
This paper discusses our experience in an advanced computer science course
in which students built modern computing clusters from scratch.  The least
expensive cluster used an existing computer lab for the compute nodes.  The
students also built a 10-node cluster using bare-bones computer kits for a total
cost of about $2800.  For software we used Perceus which is included in the
CAOS NSA Linux distribution. Students were required to perform a number
of administrative tasks on the system, write and test simple parallel programs
(using OpenMPI), and run benchmark programs to compare performance with
other parallel systems. 

INTRODUCTION
Cluster computing is a somewhat advanced field for undergraduates, but promises

to be an increasingly important one in the future.  Stories of large computing facilities
abandoning mainframes in favor of computing clusters are now commonplace. While
state-of-the-art clusters are typically built using the very best computing hardware, there
are many instances where surprisingly powerful systems are built using ordinary desktop
systems. These clusters are sometimes referred to as Commodity, Off-The-Shelf (COTS)
systems [1]. The obvious advantage of a COTS cluster is that it can be built cheaply;
making it perfectly suited for an academic environment.

In what follows we will describe our experience building, configuring and testing
COTS clusters.  The CAOS NSA Linux operating system was installed on the master
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node and the CAOS NSA Node operating system downloaded into the memory of the
compute nodes at boot time.  The Perceus Cluster Management Software is included in
the CAOS NSA system installed on the master node.

Students successfully built Perceus clusters in two different environments.  First,
existing computers in a lab were used as the compute nodes.  Only one additional system
was required to install the master node OS.  The computers in the lab PXE booted and
downloaded their operating system image from the master.  The default downloaded OS
image does not mount the local hard disks, so the systems in the computer lab are not
disturbed except for BIOS changes to start with PXE boot.

The second cluster the students constructed required the purchase of 10 bare-bones
kits.  One kit served as the master node and the other 9 served as compute nodes.  These
computers were dedicated to use as a cluster.  In this environment students could do more
advanced operations such as configuring separate data and control networks and
mounting the local hard drive for scratch space.

HARDWARE
We purchased 10 identical systems. They were sold as "bare-bones kits". They

included the case, power supply, motherboard, CPU (dual core Pentium), 1 gigabyte of
RAM and a 160 gigabyte hard disk. A CPU fan and a case fan were purchased separately.
The systems were purchased from Tiger Direct [2] for about $220 each.  Another good
source is New Egg [3]. These systems were sold without any operating system, which is
perfect for building a Linux cluster.

If you are not using an existing computer lab you will also need to get at least one
ethernet switch (~$200 for a layer 2 switch), an extra ethernet card for the master node
(if you want to access your cluster remotely) and at least 10 ethernet cables. You can get
better performance by buying two ethernet switches and extra ethernet cards and cables
for the nodes.  Later in this paper we will discuss how to set up separate data and control
networks to help with performance. 

OPERATING SYSTEMS
For our cluster operating system we chose CAOS NSA Linux [4] which includes

Perceus [5] as the cluster management software. CAOS NSA (Node, Server, Appliance)
is a Linux distribution developed for servers, compute  nodes and network appliances.
CAOS NSA was installed on the master node of the cluster.  As part of the CAOS
installation, Perceus was selected for installation and configuration for cluster
management.  CAOS uses dnsmasq for DHCP and TFTP servers which PXE boot the
compute nodes.  Immediately after booting, the compute nodes are provisioned with a
Virtual Node File System (VNFS) by Perceus running on the master node.  The CAOS
NSA Node system was used as the VNFS in this cluster.  The VNFS is an operating
system image which is downloaded into the memory of the compute nodes from the
master node via a provisioning daemon running on the master. The obvious advantage of
using Perceus is that there is no need to individually install an operating system on the
compute nodes.
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Perceus provides a number of tools to set up and administer the cluster. Particularly
important at the outset is to establish the identity of each compute node and set up
communication with each node using ssh.  Also, it is typical in clusters to mount the
home directories, located on the master hard drive,  on each compute node via NFS.
When users are created on the master, Perseus creates a set of public and private keys to
facilitate logging into the computer node via ssh, should one want to login to the compute
nodes.  Program development using C and C++ and OpenMPI can be done in the user's
directory on the master so there is typically no need to log into the compute nodes.

CAOS AND PERCEUS INSTALLATION
By far the easiest way to install Perceus is to download the iso image file for CAOS

NSA Linux [4], which includes Perceus, and burn that iso image to a CD.
After booting the master node using the CD, the CAOS NSA install script will guide

you through the installation, which is fairly straightforward.  You will need to provide
identity information for the master node.  When it gets to "Select roles for this system"
you should select "File-Server" and "Clustering". When it asked if Perceus should be
installed select "Yes". 

When you get to "Perceus Configuration" you have the ability to choose the number
of the first node the total node count and a naming scheme for the nodes (we used the
default n####). The compute nodes are usually on their own private network typically
192.168.1.X or 10.1.1.X.  We chose 10.254.0.0/22 as the subnet for the cluster.

Perceus configuration will also ask you to select a VNFS image for use on the
compute nodes.  The installation will suggest a VNFS image which will be automatically
downloaded from the Internet if it is selected.  In our installation, the VNFS image
downloaded was caos-nsa-node-1.0.25.X86_64.vnfs.  The downloaded VNFS was stored
in the /var/lib/perceus/vnfs directory on the master  node.  This VNFS image will be
downloaded into the compute nodes immediately after booting via PXE.  In preparation
for PXE booting the cluster compute nodes, the master is configured as a TFTP and
DHCP server using dnsmasq.  The files to support PXE booting of the compute nodes are
stored in /var/lib/perceus/tftp.  Perceus and dnsmasq configuration files are located in
/etc/perceus.

SETTING UP THE COMPUTE NODES
The compute nodes and master node were connected to a 24-port gigabit ethernet

switch which was the high-speed interconnect (HSI) [6] of the cluster.  The BIOS in the
compute nodes was set to PXE boot from the master node when the compute nodes are
powered on. 

Assuming a successful install of CAOS NSA and Perceus on the master node, the
compute nodes can now be PXE booted and obtain an IP address from the DHCP server
on the master.  Immediately after booting, the compute nodes are provisioned when the
master downloads, using NFS, the VNFS image into the memory of the compute nodes.
The master monitors the provisioning and records the state of the compute nodes as the
state changes from an initial "init" state while being provisioned to a final "ready" state.
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REBUILDING THE IMAGE FILE
The VNFS image, which is the operating system downloaded into the compute

nodes when they are booted, can be customized by mounting it on the master using the
"perceus vnfs mount" command.  Once mounted,  the VNFS can be accessed as a file
system and changes easily made.  Also, packages can be added to the VNFS by using the
CAOS SMART package management tool.  After the desired changes have been made,
the "perceus vnfs umount" command will rebuild the VNFS image.  Rebooting the
compute nodes will load the modified VNFS image or the command "perceus vnfs
livesync" can be used to load the modified VNFS image into the compute nodes without
rebooting them.  For example, the java RTE was installed into the VNFS so it would be
available on each compute node.  Also, for test purposes the VNFS was modified to allow
the root user to log in locally on each compute node.

USING PDSH AND OPENMPI
To execute code on the compute nodes, the parallel distributed shell, pdsh, can be

used to manually copy the code to each compute node or OpenMPI can be used to
develop MPI-based applications which are distributed to the compute nodes using MPI
library routines.  As an example of the use of pdsh, a java application which calculated
members of the Mandelbrot set was copied to each compute node so that multiple
Mandelbrot images could be computed in parallel to make a Mandelbrot "movie".  The
first MPI program [7] students run is a "hello world" program which has each compute
node report in the compute node identity and the rank of the process executing on the
node.  Other MPI programs to calculate integrals and perform other parallel computations
were written by the students who finished the semester with a MPI project of their
choosing.  Students also ported benchmark programs to the cluster to test the performance
of the cluster and its high-speed interconnect.

SEPARATE DATA AND CONTROL NETWORKS
In its initial configuration, the cluster high-speed interconnect (HSI) was one gigabit

ethernet network for control and communication and data distribution.  After that
configuration was working and throughly tested, the HSI was split into two gigabit
networks, one for control and communication and one for data distribution using NFS.
All compute nodes had two ethernet interfaces, one on the motherboard and one as a PCI
adapter.  The master node had three ethernet interfaces; one for the command and control
network, one for the data network and one for access to the public Internet.  The control
and communication subnet IP addresses were assigned using DHCP.  The ipaddr Perceus
module was edited to enter the data for the subnet IP addresses.  

For example, to create separate control and data subnets of 10.254.0.X/22 and
10.254.4.X/22 the ipaddr file looked like this:
* eth0:[default]/[default] eth1:10.254.4.1/255.255.252.0/10.254.4.1 
n0000 eth0:[default]/[default] eth1:10.254.5.0/255.255.252.0/10.254.4.1 
  . . .
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MOUNTING THE LOCAL HARD DISK
Since each compute node had a 160 gigabyte hard disk, the VNFS was modified to

mount that disk locally on each compute node when the node was booted.  This allowed
for local "scratch" space and for storing data sets which were distributed prior to
executing code utilizing the data sets.  To do this the students edited the file /etc/fstab in
the VNFS image.

CLUSTER OPERATION AND ADMINISTRATION
The Perceus Cluster Management System was installed as part of the CAOS  NSA

installation on the master node.  Students used Perceus commands to perform routine
systems administration tasks on the cluster.  The following is a summary of Perceus
commands which the students used to build and administer the cluster [8]: 
  perceus node add        Import a new node into the node database
  perceus node delete     Delete a node or set of nodes
  perceus node list       List the configured nodes    
  perceus node show       Dump the node configuration                             
  perceus node status     Current status of node provisioning                     
  perceus node summary   General configuration summary                           
  perceus vnfs import    Import a new VNFS capsule into Perceus
  perceus vnfs list       List configured VNFS capsules
  perceus vnfs livesync   Update the file system of a running node
  perceus vnfs mount      Open the VNFS image to modification
  perceus vnfs umount     Close the VNFS image and save any changes
  perceus module activate Activate a module to run in a provisionary state
  perceus module list       List the installed modules (doesn't mean active!)
  perceus module summary  Show list of modules and activated states
  perceus info system     Print system information (useful for troubleshooting)

MEASURING PERFORMANCE
The IOZone [9] and Skampi [10] benchmark programs were used to measure cluster

performance.  IOZone was run across a wide range of record sizes and file sizes to test
data communications throughout the cluster.  Skampi included "pingpong" functions
which measured point-to-point communications in the cluster.  

An MPI version of the N-queens program from Kise [11] was used to measure the
computational performance of the cluster and compare the cluster with other clusters.  For
this purpose, a lab with 20 PCs was "clusterized" using CAOS NSA and Perceus to test
the effect of having more compute nodes in the cluster.  Each node had an AMD
Athlon(tm) 64 X2 Dual Core Processor with a 3 GHz clock speed and 2 gigabytes of
memory.  This cluster used a 100 Mbps HSI and the command and control and data
networks were combined on one switch.  This 20-node cluster is identified as the "Mo16"
cluster while the 10-node cluster discussed previously is the "St314" cluster.  The
following is a comparison between these two clusters using the MPI-based N-queens
program:
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 Cluster     Number of Queens            Time to Find All Solutions (seconds)
 St314                19                                 551.3
 Mo16              19                                  279.5
 St314               20                                4066.3
 Mo16                20                                1888.4
The execution time for this application scales with the number of compute nodes.

CONCLUSIONS
Building a cluster system is very easy using the CAOS NSA Linux distribution and

the Perceus Cluster Management System.  The developers of Perceus have used their
Warewulf experience to develop a powerful yet easy to install and operate cluster
management system.  Inexpensive computers constructed from "bare-bones" kits can be
used for the master node and compute nodes.  It is possible to include a CAOS NSA
server in an existing computer lab to "clusterize" the computers in the lab.  Thus, anyone
with a small department budget and/or a computer lab can have a cluster by using the
"magic" of Perceus.
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ABSTRACT
In order to expose more students to computer science, we developed "Artificial
Intelligence", a one-credit course intended for non-computer science majors.
The course seeks to give students a taste of various technical topics in AI,
ranging from expert systems to neural networks, without requiring any
programming or mathematics background.  The course uses a mixture of
hands-on exercises and software demonstrations to illustrate the principles
behind AI.  Despite the technical subject matter, students from a variety of
majors reported that they found the course both accessible and interesting.

1.  INTRODUCTION
With enrollments declining, luring students to computer science is a serious

challenge.  Our computer science program relies heavily on recruiting internally,
encouraging current students who are undecided about their major to consider computer
science.  One of our key problems is that most students are unfamiliar with computer
science and have misconceptions about the subject.  To remedy this, we have started to
offer one-credit "fun" courses intended for nonmajors.  These courses have no
prerequisites and require no prior experience with programming or mathematics.
However, they are nevertheless intended to give students a comprehensive introduction
to an area of computer science.

This paper describes "Artificial Intelligence", the first course we offered.  Artificial
intelligence lends itself naturally to a general survey course.  It is relevent: all students
have unknowingly come into contact with AI software on the internet, in games, or
elsewhere.  It has a dark and controversial side, as any student who has seen The Matrix
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or Blade Runner can attest.  AI can also be humorous (think Dr. Eliza), and lends itself
well to hands-on demonstrations.

Courses abound both at our university and elsewhere that discuss AI's effect on
society, usually in the context of science fiction.  However, in designing this course, I
opted for a different approach.  Rather than focus on the social impact of AI, I instead
looked at the technical aspects of AI.  The resulting course explored various tricks and
approaches to mimicking AI, from neural networks to expert systems to exhaustive
searching.  "How does it work?" was the underlying question.

There are several reasons for making a technical survey course.  First, students can
already find discussions of AI and society in existing courses.  Second, students are
unlikely to have their misconceptions of computer science dispelled unless they are
presented with real computer science.  Third, a course designed to entice students to study
computer science should show students examples what they might study.

Creating an AI course with broad appeal and a technical subject matter turned out
to be a balancing act.  On one hand, the course had to appeal to the nonscience student.
On the other hand, much of AI is mathematically dense and deals with abstractions.  I
approached this by creating a course that avoids theory as much as possible and focuses
instead on hands-on demonstrations and simple explanations.  I wrote a series of software
demonstrations explicitly for the course.

Survey results from students at the end of the course were universally positive.
Students enthusiastically took part in discussions and exercises, in some cases bringing
their own material to class.  A second offering of the course, advertised largely by
word-of-mouth, filled rapidly.  Several students subsequently pursued independent study
projects based on the course material.

In this paper I will discuss how I structured the course and approached the material,
lesson-by-lesson.  In the end I will discuss the results of student feedback.

2.  THE COURSE AND ITS STUDENTS
An unusual structure was chosen for this course.  Rather than running one

semester-long section, we opted for two sections, offered back to back.  The first section
started in late January and concluded in early March.  The second section began in March
and concluded at the end of April.  We chose this structure for several reasons.  It allowed
us to gauge student interest by seeing how many students enroll for the second section,
which was advertised by word-of-mouth.  The second section also gained us students who
dropped another course early in the semester and needed to pick up a credit-hour.
Because of the short duration of the course, weekly class periods lasted 105 minutes,
allowing a new topic to be covered in entirety each week.

14 students enrolled in the first section and 10 in the second section.  A variety of
majors were represented, including Math, Theater, Psychology, Journalism, and
Economics.  5 of our own computer science students also enrolled.  Students were drawn
to the class for different reasons, including flyers, their advisor's recommendation, and
the urging of their friends.
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The course consisted of one lesson per week for seven weeks.  In each class period
I covered a separate topic.  I generally followed the same structure for each concept:
   • A teaser software demonstration.  Some were internet demonstrations and and some

were written for the course.
   • An exercise.  Students were given a hands-on activity that illustrated the concepts

to be discussed that day.
   • An interactive discussion, where students learned how the technology worked.
   • One or more illustrative software demonstrations.
   • Examples of real applications, sometimes accompanied by additional

demonstrations.
Because a grade had to be assigned, the students were required to write a brief group

paper about an application of AI technology.  Students were asked to find an example,
discuss how the AI works, and constrast it with approaches used before the technology
existed.  Some of the topics students investigated included fuzzy logic, post office zip
code scanners, Pleo, and facial recognition.

3.  LESSONS
Five topics were covered in this course: searching, expert systems, natural language,

neural networks, and genetic algorithms.  Two additional class periods dealt with defining
AI and the future of AI.  A synopsis of each lesson is detailed below.

3.1.  Defining AI
My objective for the first lesson was to show students the difficulty of defining

artificial intelligence or its goals.   We covered three major topics.
   • "How do I know my neighbor isn't a robot?"  Students interviewed neighbors and

listed on an index card what behaviors demonstrated that their neighbor is human.
   • The Turing Test
   • A short narrative on the history of AI, from mechanical automata to the present.

Students were assigned to read Computing Machinery and Intelligence and discuss
it briefly at the beginning of the next lesson.

3.2.  Searching
The second lesson introduced students to the concepts of backtracking, search trees,

and heuristics.  The lesson started with mazes and puzzles, and proceeded to competitive
games like Chess.  Figure 1 shows screenshots of the demonstrations used.
   • Mazes.  Students were asked to solve a maze on paper and note down their thought

process.  Two maze solving programs were demonstrated, one only using an
exhaustive search and the other incorporating a heuristic.

   • 8 puzzle.  Students were given 8 puzzles to solve by hand, and then tried several 8
puzzle solving programs that used different searching techniques.  Students learned
the difference between breadth and depth first search.
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   • Tic Tac Toe.  Students played each other at Tic Tac Toe and noted how Tic Tac Toe
is effectively a search problem.

   • Money game illustrating minimax.  A volunteer was shown three envelopes, each
containing pennies, nickels, and dimes.  The volunteer was told that she would
receive one coin from whichever  envelope she chose, but would not get to choose
the coin.

   • Chess.  Students watched two AIs play each other, one searching to depth 2, the
other to depth 3.

   • Pruning.  The money game was again with a 5 second time limit, teaching the
volunteer to reject envelopes with pennies.

3.3.  Expert Systems
The third lesson introduced students to decision trees, predicate logic, and

forward/backwards chaining.
   • Decision trees.  Students played several rounds of the "Guess the animal game" and

discussed how it works.  Students then played the "Guess the Dictator / Sitcom
Character"  where the weaknesses of decision trees are very apparent.

   • Rules chaining.  Students learned about how forwards and backwards chaining, and
tried a simple medical diagnostic software using forward chaining.

3.4.  Natural Language
In this lesson I focused on three applications: machine translation, composition, and

conversation.  For each application, we discussed a rules based approach and a statistical
approach.
   • Dr. Eliza.  Students played the psychiatrist game and then looked through the rules

file to discover how it works.
   • Translation.  Students learned about parsing and tried out Stanford's online parsing

utility []  to see how it handles ambiguous sentences.  We then used the Systran
translator to translate Spanish news articles to English.

   • Scigen.  Students tried the Scigen utility  to generate phony research papers.

Figure 1:  Search Demonstrations
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   • Markov models.  Students tried out a Markov model-based sentence generator
written for the class.  They produced Keats-style poems, Alice in Wonderland style
prose, and State of the Union addresses in the style of George Bush.

   • Google translator.  Students used the statistical-based Google translator and
compared it with Systran.

   • Jabberwacky.  The class conversed with the online Jabberwacky chatterbot.

3.5.  Neural Networks
Students were introduced to the concept of making computer models of brain cells

to solve problems.  Figure 2 shows screenshots of the neural network software written for
this course.
   • Perceptron.  Students trained a perceptron program written for the class to learn the

max function and observed how the weights responded.  Students then tried training
it on the XOR function.

   • Multilevel network.  Students taught XOR to a second program modeling a
multilevel neural network.

   • Tic Tac Toe.  A Tic Tac Toe game that uses a neural network to mimic the human
player's strategy.  Students tried teaching the game to play Tic Tac Toe, and saw
how it learned to mimic wrong moves as well as right moves.

   • Character recognition.  Students tried a Hopfield network-based program written for
the course. The program asked students to draw a number and tried to guess the
digit.

Figure 2.  Neural Network Demonstrations

3.6.   Genetic Algorithms
The last technical topic covered was genetic algorithms.  Students discussed the

principles of evolution and brainstormed how they could be modeled by a computer.
   • Knapsack solver.  I developed a genetic algorithm program for the course that shows

the population on a GUI.  Students tried solving an example problem with index
cards, then watched the computer solve it.

   • SRAT solver.  Students tried solving James Propp's Self Referential Aptitude Test
[] by hand, and then watched a genetic algorithm estimate a solution.
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3.7.  Future of AI
In the final lesson of the course I showed a series of movie clips showing various

science fiction authors' visions of robots and the future of AI.  Clips were chosen from
2001, Blade Runner, AI, the Matrix, the Day the Earth Stood Still, and various Twilight
Zone episodes.

4.  SURVEY
In addition to the regular evaluation, a survey was given to the class at the end of

the last lesson.  Student responses to the survey questions are shown in Table 1.

Did you find this course interesting? All students answered "yes"
Did you feel it was too technical or not
technical enough?

1 answered "Too technical", 2 answered
"not technical enough", 11 answered
"about right"

What topics would you have liked to have
seen?

"Emotional replication" and "robotics"
were given.

In this class I tried to mix demonstrations,
explanations, and exercises.  Of those
three, which would you have liked have
seen more of?

7 answered "demonstrations", 6 answered
"exercises"

Is there anything else you want to
comment on that could be improved?

1 answered "more movies", the rest
answered "nothing" or left it blank

Table 1:  Qualitative feedback (first section only)

In addition, students were asked, for each topic, whether they enjoyed it, felt
neutral about it, or disliked it.  As can be seen in Table 2, there was no consensus,
with different students enjoying very different topics.

Topic # enjoyed # neutral # disliked
Defining AI 10 4
Search problems 14
Expert systems 11 1 2
Neural networks 13 1
Genetic algorithms 10 4
Movies about AI 9 3 2
Philisophical discussions

Table 2:  Feedback by topic
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Central to computing is machine code generation. Upper level undergraduate
students studying computing are quite familiar with high-level languages.  Most
undergraduate programs in computing begin with a course involving computer
programming in a high-level language and as students progress through their studies they
gain more experience with high-level languages. Not only is the machine code central to
upper level courses in computer science, introductory programming texts address the
issue of how high-level languages are translated to execute on the machine [3, 4]. 

In recent years, as the field of computing has expanded, courses in assembly
language have been supplanted with more timely material [1]. In the most recent ACM
curricula guidelines assembly language is only mentioned in one of the fourteen sections,
Architecture and Organization [2].  One of the ten subsections herein has nine hours
recommended and there are nine learning objectives for this subsection. The ninth
learning objective is:  "Understand how, at the assembly language level, how parameters
are passed to subroutines and how local workplace is created and accessed" [2].   Courses
in computer architecture, operating systems and compiler design revolve around machine
language yet the disconnect that exists from the lack of a course dedicated to the topic of



CCSC: Central Plains Conference

283

assembly language introduces a gulf in knowledge.  This makes it difficult for students
to quickly grasp the concepts of these other courses and requires the instructor to spend
time with the topic of assembly language.

Frances [5] is a new tool that shows graphically the relationship between statements
in a high-level language and the generated assembly language. This tool allows students
to quickly make a connection between the written high-level language and the generated
assembly instructions.  The environment has several unique features that make it useful
to students needing to gain an understanding of this relationship.

Computing faculty teaching courses at all levels will be interested in the potential
for classroom use.  The presentation will provide instruction on the use of the tool,
information about supporting material and access to the tool for future use in the
classroom.
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THE ASSESSMENT DILEMMA IN COMPUTER SCIENCE EDUCATION
 In a SIGCSE note [1] Henry Walker addresses some of the problems with grading
in computer science. He cites a report from the MAA/ACM/IEEE Computer Science Task
Force on the Teaching of Computer Science with Mathematics Departments [2] to
demonstrate that "grading CS [computer science] takes longer than comparable
assignments in mathematics or other sciences; CS grading rates appear more closely tied
to foreign language than science. [...] However, while upper-level foreign-language
courses often require only 4 or 5 short papers during a semester, many CS faculty believe
that one assignment every 2 or 3 weeks provides students with inadequate practice. Thus,
in CS, assignment frequency may parallel other sciences, while grading time parallels
foreign language." Walker concludes from the task force report that "One can grade
approximately one and one-half [times] as many English examinations and almost twice
as many calculus examinations in a fixed time period [as computer science]." This is part
of the CS assessment burden.

In a special SIGCSE working group report "How Shall We Assess This?" [3] the
authors discuss how increased class sizes, distributed learning, and distance learning are
forcing changes in current assessment practices. They present the debate over the value
of automated assessment. In the paper's introduction section they state:

"With increasing class sizes in educational establishments worldwide, the
practice of assessment is becoming a problematic issue; increased numbers
make it more difficult to assess student attainment. If assessments are graded
manually, educators must either set fewer assessments tasks or resign
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themselves to a greatly increased marking load. In order to cope with
increasing student numbers automated assessment is becoming increasingly
important in many courses. The number of papers related to the topic that have
been presented at ITiCSE conferences in recent years [...] reflects this
increasing interest. Automated assessment can save time and human resources
but its adoption must be pedagogically sound. It is a widely held belief that
on-line teaching and learning will be the savior of the educational system."
Grading student programs is one of those things that can be a headache for both

faculty and students. For faculty – especially if teaching with frequent assignments or
larger class sizes – grading takes a lot of time. In addition, it is hard to stay on top of the
grading of weekly programs. Students often do not receive feedback quickly enough for
it to be helpful for the next assignment and it is frequently not very detailed.

The idea of deputizing the computer to help out with grading is nothing new. J.
Hollingsworth's 1960 CACM paper "Automatic Graders for Programming Classes" [4]
describes automated grading of punchcard-based programs by a punchcard-based
program. Several hundred papers have been published since, but few teachers use
automated grading tools. Those who do so, typically use homemade, hard-to-share
systems. In order to leverage the ability to share tools, I recently stopped using my
homemade system and switched to Web-CAT [5], which supports standard platforms and
a range of languages and grading techniques. If one person adds support for a new
language or assessment tool, all Web-CAT users can start using it. I am the project
contributor of the code that provides Python support.

Attendees will learn about a set of useful tools that are beneficial and reasonably
easy for faculty and students to use.

TUTORIAL TOPICS
   • Different approaches to automatic program testing. Application testing vs. more

detailed unit testing.
   • Test-driven development (TDD) vs. non-TDD.
   • What is feasible and infeasible (or still hard to do) with automated testing.
   • Quick introduction to the xUNIT architecture.
   • Examples of how to test code in Python, Java, and C++.
   • A demonstration of the Web-CAT automated grading system.
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ABSTRACT
A class of simple resistor networks is used to enumerate the set of positive
rational numbers. A one-to-one correspondence between the simple resistor
networks and rational numbers is established, and efficient algorithms to find
the rational for a given ordinal number, to find the ordinal number for a given
rational, and to generate the rationals up to a given ordinal number are
presented. The bijection and the algorithms answer some typical questions that
are frequently asked by students in discrete mathematics or computing theory
classes related to counting positive rational numbers.

1. INTRODUCTION
The set of positive rational numbers is commonly shown to be countable by using

a matrix of fractions [e.g., 1, 2]. Each fraction i / j is located in the ith row and the jth
column of such a matrix. An enumeration is then shown by sequentially listing the
fractions on the diagonals, starting from the corner where the fraction 1/1  is located, and
skipping an element if it causes a repetition. When this approach is used to present the
topic in discrete mathematics or computing theory classes, some of the typical questions
from the students are: 
   • What is the mapping from the integers to the rationals?
   • Is there an easy way to find the nth rational for a given n? 
   • Is there an easy way to find the ordinal number of a given rational?
Indeed, the approach constructs a linear list of positive rational numbers but does not
provide a formula for the one-to-one correspondence. In particular, the list so constructed
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includes "holes" to avoid double counting. The above questions usually arise from the
students' concern with such holes in the list and the lack of an explicit formula that avoids
double counting.  

We will present a mapping that answers such questions. The mapping is based on
a class of simple resistor networks and can be defined by simple formulas for computing
the equivalent resistance of the networks.  Efficient algorithms to find the nth rational for
a given ordinal number n, to find the ordinal number for a given rational, and to generate
a list of rationals up to a given ordinal number will be presented and analyzed. 

Enumerating the rational numbers is a well-studied problem. A salient feature of the
approach discussed in this article is that it is based on concrete physical objects: resistor
networks. 

2. SIMPLE RESISTOR NETWORKS
Let r1 and r2 be the resistance values of two resistors. The resistors can be connected

(combined) in parallel or in series, as shown below.

When the two resistors are connected in parallel (Fig. 1a), the equivalent resistance (the
combined resistance) of the resistor network is r1r2/(r1+r2).  When the resistors are
connected in series (Fig. 1b) the equivalent resistance is r1 + r2.
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As an example, consider two resistors of resistance a/b and 1 (ohm). The equivalent
resistance of the two resistors connected in parallel (Fig. 2a) is (a/b)/(a/b + 1) = a/(a+b),
and that of the resistors in series (Fig. 2b) is a/b+1 = (a+b)/b. 

We consider a sequence of resistor networks. Each network is constructed from
1-ohm resistors. The first network in the sequence is a 1-ohm resistor. For n > 1, if n is
even  then the nth network is formed from the (n/2)th network by connecting a 1-ohm
resistor in parallel with the (n/2)th network; if n is odd, then the nth network is constructed
from the (n/2)th network (discarding fractional part of the quotient n/2) by connecting a
1-ohm resistor in series with the (n/2)th network.  Fig. 3 shows the first seven networks
in the sequence and their equivalent resistance R(1), R(2)..R(7) as fractions. 

It should be clear that the 2nd and the 3rd networks are formed from the 1st network, the 4th

and the 5th networks are formed from the 2nd network, and the 6th and the 7th networks are
formed from the 3rd network. The equivalent resistance of each network can be computed
using the simple formulas given in Fig. 2. For example, since the 5th network is the 2nd

network with  a 1-ohm resistor connected in series, the equivalent resistance R(5) can be
computed from R(2) by using the formula in Fig. 2b: since R(2) is 1/2, R(5) is (1+2)/2 =
3/2. As another example, since the 6th network is the 3rd network in parallel with a 1-ohm
resistor, the equivalent resistance R(6) is computed from R(3) by using the formula in
Fig. 2a: since R(3) is 2/1, R(6) is 2/(2+1)=2/3.

In summary, the equivalent resistance of the first network R(1) is 1/1. To compute
the equivalent resistance R(n) of the nth network for any n > 1, let R(n/2) be a/b (if n is
odd, the fractional part of the quotient n/2 is discarded). R(n) is a/(a+b) if n is even and
(a+b)/b if n is odd. The next section will establish that R is a one-to-one correspondence
between the set of positive integers and the set of positive rationals. Hence, the set 

{ R(n)  |  n  1}≥

is the set of all positive reduced fractions, i.e., the set of all positive rationals, and the
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sequence R(1), R(2), R(3)… is an enumeration of them. 

3. ONE-TO-ONE CORRESPONDENCE
For any positive integer k, R(k) is a reduced fraction because 
   • R(1), i.e., 1/1, is reduced, and 
   • Any fraction of the form (a+b)/a or the form a/(a+b) derived from a reduced fraction

a/b is also reduced. 
Suppose R(k) is a/b for some positive integer k. We note, from the definition of R, that
   • a=b  if k = 1, and
   • a > b if k is odd and k  1, and ≠
   • a < b if k is even.

We will now show, by contradiction, that R is a one-to-one correspondence. That
is, R is both injective (one-to-one) and surjective (onto). 

Suppose R is not injective. There exist two positive integers j and k such that j ≠
k but R(j)  = R(k). Without loss of generality, let's assume j < k. Since R(j)  = R(k), j and
k must either be both odd or both even.  Since R(j) and R(k) are derived from R(j/2)  and
R(k/2) in the same way, R(j/2) must be the same fraction as R(k/2) and, therefore, j/2 and
k/2 must either be both odd or both even. Besides, j/2 < k/2 because j < k and j and k are
either both odd or both even. For the same reasons, the  invariant that R(j)  = R(k),  j and
k are either both odd or both even, and j < k  holds for the values of j and k right after
every iteration of the following loop in C++:
while (j != 1) 
{j = j/2; 
 k = k/2;
 //at this point R(j) = R(k), j and k are either both be odd or both even, and j < k
}
When j = 1, the loop invariant becomes a contradiction because R(1)=1/1 but R(k) cannot
be 1/1 since 1 < k. Therefore, R is injective. 

Now suppose R is not surjective. There exists a positive reduced fraction a/b that is
not in the range of R. If a < b, then a/(b-a) is not in the range of R - otherwise, there
would be a positive integer n such that R(n)= a/(b-a), and a/b would be in the range of R
because R(2n) would be a/b. Similarly, if a > b, then (a-b)/b cannot be in the range of R.
By the same reasoning, the invariant that a/b is not in the range of R holds for the values
of a and b right after every iteration of the following loop in C++:
while (a != b)
{ if (a > b) a=a-b;
  else       b=b-a;
//at this point, the fraction a/b is not in the range of R
}

We note that the above loop implements the Euclidean algorithm for computing the
greatest common divisor of a and b. Since a and b are initially coprime (because a/b is a
reduced fraction), their greatest common divisor is 1. When a=b=1, the loop invariant
becomes a contradiction because 1/1 is in the range of R.  Therefore, R is surjective.
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3. ALGORITHMS
In the algorithm given below, a fraction num/den will be represented by the

following structure in the language C++:
struct Fraction
{ int num;  //numerator of a fraction
  int den;  //denominator of a fraction
};

An algorithm to compute R(n) for any given n is presented below as a function
findR in the language C++. The function takes an input parameter n and returns a
fraction. The algorithm closely follows the definition of R presented in the previous
section.
Fraction findR (int n)
{ Fraction result;
  if (n == 1) 
     { result.num = result.den =1;
     } 
  else 
     { result=findR(n/2);
       if (n%2) result.num += result.den;
       else     result.den += result.num;
     }
  return result;
} //end function findR

Since both n and 2 are of the int type, the division yields an int quotient (e.g., 7/2 is
3). Since every recursive call to findR reduces the parameter by at least one half, the
running time is obviously O(log n).

As an example, let's consider the function call findR(5), which will compute the
fraction R(5)=3/2. The following calling chain will take place: findR(5) calls
findR(2), which calls findR(1). Then, 
findR(1) returns 1/1, which is used in
findR(2) to compute and return 1/2, which is used in
findR(5) to compute and return 3/2

Since the mapping R is a one-to-one correspondence, for any given rational a/b, its
ordinal number n can be computed such that R(n) is a/b. The algorithm to do so is
presented as a C++ function below. The function findOrd, when given a reduced fraction
a/b as two integers via the parameters, returns the ordinal number of a/b. 
int findOrd (Fraction f)
{ 
  if (f.num < f.den) 
      { f.den -= f.num;
        return findOrd(f) *2;
      }
  else if (f.num > f.den)
      { f.num -= f.den;
        return findOrd(f) *2 + 1;
      }
  else return 1;
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}

In terms of the ordinal number n, the algorithm is O(log n) time. In terms of the
parameters a and b, the algorithm is linear-time with the worst case running time being
O(max(a, b)). 

Clearly, the function findOrd performs the inverse of what findR does. As an
example, the function call findOrd(3/2) will call findOrd(1/2), which will call
findOrd(1/1). Then,  
findOrd(1/1) returns 1, which is used in
findOrd(1/2) to compute and return 1*2=2, which is used in 
findOrd(3/2) to compute and return 2*2+1=5
Note the calls to findOrd and findR involve the same sequence of rationals (1/1, 1/2,
3/2) and of ordinal numbers (1, 2, 5).

The C++ function enumerate, given below, returns a sequence of rationals R(1),
R(2), ..R(n) for any given n in an array A of fractions. The array A will contain reduced
fractions such that A[i]is R(i). To call this function, the actual parameter for the array
A must be of size n+1 or larger. For ease of presentation, the first element of the array A
is left unused.
void enumerate(int n, Fraction A[])
{  int i;
   A[1].num=A[1].den=1; 
   for (i=2; i <= n; i++)
     { A[i] = A[i/2];
       if (i%2)
           A[i].num += A[i].den;
       else
           A[i].den += A[i].num;
      }
}

The main control structure of the function is a loop that derives A[i] from A[i/2] for all
i in the range 2..n  in accordance with the definition of R. The running time is O(n).

4. SUMMARY
An enumeration of the positive rationals based on a sequence of resistor networks

is presented. Efficient algorithms to find the rational for a given ordinal number, to find
the ordinal number for a given rational, and to generate the rationals up to a given ordinal
number are presented and analyzed. The enumeration and algorithms answer some typical
questions frequently asked by students in discrete mathematics or computing theory
classes. 

REFERENCES

[1] Rosen, K. H., Discrete Mathematics and Its Applications, McGraw-Hill, 6th ed.,
2007.



CCSC: Central Plains Conference

293

[2] Sipser, M., Introduction to the Theory of Computation, Thomson Course
Technology,  2nd ed., 2006.



___________________________________________

* Copyright © 2010 by the Consortium for Computing Sciences in Colleges.  Permission to copy
without fee all or part of this material is granted provided that the copies are not made or
distributed for direct commercial advantage, the CCSC copyright notice and the title of the
publication and its date appear, and notice is given that copying is by permission of the
Consortium for Computing Sciences in Colleges.  To copy otherwise, or to republish, requires a
fee and/or specific permission.

294

A WEB SERVICE MODEL FOR CONDUCTING RESEARCH 

IN IMAGE PROCESSING*

Chengcheng Li, Ph.D.
Department of Technology Systems

East Carolina University
Greenville, NC, USA

liche@ecu.edu

ABSTRACT
This study is an online application development process, covering a range of
computing science topics, including image processing, feature extract,
statistical analysis and artificial intelligence, .NET programming, Matlab
programming, web development, and database design and implementation. An
online cattle meat quality assessment model is created. Users can contribute
and share ultrasound scans of live cattle through the image database
management system. Real-time meat quality assessment is performed on the
server side using Matlab .NET components. The algorithms are based on linear
regression analysis and neural networks. The algorithms yield high accuracies
in predicting the intramuscular fat (IMF), which is an important indicator of
cattle meat quality. By reading the meat qualify predication from this online
approach, the farmers can know the values of the cattle and adjust the feeding
method accordingly to maximize profit. 

BACKGROUND
The research on beef quality grading through ultrasound technology started more

than a decade ago [1][2]. The low resolution and high noise-to-signal ratio of ultrasound
images and the limited computing power of the early studies resulted in low accuracies
of IMF prediction.  In fact, the technician visual appraisal of beef IMF on carcass is still
the primary means to evaluate the beef quality today. Stimulated by contemporary genetic



CCSC: Central Plains Conference

295

research, computer based IMF assessment on live cattle has yielded encouraging results
[3][4]. However, the technology is still limited in the laboratory for research purpose.
There are few commercial software products for IMF assessment on the market and they
have been used in only testing areas across the country due to the limited available
ultrasound scan data and lack of standardized image processing and AI predication
algorithms in this field.

Computer-based IMF assessment on farmed animals is very difficult because of the
complicated data collection process, which leads to big data variances. Meat quality can
be determined by characters other than those shown on the ultrasound images. These
characters include gender, age, weight, and breed. Research on cattle feeding and genetic
optimization, consumer's satisfaction based on IMF percentage [5], and nutrition values
have been the major force propelling the improvement of cattle meat quality and
productivity. There is a strong need for real-time live cattle IMF monitoring, so the
researchers can adjust their research process accordingly. The farmers will also welcome
the live cattle IMF percentage reading technology. They can know the exact value of the
cattle before the cows are sent to the slaughterhouse. The farmers can adjust their feeding
methods and find the best time for slaughtering, maximizing the value the cattle [6]. 

INTRODUCTION
The goal of this study is to produce a prediction model on live cattle IMF

percentage. There are three principle aims that have been achieved in the study. 
1. Develop Prediction Algorithms
A feasible algorithm to predict IMF percentage based on features extracted from live

cow ultrasound images is produced. Classification methods such as linear regression
analysis and neural networks are used and compared to train the algorithm. The method,
which produces the best results in terms of computing time and accuracy, is chosen as the
optimal method to predict IMF percentage. The goal of the algorithm is to provide meat
quality assessment with accuracy high enough to be approved by the USDA. 

2. Build a Live Cow Ultrasound Image Database
Establishing an online publicly accessible database of live cattle ultrasound images

one the objectives of this study. The database is used as the primary venue for the online
processing and storage of images. The database provides researchers a friendly interface
for uploading and querying images, so that the researchers could develop and implement
new methodologies to predict IMF percentage on the given images. The database can also
be used as a common platform to standardize the format of cow ultrasound images
obtained from different resources. An online publicly accessible solution inevitably
stimulates collaboration of research on the live cow ultrasound technology usage
throughout the country.  Input from the same discipline is highly expected. 

3. Develop an Online Image Processing Software Application
An executable software application is produced. This application provides a friendly

user interface to display the ultrasound images and a clear output of the predicted IMF
percentage value. An interactive design allows the users to input and modify data which
are not showing on the image, such as the sex, the weight, and the age of the cow. This
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software application works with the online database system on the background. It adds
new entries to the database based on the user's input. This application is written in
ASP.NET and should be executable within the major web browsers such as IE and
Firefox under various operating systems.  

METHODOLOGY 
1. Algorithm Development
This study continues a previous study [7] and investigates different classification

methods in linear multilinear regression analysis and neural networks. Trained
technicians are used to collect ultrasound images of live cattle from Brown Loam
Experiment Station (BLES). The cows are constrained by a specially made machine
available at BLES, so that they could be held very still to reduce the noise in the
ultrasound images. Aloka 500V SSD ultrasound machine is used to collect high
resolution grey-scale images on 11th to 14th ribs of the cattle. Four images are collected
on each cow. The cows are sent to the slaughterhouse. The USDA (United States
Department of Agriculture) certified technicians visually grade the carcass' marbling
levels. Chemical analysis is conducted to produce detailed quantitative data of the IMF
percentage. The correlation between live images and the fat percentage data is
investigated through a series of image processing operations and statistical analyses,
leading to a highly accurate and the USDA approved IMF percentage prediction model
on live cows. 

384 ultrasound images were scanned from 91 live steers to train and test the
proposed algorithms. The region of interest (ROI) is automatically extracted based on the
image features. The training-testing ratio is 3:1 which means seventy five percent of the
images are used for the algorithm training purpose while the remaining images are used
to test the prediction accuracy of the algorithm. 

A large number of image processing features are extracted from the ultrasound
scans. This number is reduced according to the correlation between the individual
features and the prediction results. It is important to reduce the dimensionality to
eliminate the uncorrelated features and make the real-time calculation possible. After
sufficient training, the algorithms generated from linear regression analysis and neural
networks both produce very high accuracy in predicting the IMF value. The following
table compares the effectiveness of the algorithms from this study and previous ones.

TABLE 1. Quantitative evaluation of IMF prediction algorithms
Whittake [2] Hanssen [8] Brethour [9] Li (LRA)[7] Li(NN)[7]

Accuracy 41% - 70.8% N/A 74%-82% 92.5% 89.8%
R2 0.37-0.82 0.69-0.72 0.32 0.823 0.809
RMSE 0.503-2.781 0.84-0.91 N/A 0.196 0.253

The accuracy is calculated based on 
Accuracy = 1.0-[(|Estimated_Value - True_Value|)/True_Value]            (1)

R2 and RMSE (root of mean squared error) are also used to compare the algorithms.
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2. Online Image Repository System and Meat Quality Assessment 
An image database is setup for researchers and farmers to upload cattle ultrasound

scans to a central online site. This online solution helps researchers to gather and share
data through the internet so that a large training set of data can be obtained. The data is
archived in an MS SQL Sever. The database interfaces the users through .NET
technology. A friendly user input page is developed as the follows.

The user can upload an image from local disk to the online database. Other
information accompanying the image can be also input. The images are classified as IMF
analysis, rib eye area size assessment, or just non-standard scan. For IMF and rib eye
scans from standard collection process using Aloha ultrasound machines and with an
image size of 480X512 pixels, the current system can automatically extract the ROI
(region of interest) from the image. Otherwise, the user has to determine the ROI area.
The image operation page, shown in Figure 2, allows user to further operate the images
within the database. The user can view the image by clicking the image name, delete or
download an image to the local disk through the "Del" and "Dnld" options, and read the
IMF and rib eye size prediction. 

Figure 1. User upload page.

Figure 2. Image operation page
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Matlab is a very convenient computing environment when it comes to image
processing and matrix calculation. The embedded Matlab image processing and statistics
toolboxes are used to train the algorithms. Matlab objects or components are created and
placed on the server side so that they can be referenced by C# codes which are used to
c r e a t e  t h e  w e b s i t e  a n d  t h e  p r o g r a m - b e h i n d - t h e - p a g e .  T h e
MATLAB.NET.Arrays.MWArray component is particularly important for calculating the
image information from the matrix-like grey-scale pixel values. The combination of
Matlab component and the .NET technology results in fast real-time calculation and
relatively easy application development. 

Figure 3. Viewing images Figure 4. Assessment report

Figure 3. shows an sample image stored in the database. User can view the image
by clicking the file name from the image operation page. An 80X80 ROI region is
automatically extracted from the image. The analysis of the ROI region is performed on
the background through the interaction between the C# programming and the Matlab
components. The analysis result can be viewed by clicking the "IMF result" or "Ribeye
result" hyperlinks on the image operation page. A sample of IMF analysis report is shown
in Figure 4. It shows the information of the cow that was input by user and an estimated
IMF value of 3.4%.  

CONCLUSIONS 
The study is a complete online application development process, covering a wide

range of computing science topics, including image processing, feature extract, statistical
analysis and artificial intelligence, .NET programming, Matlab programming, web
development, and database design and implementation. It can work as a team project for
CS major students. 

The online meat quality assessment site, the deliverable of this study, has great
practical values. It creates a common platform, provides data, and establishes standards
for the researchers to conduct research in animal science through image processing. This
model can be easily adopted and disseminated to other fields.  
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ABSTRACT
Apple's iPhone represents an exciting opportunity for student developers to
hone their skills on a compelling platform.  However, developing for the
iPhone is also extremely challenging, and faculty interested in guiding student
developers should be aware of some potential pitfalls.  This paper will detail
some of the most common difficulties encountered in iPhone development, and
strategies for avoiding them.

1.   INTRODUCTION
The iPhone almost needs no introduction.  On the basis of an elegant user interface

and superb engineering, it has, in just over 2 years, risen from obscurity to become one
of the world's best selling smartphones, with total sales of over 30 million units.  The
iPhone was originally envisioned as a closed platform; but after a public outcry, Apple
opened up the device to 3rd party developers.  More than 85,000 applications ("apps")
have been written for the device, and there have been more than 2 billion downloads from
The App Store, which Apple uses to distribute iPhone apps.

These are astonishing numbers, but because the iPhone's rise has been so meteoric,
the materials that typically emerge to explain a new technology are still scarce.  Good
texts on iPhone development are now just starting to appear.  Most faculty have no
experience with the device, which presents problems when students approach, as they
surely will, asking for perhaps an independent study or even a course on the subject.

This paper attempts to help remedy that situation, by describing the most common
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pitfalls encountered in iPhone development and how to avoid them.  

2.  MASTERING THE USER INTERFACE
The first, and what in retrospect should be the least surprising pitfall, is that while

students might - for reasons alluded to above - be eager to do iPhone development, they
might not have any actual experience with iPhones.  And this applies to more than just
students: it is possible to envision a scenario where, in a capstone course with an outside
client wanting an iPhone app, none of the other participants have actually used an iPhone.
Needless to say, this could be a recipe for disaster.

The trouble is that, while the iPhone is easy to use, its user interface is nonetheless
novel; even the physical motions that one makes when using the iPhone are different than
on a computer.  Consequently, it is essential that would-be developers spend hands-on
time using an iPhone:  a mentoring faculty member should demonstrate and then turn
over the device for the students to explore, to develop a visceral feel for its behavior.  

That exploration should start with the apps that ship with the iPhone.  They are
written by Apple, and exercise all of the standard interface paradigms:  so they may be
considered definitive, working models of how an iPhone app should behave. Students
also should read Apple's thoughtful and comprehensive iPhone Human Interface
Guidelines [1].  

In many environments, an excellent way to test the user interface is with a prototype.
However, a curious point about iPhone development is that making a functional, or even
accurate-looking prototype, requires coding.  This is because Apple's engineers adhere
closely to the model-view-controller design pattern.  Views (technically, UIViews, the
highest level object in the hierarchy with a physical representation on the screen, and their
myriad subclasses) really are just something to look at.  Navigating from one UIView to
another, or even filling a data view (e.g., populating a table, or placing a locator pin on
a map) requires writing a controller.  

This has implications for iPhone neophytes starting a larger, perhaps semester-long
project.  They really will want a working prototype to test their design, as there is a good
chance that they will get at least parts of it wrong the first time.  Lacking the coding skills
to make one, they should be encouraged to resort to paper:  3x5 index cards, or even 2
judiciously fastened sticky notes, are about the right aspect ratio to represent an iPhone.

3.  OBTAINING HARDWARE
Development for the iPhone does not actually require an iPhone.  The iPhone

Software Developer's Kit (SDK) ships with a simulator that mimics nearly all of the
iPhone's functionality, lacking only a virtual camera and GPS.  In addition, the SDK
includes Cocoa Touch, the frameworks on which iPhone applications are based; Xcode,
a powerful IDE which can be also be used to develop Mac OS X applications (iTunes,
Safari, and Mac OS X itself were written with it); Interface Builder, for designing the user
interface;  and, finally, Instruments, a sophisticated profiling tool that can provide insight
into how an app is managing (or mismanaging) memory and other resources.  The iPhone
SDK only runs on recent vintage Macintosh computers.  However, the iPhone SDK itself
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is relatively resource friendly, so any recent vintage Mac should suffice.
At some point, students will need to run their app on an actual phone.  Not only is

it the endgame of iPhone development, but also there are simply some aspects of usability
(most notably those involving the touch screen) that cannot be evaluated without one.  

Making iPhone ownership a prerequisite for enrolling in a course would certainly
raise eyebrows, and departmental purchases are also problematic: iPhones require a
2-year contract with AT&T, and potentially variable monthly bills might prove awkward.

A possible alternative might be to use an iPod Touch - a device that has many of the
iPhone's features, and is code-compatible, in that an app written for an iPod Touch will
work on an iPhone.  The iPod Touch does lack a camera and GPS, but other software will
run exactly as on an iPhone.

4.  COPING WITH A NOVEL OPERATING SYSTEMS AND FRAMEWORKS
The iPhone runs a modified version of Mac OS X.  Consequently, students who

have written Mac OS X programs, using the Cocoa frameworks, will have an advantage
when writing iPhone apps using the aforementioned Cocoa Touch. They share the
Foundation classes - those lacking a visual presence, such as data structures
(NSDictionary, NSArray), common data types (NSString, NSNumber), etc.  At the GUI
level they do diverge, with Cocoa's AppKit and Cocoa Touch's UIKit offering classes
tailored to their respective platforms.  Yet even here there is considerable overlap in
nomenclature and concepts.  

However, the reality is that the number of students able to leverage their Mac OS
X development experience is small: indeed, at most universities, Computer Science
students will not have even seen Macintoshes in a classroom setting.  So, while Mac OS
X does have a reputation as being easy to use, students will still benefit enormously from
an orientation session covering system configuration and administration, file system
navigation, etc.  

Turning to Cocoa Touch itself, student developers will find themselves in a situation
that faculty who have been teaching for any length of time are already familiar with:  the
need to assimilate and become productive in a new environment.  It will require, in this
case, acquiring a new language and concepts, and learning new design patterns.  While
undoubtedly challenging, this is excellent preparation for the workforce.  It is axiomatic
that students will have to do the same after they graduate, and what better place to
practice than in a controlled, low-pressure environment with a sympathetic mentor?  

It helps that Cocoa Touch is based on a venerable, popular, and well-documented
framework:  Cocoa has been in existence in one form or another since the 1980's.
However, there are some technical issues that will trip up the unwary:  we turn to those
now.

5.  CHOOSING THE BEST LANGUAGE
Most iPhone applications are written using Objective-C, a variant of ANSI C with

object-oriented extensions based on the syntax of Smalltalk.  Objective-C is a relatively
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easy-to-learn language, especially since most of the awkward bits of C - arrays, strings,
and pointers - are almost never seen in a standard iPhone app.  Instead, coders use
NSArrays and NSStrings; pointers are typically required only to declare an object, and
never explicitly dereferenced.  While the syntax for method calls is different - parameters
are labeled, and object messaging uses square brackets rather than dot notation - diligent
students quickly become proficient in the language.   

Figure 1 shows the interface section of a class named Submarine.  Objective-C
classes are divided into interfaces and implementations, and usually stored in separate
.h and .m files, respectively.    The interface section encloses its variables in curly
brackets, followed by the definition of its constructors, methods, and properties.  The
compiler directives @interface and @end mark the beginning and end of the interface.
The implementation section, not shown here, is similarly defined between
@implementation and @end directives.

@interface Submarine { 
bool periscopeUp; // instance variables are defined in {}       

                // section
double depth;

}
-(id)init; // constructor, returns id (a generic type) 
+(Submarine *)createSub; // class (+) method that returns a         
                  // Submarine *
-(void)raisePeriscope;  // an instance method with no parameters 
 
-(void)diveToDepth:(int)depth withAlacrity:(bool)alacrity;
@end // diveToDepth:withAlacrity has 2 parameters

Figure 1

Using the Submarine class is quite easy, as shown in Figure 2.

Submarine * nautilus =  [[Submarine alloc]init];

[nautilus raisePeriscope]; // sending a message (raisePeriscope)  
                             // to an object (nautilus)

[nautilus diveToDepth:500 withAlacrity:YES];

Figure 2

In the first line of Figure 2, we send a class method, alloc, to the Submarine class,
to allocate memory for the object; the object that is returned is then init'd (that is, we call
its constructor).  The careful reader may have noticed that init returns a data type called
id; this is a generic type, capable of storing any reference object.  We could have had it
return a Submarine pointer, but id is more traditional.  In the second line, we send a
raisePeriscope message to nautilus, and in the third line, we see the advantage of labeling
parameters.  An equivalent Java statement:
nautilus.diveToDepth(500,true);

might have had the reader puzzling as to what the second argument signifies, in contrast
to the Objective-C code, where it is explicitly spelled out. 

The danger, when it comes to languages, is in adopting one other than Objective-C.
Apple provides Cocoa bindings for Ruby and Python; Mono promises a tie to C#; and
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there are other beguiling alternatives.  However, all of Apple's documentation and
virtually all third party texts use Objective-C.  It is also the language of choice on most
online forums.  In short, the few hours required to master Objective-C will pay big
dividends in the long run.   
 
6.  GETTING A HANDLE ON MEMORY MANAGEMENT

One of the most confusing aspects of iPhone development is memory management.
 While garbage collection is available for Mac OS X development, it is not supported on
the iPhone:  the developer has sole responsibility for allocating and releasing memory
according to a set of clearly defined rules.

Briefly, any object that is allocated must, at some later date, be released; so for
example, each statement that allocates an object:
Submarine * nautilus = [[Submarine alloc] init];

must, at some later stage, be balanced by a statement that releases it:
[nautilus release]; // memory for nautilus is now freed up

So far, this is straightforward.  But what about objects that are instantiated in a
method and then returned?  For instance, suppose that nautilus is instantiated in a class
method called createSub, in a class called Submarine, and then returned.  
+(Submarine *) createSub {

Submarine * nautilus = [[Submarine alloc] init];
 return nautilus;
}

Once createSub finishes, nautilus goes out of scope, making it impossible to send
it a release message.  Each time createSub is invoked, it would leak a Submarine.  

Apple's solution is to add these objects to an autorelease pool. As the name
suggests, objects in an autorelease pool will be automatically released, shortly after the
method that created them has completed.  If other objects wish to use autoreleased
objects, they may:  but if they need them for an extended period of time, they must
remove them from the autorelease pool by sending them a retain message.  They
effectively take ownership of the autoreleased objects, and so owe them a release message
when finished with them.

These complex rules become clear with practice, and several recent texts [2, 4] do
a good job of explaining them.    If all else fails, memory leaks are easy to spot using
Instruments. 

7.  UNDERSTANDING THE OUTLET DESIGN PATTERN
Easily the most confusing design pattern, for beginning iPhone developers, is that

of Outlets.  When developing controllers and views, controllers are written in Xcode, in
standard .h and .m files.  But the views are laid out using Interface Builder, in what are
called .xib files.  Somehow, programmers must be able to connect the two, so that
controllers can access/manipulate the GUI widgets on the view.

The solution [2] relies on two main ideas.  First, the .xib file contains not just a
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view, but also a proxy for the controller.  Secondly, the controller adorns some of its
variables with an empty C macro, IBOutlet.  

Variables so adorned become visible (or exposed), within Interface Builder, as
outlets:  the programmer physically drags a line from a proxy's outlet to a chosen GUI
widget and in doing so, establishes a connection.  From then on, any time the controller
works with the outlet variable, it will in fact be working directly with the GUI widget.

8.  SUMMARY
iPhone development, although rewarding and motivating, is fraught with peril.

Students will be challenged by the novelty of the language, frameworks, operating
system, memory management and design patterns.  If given proper guidance, however,
they may very well exceed in this exciting new arena; and by following the advice
described in this paper, they will be more likely to do so.
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ABSTRACT
The NintendoWii gaming console utilizes a 3D user interface device called the Wii

Remote, also known as the Wiimote. The Wiimote incorporates a number of buttons for
console communication as well as an accelerometer and IR sensor. In addition, the device
allows accessories to be attached (such as the Classic Controller and Nunchuck) to extend
its capabilities. The Wiimote utilizes the Bluetooth wireless protocol for communicating
with the game console.

The Wiimote has been used in a wide variety of applications beyond simply acting
as a game console interface. Applications range from the seminal work with the Wiimote
device by a Carnegie Mellon University researcher involving an interactive whiteboard
[1] to the control of a 15 ton construction grapple by an Australian engineering firm [2].
It has become the favorite device with homebrew application developers [3] since
interfacing the Wiimote to a PC simply requires a low cost Bluetooth dongle (<$20). 

In this tutorial we will present an easy to use software framework for utilizing the
WiiMote as a PC input device. Building on an existing library [4], we've developed a
series of examples that illustrate how the Wiimote may be used as a sophisticated input
device. The goal is to provide examples that can be used and extended by students
without detailed knowledge of user interface messaging requirements.

Examples included in the presentation will be:
   • Basic Wiimote and Bluetooth setup and "Hello World" applications.
   • Understanding of control button and sensor inputs including the accelerometer and
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IR sensors.
   • Integrating input from external controls including the Classic Controller and

Nunchuck.
   • Developing a classic game using simple sprites.
   • Developing a gaming environment using OpenGL.

Programming examples may be utilized by introductory programming students as
well as computer science undergraduates developing unique user interfaces or pursuing
an independent study.

REFERENCES
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ABSTRACT
In this tutorial we describe an educational testbed called Seattle [1] that an
instructor can use to enhance a course on networks or distributed systems. We
give an overview of the Seattle educational testbed and describe assignments
and resources available to educators planning to use Seattle in the classroom.
Finally, we discuss the applicability of Seattle to other types of distributed
systems paradigms such as cloud computing, peer-to-peer networking, and
ubiquitous computing.
The purpose of the Seattle testbed is to provide instructors with resources on
computers all around the world.  This allows students to learn about real world
network behavior as well as topics like cloud computing and peer-to-peer
computing. Seattle is free and is comprised of resources donated from
universities. Today, Seattle consists of resources on about 1000 computers at
over 100 universities on 6 continents.

 
OVERVIEW OF SEATTLE

Seattle is a community-driven testbed of computers from around the world. It is
completely free for anyone to use. Universities and individuals donate available
computational resources on multi-user machines, such as the machines in a computer
laboratory. Resources are donated by installing Seattle software, which runs in the
background while the computer is being used for other tasks. Seattle uses incentives to
drive adoption of the testbed. As of December 2009, for every computer running the
donation software, the testbed provides resources on ten other computers to the person
making the donation. 
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Seattle is safe to install because it has protection built-in (however may be installed
in a restricted account if desired). Seattle provides protection through a sandboxed
environment that provides strict isolation guarantees and resource restrictions. This
prevents a student program from impacting the security or performance of the donating
computer. Seattle programs are written in a specific language (a restricted version of
Python).   This makes it possible to ensure the safety of the programs.  
 Students can run Seattle programs by using a shell called seash.    To run the
student's code on a remote computer, the shell contacts a program called the node
manager that runs on the remote computer. The node manager also ensures that the total
amount of resources consumed by all programs is kept below 10%. As a result, the
performance impact of Seattle on other users of the donated computer is minimal.
 The Seattle software requires no maintenance or overhead for the university's
technical support staff. Seattle software comes with a software updater, which
automatically keeps the Seattle software up-to-date without any user or administrator
intervention. 

The SeattleGENI website facilitates sharing of resources [2]. This web site allows
instructors to share the donation credits they receive with students taking their courses.
It also allows students to request resources on computers with specific network
characteristics, such as LAN or WAN.

The Seattle website contains educational materials including the student portal and
the educator portal. The student portal contains tutorials that introduce students to Python,
teach the restricted Python language used to write Seattle programs, explain how to run
Seattle programs locally, and describe how to use seash for remote execution.
 The educator portal contains a set of tested assignments for instructor including a
complete semester's worth of assignments for both undergraduate and graduate
networking classes. For example, the Take-Home Assignment teaches students about
connectivity on the Internet. The goal is to teach student about non-transitive connectivity
and NATs (Network Address Translation) boxes. The student locates non-transitive
connectivity and sets up one-hop routing to avoid it. The student also determines if their
computer is behind a NAT. This is a good first assignment for a class because it only
takes an hour to complete and requires no programming.

TUTORIAL TOPICS
In this tutorial, we will show instructors teaching networking and distributed

systems courses the power of using the Seattle testbed. This will include:
   1. An overview of the instructional resources available for Seattle including software,

documentation, and course assignments.
   2. A brief overview of how to install and configure Seattle.
   3. A demonstration of how an instructor might use Seattle in a classroom with a live

programming session of an existing assignment.
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ABSTRACT
This paper describes how virtualization technology was used to facilitate the
teaching of three classes and presents heuristic results describing when certain
technologies were preferred over others.

INTRODUCTION
Virtualization technology has relevance to the class room as well as to the server

room.  Software virtualization technology is currently one of the most frequently
discussed topics in information technology (IT) and systems administration trade
publications.  Virtualization technology allows additional modularization of applications,
which makes services easier to maintain.  The bottom line result of using virtualization
technology in the server room is increased reliability and better utilization of high end
servers, which results in reduced operating costs.[4]  This paper, however, considers a
completely different application of virtualization technology. It addresses the utilization
of virtualization technology in the class room and shares first hand experiences from
using virtualization to facilitate student access to the Linux operating system at both the
user and super-user (root) security levels.  Students were given options to use either
traditional methods to access Linux based computers or to use one of two different
virtualization technologies to complete assignments in three different classes.  In many
classroom situations, virtualization offered a preferred solution, but in other situations,
a traditional approach was preferred.  The objective of this report is present information
to assist instructors and systems administration staff in planning for situations where
students need to use other operating systems  than what is available on laboratory
computers. 
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An informal, path of least resistance, experiment was conducted in three classes
with distinct assignment objectives.  Each class has now been conducted two or more
times with students given the same options each time and quite consistent patterns were
observed regarding the technology choices made by the students.  The primary factor
affecting the technology choices was the requirements of the work being performed,
which includes the required security level for the assignment, the amount of flexibility
required and the duration of the activity.  The abilities and preferences of the student was
surprisingly a secondary factor with much less impact on the choices made.  The students'
level of Unix / Linux experience varied quite a bit, but experience tended to only impact
their initial attempt, but not their final mode of access.  The ease-of-use afforded by a
graphical user interface was consistently less important to students than work flow issues.
Especially important was the ability to save data so that in future sessions work can be
quickly resumed.  A few  students in this observation pool were non-traditional students
with full time jobs.  These students were constrained regarding how much time they could
spend on campus using the school's laboratory computers.  However,  the need to use
their own computer to complete the assignments while mostly off-campus did influence
their technology choices.

OUR COMPUTING ENVIRONMENT
The computing environment at K-State at Salina is quite typical of small

under-graduate college settings.  The campus has multiple computing laboratories
available for student use.  The laboratories used for most student course work are
equipped with late model desktop computers running up-to-date operating systems from
the Microsoft Windows family of operating systems.  These lab machines are protected
from unauthorized software installation and configuration changes by a product called
Deep Freeze.[2]  Whenever a user logs out, Deep Freeze deletes files added and restores
any files that were changed or deleted by the user.  

There is also a networking lab, which is behind a very restrictive firewall.  This lab
is used by the computer networking and systems administration classes that need
administrative privileges.  Several of the computers in this lab have removable hard drive
systems, which allows students in certain classes to have their own hard drive to use to
complete the class assignments.  There is also one server grade computer, which runs
Linux, available to students in certain classes via remote SSH connection.  A few students
and faculty have Linux or Apple Macintosh computers for their own use, but most
students use Windows exclusively.  The servers supporting the campus information
technology needs use a mixture of Windows, Linux and Sun Solaris operating systems.

VIRTUALIZAION AND TRADITIONAL TECHNOLOGIES
In simple terms, virtualization means the simultaneous execution of more than one

operating system (OS) instance on a single computer.  This differs from traditional
multi-programming, which is just multiple processes executing at the same time.  There
are several advantages to simultaneous execution of multiple operating systems.  Today's
computers are so fast that the CPU of most servers are under-utilized if it is running a
single OS, even with multiple services running.  Yet at the same time, services are
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increasing complex in terms of their software configuration, so there is a push to run only
one service on each OS instance.  With virtualization, multiple, single service OS
instances can run from a single computer.  It is also possible to migrate these modular OS
instances from one computer to another to support maintenance activities.

The available vitalization software products can be grouped into two technology
categories.  The simpler model uses a host operating system and the virtual OS instances,
also called virtual machines (VM), run as an user level processes of the host operating
system.  The second, newer architecture relies on technology called Hypervisor to
eliminate the host operating system.  In the later architecture, there is a small piece of
operating system like software that controls the immediate access of each virtual machine
to the hardware, but it is not a full operating system and uses only a small amount of the
available memory and CPU time.  With Hypervisor technology, the collective
performance of the virtual machines is improved and better features are available to
manage the virtual machines.  The first, and most well know, Hypervisor product is
VMWare's ESX Server.[8]

Hypervisor technology is preferred for network servers run by large organizations.
We are interested in teaching students how to work with the products using Hypervisor
technology.  However, from an education perspective, the older, hosted technology is
actually preferred in most cases.  This is primarily due to security concerns, but the
administrative issues are also simpler when a host operating system is used.  When the
virtual machines are run using a host operating system, the whole VM has no more
privileges than any other user level process.  Thus, even if the user is logged in as root
(super-user) using a VM, they have no additional capability to engage in malicious
activities or to do harm to the computer or the network.

A number of host based virtualization products are available.  From the perspective
of the user, many of the products provide very similar capabilities.  Our criteria for use
was that it had to be free and that it had to allow Linux to run as a virtual machine.  We
used the VMWare Player product to run Linux using Windows as the host computer.  We
also used User Mode Linux (UML), which is an open source project, to run a Linux VM
with Linux as the host operating system.  VMWare Player was run using the laboratory
computers while the use of UML used a remote SSH connection to a Linux server.  As
described below, these two products offer opposite ends of the spectrum in terms of
ease-of-use and flexibility.  Other available software products offer similar capabilities
to these two products.

VMWare Player
VMWare Player is a free, desktop application for running a virtual machine.[7][8]

The user has full access to the graphical desktop environment of the VM.  The virtual
disk drive of the VM is a file on the host computer.  This file is an image of a drive
containing a Linux file system. VMWare's web site contains a number of virtual machine
images that be downloaded for immediate use. With the use of the VMWare Server
product, which is also free, a custom image can be created.  A virtual private network is
created between the host computer and the VM.  Thus, using the host computer as a
router between the virtual network and the computer's network interface, the VM has full
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access to the network.  Other computer drives, such the CD/DVD player and removable
USB drives, are also accessable to the VM.  Users have the option of logging in as a
regular user or as a super-user.  

The primary advantages of VMWare Player for education are that it runs locally on
the lab Windows computers and that students have access to the graphical user interface
of the Linux VM.  Students with limited Unix / Linux experience were attracted to the
graphical interface, especially the graphical text editors.  

In our environment, we did have the disadvantage of not being able to permanently
save data to the disk drive image.  The Deep Freeze program restores the disk image after
the student logs out.  Students are accustomed to saving all of their work on USB based
removable storage drives.  However, in some cases, students may have to make
configuration changes to the Linux environment in order to complete assignments.  Thus,
assignments that can not be completed in one session required repetition of some
configuration changes when the student returned to continue working on an assignment.
Printing from within the VM is also not possible.  To print a file, the student would need
to either transfer the file to the host computer or save it to their removable drive to print
later.

User Mode Linux
User mode Linux (UML) is the implementation of the Linux kernel as an user level

Linux process.[3][6]     Thus, unlike most visualization products, the UML system calls
are not trapped by the virtualization software and translated to modified native OS system
calls.  Because the UML virtual machines run as native Linux processes they have very
good performance.  However, there are more steps which must be completed before the
UML may be used.  As with VMWare Player, a disk image of the Linux system must be
created.  Additionally, a custom Linux kernel must be configured and compiled from the
Linux kernel source code.  If the UML is run within the Linux desktop environment, it
is possible to use the graphical environment of the VM; however, in our environment,
which accessed the host computer via a SSH remote connection from the Windows based
computers, users were restricted to a command line shell environment.  Despite the
additional effort required to get started using the UML and the lack of a graphical user
interface, UML offers some advantages that make it particularly appealing for many
tasks.

Copy on Write (COW) Files
When the UML is started, multiple disk image files may be specified along with the

mount points for each.  Moreover, for each image file a copy-on-write (COW) file may
also be specified.  Using COW files, the disk image files can be read-only, with any
changes made to the file system being recorded in the COW file.  The file system
presented to the user, appear to function as any other file system, but any changes made
to the file system are recorded only to the COW file.  Thus, each student starts with an
identical file system, yet the changes made from session to session are re-applied each
time UML is started.  Students may also start multiple UML instances with each machine
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using its own COW file and thus having an unique configuration.  If mistakes are made
to where it would be easier to start over than to correct previous mistakes, the user can
shutdown the UML instance, delete the COW file and start over with a fresh COW file.
It is also possible to run commands from the host Linux system to merge a read-only disk
image with a COW file.  This is a convenient way for system administration staff to test
new software or configuration changes.  If the changes are acceptable, the file system
changes from the COW file may be merged.  In an educational setting; however, merging
images would not often be needed.

Virtual Network Configuration
In addition to being able to run distinct UML virtual machines with unique

configurations, each VM may also use a flexible combination of network interfaces.
Rather than starting each VM with a standard, pre-configured virtual network interface,
a virtual device called a TUN/TAP, which is effectively a virtual Ethernet cable, is
created before the UML is started.1   In the simplest configuration, one end of the
TUN/TAP might be connected to the host system and the other end connected to a VM.
Another program, which is a virtual network switch, may also be started.  So, a student
might build a virtual network using a switch connected to the host system and several
virtual machines.  One VM might also have multiple network connections and function
as a router or firewall between different sub-nets.  Thus, the advanced UML user can
configure an endless combination of virtual networks and computers to test a
configuration in a completely safe, virtual environment.

SSH Client (Putty)
Putty is a simple Windows application that provides a basic console and SSH client

for remote connections to Unix / Linux based computers running a sshd server.[5]  With
Putty, students are able to use a Windows based computer to access Linux using the
command line interface.  One advantage of Putty to students on our campus is simply that
it is a Windows application which can use the Windows clipboard to facilitate copying
and pasting data between Windows applications.   How students use this feature is
discussed in the description of the Introduction to Unix class below.

Individual Workstation Installation
Another option is to install Linux on individual lab computers.  In years past, this

was done by configuring the boot manager of the computer to provide a menu for
selection of booting either Windows or Linux.   The advantage of duel booting is that it
provides a way to use a basic lab computer for use with either Windows or Linux.  The
Linux user also has the benefit of the Linux desktop graphical environment.  However,
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the duel boot configuration has been discontinued on our campus in favor of the other
technologies presented in this report.   The most significant problem with duel booting
is that it is impossible to protect the disk partitions belonging to the operating system not
currently booted.  Also, duel booting causes confusion for the less experienced students
and the mechanism for switching between Windows and Linux is slow and cumbersome.

If a Linux desktop environment is needed to complete assignments, a better
alternative is to use removable hard drives.  These drives use locking trays with all
connectors on the back side of the tray, so the user simply slides the drive into the tray,
locks it and turns the computer on.  For relatively small classes, each student can have
their own drive for the semester.  This way, the same computer can be used for both
Windows and Linux.  A compelling advantage of this approach is that the student can
build their configuration as the semester progresses.  This, of course, implies that the
student has administrative privileges on their workstation, which requires  that the
computer be in a Networking Laboratory, which is behind a restrictive firewall. 

CLASSES, ASSIGNMENT REQUIREMENTS AND TECHNOLOGIES USED
Three classes were required to use Linux to complete varied assignments.  Here the

nature of how Linux was used is described and which access technologies worked best
is discussed.

Introduction to Unix Class
This class teaches students how to use Unix / Linux.  The objective is to teach new

skills, which are needed to work in the information technology field.  Thus, the focus is
on the command line shell interface.  The only real advantage to using a graphical
interface for this class is to use a graphical text editor, although students would still be
expected to become familiar with a console based text editor.2   Students only need
user-level access to a Unix / Linux computer.

Early in the semester, most students in this class try VMWare Player because of the
graphical interface, but when they understand that the graphical interface offers few
advantages towards completing the assignments, most students find that Putty allows the
most effective means of completing assignments.  The assignments for this class are task
oriented.  The students are asked to complete a number of activities that are similar to the
daily activities of a programmer or a systems administrator and make use of specific
standard Unix utilities.  Most individual activities can be completed in fifteen minutes or
less, but to keep up with the course pace, students must complete three to four activities
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by the end of each class period.  Students must turn in documentation showing that they
have completed each activity. The documentation shows the commands they entered
including the content of any shell scripts, which they wrote, and the output produced by
the computer.  Thus, the simplest work flow seems to be to open the assignment page
with a Windows based text editor, such as Notepad, and use Putty to access the Linux
system remotely.  Once each activity is successfully completed, the student uses the
Windows clipboard to copy from the putty console to the text editor to fill in the answer
for each activity.

Operating Systems Class
Students in the Operating Systems class have used Linux to write, install and use

Linux Kernel Modules with the objective of learning more about the internal working and
data structures of a modern operating system.[1]  As with the assignments for
Introduction to Unix, a graphical user interface is only a small benefit to the student.
However, some students in the Operating Systems class have not previously taken
Introduction to Unix, and thus were quite inexperienced regarding how to use Linux. To
install the kernel modules, students need root level access to the Linux system, thus they
were not able to simply use Putty by itself.  For this activity, most students found that
Putty, in combination with User Mode Linux (UML) was the simplest to use.  The
primary advantages of the UML over VMWare Player was the ability to save work
completed using a COW file versus the requirements of copying all files to removable
storage since Deep Freeze would restore the disk image to its previous state upon log-out.
One variation, which might have made using VMWare Player easier to use for this class
would have been to hold the entire disk image on removable storage.  However, these
disk images can be quite large, so the availability and price of larger (8 GB) USB
removable drives, as well as the speed of the USB 2.0 interface, limited the appeal of this
option.  A few students that were quite uncertain about using Unix / Linux had an initial
preference for VMWare Player, but when observing the productivity of students using
UML, most of them eventually switched to UML.  The exception to this was the
non-traditional students with full-time jobs and their own laptop computers.  These
students took the extra steps of installing VMWare Player on their computer.  For these
students, the driving force of their choice was the need to work on assignments when not
on-campus.

Unix Administration Class
This class is a continuation of Introduction to Unix and focuses on how to perform

Unix / Linux systems administration tasks rather than just using Unix.  These students
were given the option of installing their own Linux system using a removable hard drive
and all students have chosen to do so.  Use of the VMWare Player in our public labs
would not be practical for this class because of Deep Freeze.  Modern Linux systems
include a number of graphical administrative tools that were useful to the students,
however, students also learn how to perform administrative tasks by modifying
configuration files and issuing shell commands.  User Mode Linux has also been
successfully used in this class for certain projects.  UML was most useful to this class for
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networking related projects, such as building firewall systems.
CONCLUSION

Virtualization technologies used in conjunction with traditional technologies offer
appealing options to access Unix / Linux systems as needed to complete course
assignments. Having multiple access technologies available is important because the
nature of different assignments can significantly impact which technology is preferred.
 It is also important to note that for certain activities the traditional options may be
preferred.   Key factors which universally influence the overall ease of use relate more
to storing work between sessions than to any convenience offered from a graphical user
interface.
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ABSTRACT
The Summer Science Adventures provided an opportunity for rising
sophomores and juniors to study discipline specific coursework in an open
inclusive environment.  This paper will discuss four principles used to create
a cohesive curriculum to provide thought provoking, inquiry-based courses to
spark student interest, inspire learning, and build confidence. 

INTRODUCTION
Over the past nine years, Summer Science Adventures, a summer honor institute,

has provided college level courses for gifted rising sophomores and juniors (sophomores
and junior in the upcoming school year) high school students.  These programs resulted
in engaged, knowledgeable, confident students enthusiastic about learning.  The lessons
learned can be generalized and applied across a wider range of students and activities. 

Entering the program, students selected one of five courses offered that summer.
Some of courses offered during the program were: Hollywood Mythbusters (a course that
used computer technology to explore physics in movies), Computer Animation: Modeling
and Motion, Flash and ActionScript Programming to Create Interactive Web Pages,
Programming Virtual Worlds ( a course that taught object-oriented programming using
a three-dimensional virtual world), Hands on Design: Creating Architecture, Crime Scene
Analysis through Forensic Science, and Digital Fiction (a course that blended digital
technology with creative writing and pictorial story-telling).  Every course, whether it
was a computer science course or science or art course, relied heavily upon computer
technology to deliver course content.  The courses were multi-week, full day classes
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where students experienced in-depth learning of college level material.  Although
students received feedback on their work, students did not take tests nor were they
required to do any homework.

METHODOLOGY
The goal was to provide thought provoking, inquiry-based curriculum that would

spark student interest and enthusiasm, inspire ownership in student learning, and build
student confidence through success and a support system of peers.    

To accomplish this goal the program focused on four principles: Academically
challenging material, Active, hands-on learning, Student interaction and collaboration,
and the Opportunity to share their work.   This paper will address each of these areas in
turn. 

As discussed by Becker [1] applying Merril's first principles of instruction will
greatly enhance the effectiveness of computer science instruction.  These include
engaging in real-world problems, using existing knowledge as the foundation,
demonstrating new knowledge, and applying new knowledge, integrating it into the
student knowledge base.  In other words, challenge the students with new material that
connects to their own by giving them examples that they can show to others.  In addition,
many studies have demonstrated that active learning is an effective means to learn [2][3]
as is student collaboration [4][5][6]. 

Academic Challenge
The material should provide an academic challenge to the students.  To fully engage

students in the program, the content should stretch the students into areas they have not
yet explored. The belief is that programs, especially where students give up a large
portion of their summer break, spending their free time or extra-curricular time, need to
give the students experiences and knowledge unavailable to them during their normal
school year.  

However, it is equally important that students have successes all the way through
the program.  This was accomplished in multiple ways.  First, material was broken into
small units each with tangible results.  The overall course structure grouped these smaller
units into a larger, connected experience that provided the knowledge and skills that the
students needed to create a comprehensive final project.  For example, in the
Programming Virtual Worlds class, students learned about variables and dynamic object
instantiation by creating a puzzle that, when solved, gave their character a key to open
a locked door.  Then they built upon this by using loops to create a fixed number of
penguins in the world when the door was opened. 

Second, material was accessible.  Courses were taught in a student-centered manner.
Examples related to the students.  Students drove project selection choices.  Further,
students were guided within the framework of the course to make independent choices
and take responsibility for their learning.  For example, to decide a topic for their final
project in the ActionScript course, the students brainstormed on projects they would like
to do.  The instructor helped them scope and rank the projects by level of difficulty.
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Students selected project teams and projects from this student developed,
instructor-guided list.  As a result, the students took on difficult projects that stretched
their abilities, but with a sense of ownership and enthusiasm.

By providing new, challenging, academic content delivered in a structured,
student-driven, accessible manner the program linked success to academic challenge and
built student confidence.  Students responded extremely favorably.  Typical comments
were:  "The content in this course was much harder than high school, but (the content)
was a lot more interesting and fun." and  "…I was treated like an adult and not like
someone that is not capable of thinking for themselves…"  

Both of the examples given here were specific to courses in computer science, but
can be applied to other disciplines.  Students will rise to academic challenge with
enthusiasm especially when the instructor connects the challenge to student interests and
helps break the material into manageable units.  Success without challenge becomes
tiresome, success with challenge is energizing.

Active, Hands-on learning
Student engagement occurs when students are involved in the class session, when

they are involved in class activities, attentive and participating.  It only follows, then,
when students perform hands-on activities that they are engaged with the material.  All
courses within the program relied heavily upon hands-on exercises and projects to
motivate student learning.  Each exercise resulted in some tangible artifact, created by the
students.  For example, the first mini-project in the Animation course resulted in an
animated, 3-D logo designed and created by the student.  Again, these hands-on activities
relied upon a student-centered model to foster pride of ownership and motivate student
enthusiasm.  It was not uncommon for students to try to work through their morning and
afternoon breaks because they were so absorbed in their projects (and the learning that
these projects entailed). 

As previously mentioned, the program also actively involved students in course and
project decisions.  As seen in studies (like Radenski [7]) giving students choice also
increased their motivation to perform.  However, this was not the only benefit of working
with students on class decisions.  It also gave students a model to use and practice
developing planning and decision making skills to help them in all their future activities.
For example, after deciding as a class to create a published anthology as the final project
for the Digital Fiction course, the class determined tasks needed, grouped them into
milestones, set responsible parties, and set the schedule with deadlines.  The result was
hard-working, actively engaged students that created a 193 page, self-published graphic
novel anthology.

As in these examples, in computer science courses, involving the students in both
the activities and the decision making process will result in a more motivated student
because they are both responsible for the creating the final product as well as determining
how the product will be created.
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Student Interaction and collaboration
People, especially at the targeted age group, tend to be very social.  The program

tapped into these tendencies with ice-breaking activities, small group projects, group
shuffling, and social time.  

Ice-breaking activities were designed to start building a community in the
classroom.  When possible these were tied to the course content, but the over-riding goal
was always for the students to get to know one another.  One example of tying an
ice-breaking activity with course content was accomplished in the Digital Fiction class.
Students were paired and told to interview each other about what they wanted to do in the
future, but not about what they had done in the past.  Then, using the gathered interview
material, students wrote stories about a character that had succeeded with those future
goals but with a fictional past.  Students read the results out loud to the class.  As a result,
these introductions were more engaging.  Initial contact with each other was in small
groups and the interview pair helped provide support for reading their work out loud to
the class.   Though there was added benefit received, the intent was for students to
establish a comfort level with each other.  

The program also was designed so that students had a mixture of group and solo
projects, tending to mostly small group projects, with a target group size of two to three
students.  The small group model helped the students establish a rapport and required that
each student work to get the tasks accomplished.  As mentioned above, most of these
projects were small scale learning projects designed to bring success to the teams.  As a
result, not only did students get to know each other better, but also they learned that
working with others produced success.  It was not enough, however, to learn that working
with a particular teammate brought success, students must be able to extend that good
experience to working in teams in general.  This student's comment was typical of student
reaction to working in teams "…not only did we learn from other people, we learned how
to work together with them even though we had only known each other for a short
amount of time."   

The intent was to build connections between all of the students.  Consequently, the
small groups were shuffled for every project.  Only after they have had the opportunity
to work with all the other students at least once were students given the chance to choose
their own teammates.  When they did get to choose teams, their choice was an outward
sign of their connection to others in the class and created a deeper, lasting connection to
the people in the program.      

Lastly, the program set aside social time for the students outside of the academic
setting.  Time for social interaction included breaks in the morning and afternoon session
as well as an extended lunch period.  Board games, card games, disc golf, and soccer balls
were all provided for the students to use.  There were also a limited number of areas for
the students to go, which did not include an area with a television.  The goal was active
student interaction, not passive co-location.   The other advantage with the social time
was that it helped to break up the day and helped the students maintain focus while they
were in the classroom.

Especially in computer science, students will be expected to work together
throughout their careers.  Large parts of teamwork are the trust relationships that the team
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members develop.  Activities, like those described above, can be applied to any course
to help motivate and engage students.

Opportunity to share their work
The last area that the program used to motivate students was the opportunity to share

their work with others in small and large forums.  Time was consciously scheduled
throughout the program during the class sessions for students to share their in-progress
and completed work.  These opportunities tended to begin with informal sharing such as
reading the fictional biographies in the ice-breaker activity mentioned above and
progressed to more formal presentations of their work in front of the class.  Easing the
students into formal presentation as their confidence and comfort progresses was another
way to give practical, practiced life-skills to students in the program.

The keystone of the program, though, was the final day presentation.  Students
invited family and friends to see them present their final projects, making these
presentations a celebration of their experiences and accomplishments in the program.
This did at least four things.  First, it motivated the students to apply themselves in a very
directed, productive way.  Second, it gave students practical experience presenting their
ideas to a large audience.  Third, it provided a final transition from course content that
belongs to the program to content that was created, internalized, and owned by the
students.  Fourth, it connected the student's feelings of success, in a very tangible way,
to the program.  

Bringing this idea into a computer science curriculum would allow the students the
opportunity to show pride in their work and accomplishment.  This would require that
instructors insure that every student had a part in some tangible, demonstrable, concrete
product.  That each student had taken ownership of what they and their team had created.

RESULTS
So the question remains, did this approach work?  Specifically, did this approach

engage students in learning?  And did they learn?  During 2007 and 2008, the Ohio
Department of Education administered anonymous online surveys of students in the
program.    The survey asked students to rate various aspects of their experience in the
program using the 5-point scale: Strongly Agree, Agree, Disagree, Strongly Disagree, Not
Applicable (were Strongly Agree was the most positive response and Strongly Disagree
was the most negative response).  Of 610 total student responses 398 (65%) answered
Strongly Agree, 211 (35%) answered Agree with 1 response of Not Applicable.  Student
comments reinforced this extremely positive impression.  Examples included "I loved it!
I'm not the only nerd out there!  I made friends with students I wouldn't otherwise have
the chance to meet." and  "…the course truly allows one to walk away with something
one can make real use of sometime in the near future."

Parent and teacher surveys were likewise positive.  Parent comments included:
"Gave my son something very positive, challenging, and educational to do during the
summer…" and "wonderful opportunity; my daughter was incredibly enthusiastic about
each day's learning experiences."  Teacher comments included: "My student was smiling
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the entire time.  I think he enjoyed being with other kids just as interested as himself…",
"…I was impressed how well he presented.  I think this added to his confidence.", "It
challenged them, it made them use their knowledge in a creative way, and gave them a
sense of accomplishment." and  "My student was highly encouraged about her future.
She seemed far more interested in science."

To answer the question: Did the students learn, pre and post assessment evaluated
student understanding of key content concepts within each course.  Evaluations were on
a 4-point scale: Haven't heard of these terms, Heard of terms but can't explain, Can
explain but not demonstrate, Can explain and demonstrate.  During the 2007 and 2008
programs the average pre course score was approximately 1.4 (ranging from 1.2 to 2.3
depending upon the course), indicating that the students had mostly not heard of the terms
before and if they had, they could not explain them.  The post course score was
approximately 3.5 (ranging from 3.2 to 3.9 depending upon the course), indicating that
students could at least explain the terms and most likely demonstrate the concepts within
the context of the discipline.

Applying the principles of Academically challenging material, Active, hands-on
learning, Student interaction and collaboration, and the Opportunity to share their work,
has shown to be effective in student learning as well as with student reaction and
attitudes.

As one student put it, "I had hands-on lab experience in this course that I will never
forget. I made friends and had a lot of fun."  
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ABSTRACT
Teaching mathematical proofs to computer science major students is a
challenge. Computer science majors like logical reasoning but not complicated
mathematical proofs. This paper proposes two possible effective ways to teach
mathematical proofs to computer science major students in the class of discrete
mathematics.  

INTRODUCTION
The fundamental concepts of modern computer science are built almost entirely

upon discrete mathematics. In order to learn the fundamental algorithms in computer
science, computer science students must have a solid background in discrete mathematics.
Indeed most universities and colleges have listed the course of discrete mathematics as
a requirement for pursuing a Computer Science degree. Of course, the class of discrete
mathematics may have various names in different universities and colleges. In some
universities and colleges, it is called Foundations of Computing. The name itself explains
how important discrete mathematics is to computer science.   

Like other courses in mathematics, there are many mathematical proofs in discrete
mathematics, even when the course is particularly designed for computer science majors.
It is important to understand those proofs in order to understand the related theorems,
formulas, and concepts. However, since the audience is computer science majors, who
are curious about the logical reasoning but not too comfortable with the complicated
mathematic proofs, teaching these proofs to those students is always a challenge. This
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paper researches some ideas on dealing with this challenge.
This research originated during one of Zeng's classes while the recurrence relation

was being taught. When Zeng was showing how to find the solution of a recurrence
relation, a famous identity was cited:

One student suddenly raised his hand and asked why the identity is true. This easy
question is not easy to answer. On one hand, a simple answer such as "it is a formula"
will not satisfy the students who want to have a logical reason. On the other hand, a proof
using mathematical induction (or other calculation) will just cost too much time and
distract the students from the original purpose of that class. Fortunately, Zeng came up
with a solution which satisfied the computer science students immediately. Consider the
binary number system, 

                                            

                                             

                                             

In less than one minute, the question was answered and the class went back to its original
path. 

This good experience motivated us to think about the following question: how do
we teach mathematical proofs in a way that attracts computer science students and is easy
for them to understand? In this paper, we propose two such ways, namely, teaching with
CS thoughts and teaching with graphs.

TEACHING MATHEMATICAL PROOFS WITH CS THOUGHTS
What is a CS thought? We define that a CS thought is any computer science related

thought with which computer science students are familiar and comfortable. If a
mathematical theorem or formula can be proved using a CS thought, it will be easy for
computer science students to understand and accept. 

We believe that there are many CS thoughts out there that can be used to prove
mathematical theorems and formulas. In this paper, we will discuss three CS thoughts that
we have used in our Foundations of Computing class. These three CS thoughts are
thinking of binary, using truth tables, and writing algorithms.
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Thinking Of Binary
Thinking of binary is an obvious CS thought. As it is said in a famous computer

science joke: there are 10 kinds of people in this world: the one who understands binary
and the one who doesn't. Computer science majors belong to the first kind who
understands binary. In fact, computer science majors are familiar and comfortable with
the binary number system. This explains why the proof cited in the introduction section
was accepted immediately by students. 

It is easy to find another similar example: using binary thought to prove the identity

                                                                                   (1)

Are there any more examples? Let's consider the following identity

where .

When we explained the above identity to our students, we pointed out that thinking
of binary implies that the base doesn't have to be ten. If r is an integer that is greater than
1, we can consider the number system of base r. Hence

 

 

 

Since r could be any real number except 1, the above argument is not a complete proof
of identity (1). However, it is enough to convince a computer science student and make
the identity memorable.

Using Truth Tables
Using truth tables instead of the logical arguments is also a CS thought. Many

authors have used it to prove some of the Boolean formulas in their textbooks of discrete
mathematics ([1], [4]). However, we still can dig even further if we want. For example,
the proof of the Generalized De Morgan Law for Logic in [1] is completed by using
logical argument. We proposed the following proof in our Foundations of Computing
course:
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The Generalized De Morgan Law for Logic:  

Proof: See truth table, where  acts as a bridge.

True False True
False True False

Although the table will be interpreted exactly as the logical argument presented in
[1], the students felt more comfortable with the table simply because they are familiar and
comfortable with truth tables!

Writing Algorithms
Writing algorithms is a typical CS thought. Being able to write algorithms to solve

problems is a fundamental requirement for computer science majors. Asking the students
to think of an algorithm to solve a problem is always a good practice in teaching
computer science majors. When we were teaching the section of mathematical induction
in our Foundations of Computing course, we used the following example to show how
mathematical induction works: 

Show that  for all positive integer n

We first asked the students if they could write a computer program to prove this
identity. After correctly receiving a "NO" answer, we asked the students if they could
write a computer program to prove the identity up to a given N (not too big). This time,
the students answered "yes". Then we asked for the algorithm. An algorithm was
proposed immediately:

write a computer program to prove the identity up to a given N (not too big).
This time, the students answered “yes”. Then we asked for the algorithm. An
algorithm was proposed immediately:

Input: N

Output: true if  for all positive integers
upon to N; false otherwise

Procedure checkIdentity(N)
sum = 0
for n from 1 to N
            sum = sum + n

if   return false endif

endfor
return true
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After applauding the success of writing the algorithm, we asked the students to observe
that the (k+1)th iteration of the for loop depends on the k-th iteration of the for loop. If
we can show that the correctness of k-th iteration of the loop will imply the correctness
of (k+1)th iteration of the loop for any k, then the algorithm will return true for any
positive integer N since the loop’s first iteration will always pass without returning false.
This is exactly the idea behind mathematical induction!

TEACHING MATHEMATICAL PROOFS AS GRAPHS
Graphs are always good tools in human communication. In computer science,

graphics are especially important. For instance, a set of graphic diagrams can depict the
software to be built from its requirements to its design. We can safely say that if the proof
of a mathematical theorem or formula can be shown as a graph, it will be easily accepted
by a computer science major student. The proof shown as a graph is called "proof without
words."

"Proofs without words" are often beautiful and intuitive. To share these proofs is a
great enjoyment among mathematicians. In fact, two major journals published by the
Mathematical Association of America, namely Mathematics Magazine and The College
Mathematics Journal, have published hundreds of such proofs under the category named
"Proof without Words." Examples of "Proof without Words" can be found in [2], [3].

 Examples of "Proof without Words" can also be found in some textbooks of discrete
mathematics, although they are not referred to as "Proof without Words." For instance,
the Venn diagram is used to prove some identities related to sets in [5]. The Venn
diagram is also used to represent the concept of   in [6], which implies the proof of
one of De Morgan's Laws for Sets: .

We had a good experience in "Proof without Words" when the topic of complexity
of algorithms was taught. The students were very confused with big O, big Ω and big Θ
notations. We used the following example to explain these concepts:

In order to quickly establish the inequalities satisfying the definition of big Θ, we simply
showed the following graph instead of the proof in [1].

Figure 1
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Although the graph is just for  , it illustrates the general idea for any positive
integer  . From the graph, it is easy to conclude that the area of the dark part is less than
the area under the diagonal (including the diagonal), which is less than the area of the

biggest square. This conclusion is equivalent to . The students
immediately concluded that 

                            and 

which implies 

As we see in the previous example, "Proof without Words" is not a rigorous
mathematical proof of a theorem or formula. However, it gives a very intuitive view to
understand why the theorem or formula is correct. Here we discuss one more example
from combinatory theory in Discrete Mathematics:

         (2)

To prove this identity, we simply draw the following graph:

Figure 2

The graph clearly shows that choosing k dots (gray dots) from n dots can be done in two
ways, assuming that one dot falls out: 
    1. Taking the fallen-out dot (black dot) then choose k-1 dots from remaining n-1 dots.
    2. Or not taking the fallen-out (black dot) but choose k dots from the remaining n-1

dots.
It is exactly the meaning of the identity (2).

CONCLUSION AND ACKNOWLEGEMENT
It requires a significant commitment to teach any course efficiently. As computer

science faculty members who had been teaching discrete mathematics to computer
science majors for several years, we cannot agree more that teaching mathematical proofs
effectively to computer science students requires an even greater commitment. This paper
is just beginning research in this subject. Further research should be done with two areas.
First, find more theorems that can be proved by using the proposed two methods in this
paper. This includes finding more CS thoughts and “Proof without Words” to prove more
theorems and formulas in discrete mathematics. Second, find other efficient methods to
teach mathematical proofs to computer science major students.  
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We appreciate the many contributions of our students who enrolled in our course
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colleagues Ms. Mary Kay Schippers and Dr. Carl Singleton who read through this paper
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PVIF OF $1 TABLE CREATION & USAGE IN C# :

FUNDAMENTAL INTRICACIES*

NIFTY ASSIGNMENT

Jean Hendrix, Associate Professor
Computer Information Systems Division

University of Arkansas at Monticello
Monticello, AR   71656

The following project is submitted as a "Nifty Course Assignment" for several
reasons. In our Computer Information Systems program students must take a core
object-oriented class in which they use Visual BASIC but can only gain experience with
C# if they choose to take it as an elective. For those students who do elect to enroll in C#
there are many advantages which include a comfort level writing code based upon their
experiences in VB and the familiarity with Visual Studio and the creation of event driven
systems which proceed from it. Also, by the time students take this course they are
generally much more "seasoned" in regard to programming logic and design, and can
readily work with problems of a more interesting nature. Unlike computer science majors
our CIS students are required to take supportive classes in area such as business and
accounting, and when they are equipped with this background it is quite appropriate to
formulate assignments which dovetail programming with financial topics.   

All accounting students are taught the concept of a Present Value and how it
basically represents the discounted value of a future cash flow. In other words it performs
conversely to compounding in that it discounts future expected amounts back to a
"present day" dollar amount. To calculate a Present Value three data must be known: the
future amount to be discounted, the discount rate that applies, and the time frame. To
simplify calculations, accounting textbooks include PVIF of $1 tables as appendices and
the users only need multiply the correct factor by the future expected value to obtain the
full discounted value.

Armed with this information my students are asked first to create a C# program
which will calculate the "full discounted amount" based upon the requisite input of 1)
future amount 2) discount rate and 3) time frame. This is where the students gain a deeper
appreciation of the differences in C# and other languages like Visual BASIC. It is a
revelation to them when they discover that there is no arithmetic operator for
exponentiation! Even though they have had experiences using and creating methods (and
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functions in VB), having to employ the Math.Pow method is a minor challenge. I always
try to emphasize mathematical equivalencies so ask them to write the formula in different
ways for "show and tell".  If the sign on the expression in the denominator for
(1/((1+r)^n)) is changed, the entry is equivalent but looks a little nicer. Oh, and by the
way, they must be especially sensitive to the "double" data type since the Math.Pow
method requires it.

Now comes the fun program: to create another application that generates a PVIF of
$1 table internally and then allows a user to select a desired discount rate from a list box
control and select a time frame from list box control and input/type the future amount
before clicking a command button to calculate the discounted amount.

The first part of this program requires the declaration of a two-dimensional array
which syntactically differs somewhat from languages with which they are most familiar.
Next a nested "for" statement must be written that will correctly set the subscripts for the
table but also, when modified, serve as variables for the discount rate and the number of
years. Because C#'s arrays are zero-based the student must be keenly aware of how to set
the initial value for the looping variable and how to modify this amount for use in the
formula.  When initially working with tables one expects to receive an "Subscript Out of
Range" error message a few times, too, which is instructive for students to think through.
In C# it is especially critical to set the blocks (scope) carefully and this exercise
demonstrates it well. Once the "reference table" has been created the second part of the
program allows the user to request that the program calculate a Present Value based upon
a factor found in the table. The look-up process is straightforward but the student must
be aware that only percentage rates (usually the columns) and time frame in years
(usually the rows) on the table are viable and must match with the values in their list box
controls. For a practical application, of course, this is very limiting but the point of the
exercise is to give the student more opportunities to work with multi-dimensional arrays
and experience the intricacies of C# syntax. Of course when it serves to reinforce a
financial concept, too, what more could we ask! 
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ROULETTE SIMULATIONS AND MARTINGALE BETTING*

NIFTY ASSIGNMENT

David Reed
Department of Computer Science

Creighton University
davereed@creighton.edu

SUMMARY
 Students modify and implement interacting classes in order to simulate repeated
roulette games, and use their simulation to study the effectiveness of different betting
strategies.

TOPICS 
The context for these assignments is class design and interaction, and the use of

computer models to simulate real-world events.  The program utilizes conditionals, loops,
random numbers, strings, counters, and sums.

AUDIENCE 
This assignment is given in the second half of a CS1 course using Java, after

students have had some experience with class use and implementation.  

STRENGTHS 
This assignment involves working with interacting classes, as students must use a

provided class and also implement a class that is used by another.  This forces them to
think abstractly and also program to exact specifications.  The problem-solving aspect of
this assignment emphasizes that most programs are not end-products but tools that are
used to solve problems.  Using their program to simulate repeated games, test different
betting strategies, and analyze their performance, is both motivating and entertaining.
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WEAKNESSES
 While the student is only required to implement one class and make minor
modifications to a method in another class, there is a considerable amount of code that
comprises the project and that they must comprehend.  Weaker students may initially be
overwhelmed and need assistance in reviewing the provided code framework.

ABSTRACT
The Martingale betting strategy for playing roulette is centuries old, but still pops

up in viral emails and in various scams. The strategy calls for the gambler to double the
bet amount after each loss, so that the first win would recover all previous losses plus win
a profit equal to the original bet. The claim is that this system will guarantee a profit. In
reality, it does nothing of the kind, since its success relies upon the gambler having an
infinite bankroll (and the house not imposing betting limits). 

In part 1 of this assignment, the students are provided with the RouletteWheel class
that models a roulette wheel and asked to implement the RouletteGame class for playing
a game of roulette.  A player in the game can enter credits into his or her account and can
make bets on spins of the wheel.  The player may bet on a specific number (1-36) or a
color ("red" or "black"), and the game keeps track of their winnings and losses.  

In part 2, the students use their roulette game code to study different betting
strategies. They are presented with the question: If you had to double your money (or
else), what would be your best betting strategy?  By simulating thousands of games using
the RouletteTester class, with each game continuing until the player has doubled his or
her money or else gone broke, student are able to determine which strategy (number vs.
color, big bet vs. small bet) is preferable. The results can be somewhat surprising.

In part 3 of the assignment, students are asked to extend their analysis to the
Martingale betting strategy.  This involves relatively minor modifications to the
simulation code, so that the bet amount changes after each spin.  Using the modified
simulation, students are able to compare the performance of the Martingale system with
previous betting strategies and observe just how ineffective this "can't lose" system truly
is. 

A full version of the assignment, along with source code, can be found online at
http://dave-reed.com/NiftyRoulette.
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ABSTRACT
The laboratory exercises discussed in this presentation are intended to
supplement a traditional computer architecture course.  Digital logic labs
provide additional opportunities for students with varying learning styles to
master Boolean algebra as well as experiment with the building blocks
required for any digital computer.  However, the cost and procurement of the
necessary equipment combined with the fact that faculty may be reluctant to
require an extra text that may be necessary to facilitate these labs can act as
obstacles in offering these types of laboratory exercises.  The author describes
how he addressed these concerns by incorporating digital logic labs within a
computer architecture course using inexpensive commodity components along
with a supplementary text that was released under the Creative Commons
Attribution License. 

INTRODUCTION
This paper discusses the implementation of digital logic laboratory exercises within

the context of a traditional computer architecture course.  At our institution, the computer
architecture course is taught using a traditional text for the subject [1] with no specified
laboratory hours and is composed of students from both the computer science and
information systems majors.  Providing alternate learning opportunities for the students
can often facilitate greater retention and comprehension of the material.  And while
"students must develop an understanding of the scientific method and experience this
mode of inquiry in courses that provide some exposure to laboratory work" [2, p. 41], it
is often difficult to provide this experience for a variety of reasons including the expense
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of an additional text and necessary equipment.  In addition, the course at our institution
does not have any laboratory hours specified, so the labs added would need to be
completed on an informal basis.

"I hear and I forget. I see and I remember. I do and I understand." - Confucius
In order to address the concerns regarding obtaining a text, the author of this paper

wrote a text specifically for this subject [3] that is available under the Creative Commons
Attribution License [4].    In writing the text, care was taken to specify the use of nothing
more than a standard digital logic kit and inexpensive commodity components that are
readily available.   

THE TEXT
The text is a lab manual that includes theoretical background, review problems and

suggested laboratory exercises. It was developed specifically for the purpose of adding
lab exercises in digital logic as a supplement to a traditional computer architecture course.
Development of the text was coordinated with the Global Text Project [5] whose aim is
to "create open content electronic textbooks that will be freely available".  As the text is
available under the Creative Commons, it can be freely downloaded as a pdf.

The manual starts with the construction of a simple inverter using a transistor and
concludes with the construction of simple state machines.  The theoretical content
provides the background necessary to introduce each of the concepts, followed by review
problems with detailed solutions.  Suggested laboratory exercises conclude each section.
While the laboratory exercises can be included as part of a formal lab experience, they
are designed so that students with a minimal orientation can complete them independently
in a modest amount of time.  This assumes that the student has read the theoretical
background, received a short lecture on the material, completed the review exercises and
developed the necessary pre-laboratory design. It was important that students could work
independently on the labs as our institution does not have a formal lab that accompanies
our computer architecture course. 

RESOURCES REQUIRED
Materials and resources were selected based upon their availability and modest cost.

First, the various capacitors, resistors and wires required are easily obtained and
inexpensive.  The integrated circuits required are the 555 timer and 7400 series chips
which have been available and used extensively in industry since the 1970s. The 555 can
be used to build a low frequency clock for asynchronous circuits without the use of a
crystal or ceramic resonator.  The 7400 series chips provide the logical gates as well as
more advanced circuits such as the multiplexer and quad D flip-flop. 

In addition a logic kit consisting of  a breadboard, five volt power supply, input
switches and leds are all needed to complete any of the designs.  While this kit can be
built from the parts specified, it is often more convenient to purchase a digital logic kit
that is already assembled [6]. 
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SUMMARY OF THE LABS INCLUDED
The Transistor and Inverter

This lab provides an introduction to the use of a breadboard and digital logic kit by
constructing a single inverter using a couple of resistors and a transistor.  The student
then is introduced to the 7400 series of TTL logic chips by using a single inverter from
a 7404 chip.
Logic gates

Students are introduced to simple logic gates: AND, OR, NAND, NOR and XOR.
Truth tables are used to represent more complex Boolean expressions.  Students then
build simple logical Boolean expressions using the logic kit and 7400 series chips.
Logic simplification

More complex logical expressions are simplified using Karnaugh maps to yield Sum
of Product (SOP) expressions.  DeMorgan's laws are discussed as they pertain to
implementing SOP expressions with two levels of NAND gates.  Rudimentary circuit
debugging techniques are suggested.
More logic simplification

Non-obvious Karnaugh map groupings and don't care conditions are discussed.
Additional Boolean expressions are implemented using 7400 series chips.
Multiplexer

Logical function implementation using the multiplexer is covered.  Three and four
input Boolean expressions are implemented using the 8x1, 74151 multiplexer.
Timers and clocks

Frequency and period are discussed.  Timing diagrams are introduced.  The 555
timer is used to build both a timer and a clock circuit.
Memory

Static memory is introduced in the form of the SR latch.  D, JK and T flip-flops are
briefly discussed.  An SR latch is built with NAND gates and the 74175 quad D flip-flop
is used to obtain one bit of memory.  
State machines

Boolean logic, clocks and memory are combined to build a simple state machine.
State transition diagrams are introduced.  Timing diagrams and debounced switches are
also discussed.  Simple two bit counters are designed and then built.
More state machines

More complex synchronous circuits are designed and built.  State machines with an
number of states that are not a power of two are designed.  Strategies for design
simplification and reliability of the final circuit are discussed as they relate to the unused
states for the state machines.
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METHODOLOGY
The laboratory manual was used successfully during the fall 2009 semester in a three

credit hour computer architecture course with no formal lab.  Students in the course were
drawn from a wide variety of majors from within the Division of Computing at
McKendree: Computer Science, Computer Information Systems, Information
Technology, Computational Science and Interactive Media.  This group has a diverse
foundation in mathematics and science, and those with a stronger foundation in these
areas master the material more quickly.  Prior to starting the labs brief introductions were
provided for a few essential elements.
   • Provided materials (breadboard, chips, resistors, etc.)
   • Introduction to DC electronics
   • Theory for each lab
This seemed sufficient for the students to then progress independently.  

Students worked with a partner, generally with a weaker student paired with a
stronger student, and all labs were completed outside of the class with assistance
available to those who experienced difficulty.  Before starting to construct a lab,
pre-laboratory work in a lab manual was checked to verify that the circuit was properly
designed and documented.  The final completed lab was then demonstrated to the
instructor for each of the labs.   The labs were spread throughout the semester with the
lectures interlaced with the material from the traditional architecture text and with plenty
of time for the students to construct their circuits.

RESULTS
I have been incorporating labs of this nature every time I have taught a course in

Computer Architecture.  This material has been well received, with student comments
generally following that, they enjoyed "the hands on activity with the labs, it was nice to
see the small parts work."  Developing the text has allowed me to include these labs with
minimal expense on the part of the students.  With regards to this text, comments
followed this general theme, "The lab book was straight forward and easy to
comprehend. I enjoyed working and learning  from it."  I have found that after completing
the labs, even the weaker students in the course demonstrated an excellent grasp of the
theory.  Some students have commented that they disliked spreading the material
throughout the semester and would prefer not to "switch between two books."  However,
I have found that by placing these labs during transitions between chapters this can be
minimized.  I have especially found that placing the labs during the middle of a
particularly difficult concept, such as cache memory design, allows the students have
more time to reflect upon and master the more difficult concepts.

CONCLUSION
Despite the fact that very few students had any previous exposure to using a

breadboard or digital logic kit, the lab groups were able to successfully master the use of
these prototyping tools fairly quickly.  Anecdotally, students generally expressed
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satisfaction in building the circuits.  I found that the  students also were able to
demonstrate a level of mastery with the material covered in the labs that was far greater
than the material from the traditional text when it only was reinforced through pen and
paper homework problems.  Some suggestions for the text arose, such as providing a few
more advanced combinatorial logic circuits such as an adder, before introducing
sequential logic circuits.  These suggestions will be incorporated in a newer edition of the
text.  Overall, the inclusion of the labs was a success and I will continue to incorporate
digital logic design in this format whenever teaching a computer architecture course.
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