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A Novel Algorithm for Wafer Sojourn Time
Analysis of Single-Arm Cluster Tools With

Wafer Residency Time Constraints and
Activity Time Variation

ChunRong Pan, Yan Qiao, NaiQi Wu, Senior Member, IEEE, and MengChu Zhou, Fellow, IEEE

Abstract—This paper addresses the scheduling problem
of single-arm cluster tools with both wafer residency time
constraints and activity time variation in semiconductor
manufacturing. Based on a Petri net model developed in our
previous work, polynomial algorithms are proposed to obtain
the exact upper bound of the wafer sojourn time delay for the
first time. With the obtained results, one can check the feasibility
of a given schedule or find a feasible and optimal one if it exists.
Illustrative examples are given to show the applications of the
proposed method.

Index Terms—Cluster tools, discrete event system, Petri
net (PN), scheduling, semiconductor manufacturing.

NOMENCLATURE

ai The shortest time needed for completing a wafer at
Step i, i ∈ Nn.

Bi The upper bound of the wafer sojourn time delay
at Step i.

bi The longest time needed for completing a wafer at
Step i, i ∈ Nn.

I Input function in a Petri net (PN).
K Capacity function in a PN.
M Marking in a PN.
N = {0, 1, 2, . . .}.
Nn = {1, 2, . . . , n}.

Manuscript received December 30, 2013; revised August 4, 2014; accepted
October 28, 2014. Date of publication December 4, 2014; date of current ver-
sion April 13, 2015. This work was supported in part by the National Natural
Science Foundation of China under Grant 60974098 and Grant 71361014 and
in part by the Fundo para o Desenvolvimento das Ciencias e da Tecnologia of
Macau under Grant 065/2013/A2. This paper was recommended by Associate
Editor M. Jeng. (Corresponding authors: MengChu Zhou and Naiqi Wu.)

C. R. Pan is with the School of Mechanical and Electrical Engineering,
Jiangxi University of Science and Technology, Ganzhou 341000, China.
(e-mail: chunrongpan@163.com)

Y. Qiao is with the Department of Industrial Engineering, School
of Electro-Mechanical Engineering, Guangdong University of Technology,
Guangzhou 510006, China.

N. Q. Wu is with the Institute of Systems Engineering, Macau University
of Science and Technology, Macau 999078, China, and also with the
Department of Industrial Engineering, Guangdong University of Technology,
Guangzhou 510006, China (e-mail: nqwu@must.edu.mo).

M. C. Zhou is with the Institute of Systems Engineering, Macau University
of Science and Technology, Macau 999078, China, and also with the
Department of Electrical and Computer Engineering, New Jersey Institute
of Technology, Newark, NJ 07102-1982 USA (e-mail: zhou@njit.edu).

Color versions of one or more of the figures in this paper are available
online at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TSMC.2014.2368995

O Output function in a PN.
PM Process module.
PN Petri net.
p0 PN place modeling loadlocks.
pi PN place modeling Step i, i ∈ Nn.
qi1 PN place modeling the robot waiting before loading

a wafer into Step i, i ∈ �.
qi2 PN place modeling the scheduled robot waiting

before unloading a wafer from Step i, i ∈ �.
qi3 PN place modeling the unscheduled robot waiting

before unloading a wafer from Step i, i ∈ �.
RCP Real-time control policy.
r PN place modeling the single-arm robot.
si1 PN transition modeling the robot task of loading a

wafer into Step i, i ∈ Nn.
s01 PN transition modeling the robot task of loading a

completed wafer into a loadlock.
si2 PN transition modeling the robot task of unload-

ing a wafer from a PM at pi and moving to pi+1,
i ∈ Nn−1.

s02 PN transition modeling the robot task of unloading
a wafer from a loadlock at p0 and moving to p1.

sn2 PN transition modeling the robot task of unloading
a wafer from pn and moving to a loadlock.

yi1 PN transition modeling robot’s moving from pi+2
to pi without carrying a wafer, i ∈ Nn−2 ∪ {0}.

y(n−1)1 PN transition modeling robot’s moving from p0 to
pn−1 without carrying a wafer.

yn1 PN transition modeling robot’s moving from p1 to
pn without carrying a wafer.

�i Wafer sojourn time at Step i under normal
conditions, i ∈ Nn.

� = {0} ∪ Nn.
�i Accumulated robot time delay when the robot

arrives at qi3 for unloading a completed wafer.
μyi1 Time needed for firing yi1, i ∈ � and μyi1 ∈ [α, β].
θ Cycle time of the system.
θ i Cycle time of Step i, i ∈ Nn.
κ

j
id Transition firing sequence for robot’s going from

Steps i to d in the jth robot cycle.
λi1 Time needed for firing si1, i ∈ �, and λi1 ∈ [c, d].
λi2 Time needed for firing si2, i ∈ Nn, and

λi2 ∈ [c + α, d + β].
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Fig. 1. Cluster tools. (a) Single-arm robot. (b) Dual-arm robot.

λ02 Time needed for firing s02 and λ02 ∈ [c0 + α,
d0 + β].

τ i Wafer sojourn time in Step i, i ∈ Nn.
ωi1 Scheduled robot waiting time before loading a

wafer to Step i, i ∈ �.
ωi2 Scheduled robot waiting time before unloading a

wafer from Step i, i ∈ �.
ωi3 Unscheduled robot waiting time before unloading a

wafer from Step i, i ∈ �.
δi The longest time for which a wafer can stay in a

PM at Step i after it is processed, i ∈ Nn.
ς i Time needed for processing a wafer at Step i,

i ∈ Nn, and ς i ∈ [ai, bi].
ζ j The actual time taken for completing the jth activity.
ψ Robot cycle time.
ψ1 Robot cycle time with no robot waiting.
ψ2 Robot waiting time in a cycle.
||•|| The exact upper bound of time delay during the

execution of an activity sequence.

I. INTRODUCTION

IN SEMICONDUCTOR manufacturing, more and more
manufacturers adopt cluster tools to process wafers by

using single-wafer processing technology. A cluster tool
consists of several process modules (PMs), an aligner, a
wafer handling robot, and two loadlocks for wafer cassette
loading/unloading. In general, raw wafers in a cassette have
an identical recipe [1], [2]. They are loaded into a cluster tool
through its loadlock, and then processed in one or more PMs
with a prespecified order. After all operations are completed,
they are returned to their loadlocks by the robot [3]. Such
a tool can provide a flexible, reconfigurable, and efficient
environment for semiconductor manufacturing, resulting in
higher yield, shorter cycle time, better utilization of costly
space, and lower capital cost [4]–[8]. With one or two robot
arms, it is called a single and dual-arm cluster tool as shown
in Fig. 1, respectively.

Extensive work has been done about modeling and analysis
of cluster tools [5], [7]–[17]. It is found that, under the steady
state, they operate in either the process or transport-bound
region. For the former, the robot has idle time and the pro-
cessing time in PMs determines the cycle time. For the latter,
the robot is always busy and the cycle time is determined by its
activity time. It is also shown that the PM activities follow the
robot tasks [18], [19]. Hence, the key is to schedule the robot.
Dispatching or priority rules are developed to do so [14], [20].
The robot moving time from one PM to another can be treated
as a constant and is much shorter than the wafer processing
time [1]. For single-arm cluster tools, a backward scheduling
strategy is optimal [21], [22]. This is true only if there is no
limit on how long a wafer can stay in PMs after it is done.

Some wafer fabrication processes pose a strict constraint on
the wafer sojourn time in a PM called a wafer residency time
constraint [1]–[3], [23]–[27]. With such constraints, methods
for finding an optimal periodic schedule for dual-arm cluster
tools are proposed in [1], [2], and [24]. Their computational
efficiency is improved by deriving necessary and sufficient
schedulability conditions for both single and dual-arm cluster
tools as revealed in [3] and [28]. If schedulable, closed-form
algorithms are given to find an optimal one.

Some wafer fabrication processes are repeated processes,
or there is wafer revisiting. In [5], [7], [8], [37], and [38],
scheduling strategies are presented for such tools dealing with
wafer revisiting. Furthermore, an efficient technique is pro-
posed in [39] to schedule a dual-arm cluster tool coping with
both wafer revisiting and residency time constraints.

PMs in cluster tools are failure-prone. Thus, effective con-
trol policies are proposed to respond to such failures for
single-arm cluster tools in [35] and [36].

All the above studies are conducted without considering
activity time variation that occurs in practice. Such variation
can make a feasible schedule obtained under the assumption
of deterministic activity time infeasible. Methods are proposed
to deal with abnormal events and activity time fluctuation
in [18] and [29]. Kim and Lee [30] studied the schedulability
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problem for dual-arm cluster tools with bounded activity time
variation. They identify so-called always schedulable and never
schedulable cases by using PNs and a branching technique.

Wu and Zhou [25] show that some never schedulable cases
identified in [30], in fact, are always schedulable by using
their newly proposed real-time controller. By using PNs, for
dual-arm cluster tools with wafer residency time constraints
and activity time variation, the wafer sojourn time fluctua-
tion is analyzed and closed-form scheduling algorithms are
proposed to find an optimal schedule [25], [26], [31]. With
wafer residency time constraints and activity time variation,
it is much more complex to schedule single-arm cluster tools
than dual-arm ones [23], [32]. Thus, by following the idea
in [25] and [26], the scheduling problem of single-arm cluster
tools is solved in [23], [32], and [34].

Since the time variation of both robot activities and wafer
processing affects the wafer sojourn time delay in a PM in
a complex way, it is very difficult to calculate the wafer
sojourn time delay in a PM. In fact, the upper bound of
wafer sojourn time delay in a PM obtained in [32] is not the
exact one but overestimated. This makes the schedulability
conditions in [23] and [34] sufficient only, but not necessary.
This implies that, by the method in [23] and [34], some
nonschedulable cases are, in fact, schedulable. Then, can an
exact upper bound of the wafer sojourn time delay in a PM
be found? If so, the schedulability conditions in [23] and [34]
become necessary and sufficient conditions. This motivates
us to conduct this investigation.

This work makes the following contributions: 1) the mech-
anism about how the activity time variation affects the wafer
sojourn time is revealed; 2) algorithms are derived to cal-
culate its exact upper bound; and 3) they are shown to be
polynomial with respect to the number of parallel PMs and
number of operations. Therefore, the results are significant in
this research field.

The remainder of this paper is organized as follows. The
next section introduces a Petri net (PN) model and real-time
control policy (RCP). Then, Section III presents the algorithms
for calculating the exact upper bound of wafer sojourn time
delay. Illustrative examples are used to show their applications
in Section IV. Finally, the conclusion is given in Section V.

II. PN MODELING AND RCP

In this section, we briefly introduce the PN model developed
in [32] and [33] such that this paper is self-complete.

A. PN Model for the Wafer Flow

PNs are widely used in modeling and analysis of dis-
crete event systems [1], [17], [29], [40]–[53]. The PN model
in [32] and [33] is a kind of finite capacity PN whose
concept is based on [19] and [54]. It is defined as
PN = (P, T, I, O, M, K), where P is a finite set of places;
T is a finite set of transitions with P ∪ T �= ∅ and P ∩ T = ∅;
I: P × T → N = {0, 1, 2, . . .} is an input function; O: P ×
T → N is an output function; M: P → N is a marking repre-
senting the number of tokens in places with M0 being the ini-
tial marking; and K: P → N\{0} is a capacity function, where
K(p) represents the largest number of tokens that p can hold.

Fig. 2. PN model for a single-arm cluster tool with n steps.

The preset of transition t is the set of all input places to t,
i.e., •t = {p : p ∈ P and I(p, t) > 0}. Its postset is the set of
all output places from t, i.e., t• = {p : p ∈ P and O(p, t) > 0}.
Similarly, p’s preset •p = {t ∈ T : O(p, t) > 0} and postset
p• = {t ∈ T : I(p, t) > 0}. The transition enabling and firing
rules can be found in [19] and [41].

The wafer flow pattern can be denoted as
(m1, m2, . . . , mn) [1], [55], where n is the number of
steps for processing a wafer and mi is the number of PMs
used to process wafers at Step i, i ∈ Nn = {1, 2, . . . , n}.
Let � = {0} ∪ Nn. Based on the wafer flow pattern, the
PN model [32], [33] for a single-arm cluster tool is shown
in Fig. 2 with the meaning of places and transitions being
presented in Table I.

By K(p0) = m0 = ∞, we mean that the loadlocks can
handle all raw and finished wafers in a tool. With a backward
strategy, mi wafers are being processed at Step i, i ∈ Nn.
Thus, without loss of generality, we let M0(pi) = mi, i ∈ Nn,
M0(r) = 1 to indicate that the robot is idle, and M0(p0) = n to
indicate that there are always wafers to be processed. To avoid
deadlock [56]–[58], we give a control policy to make the PN
model live [33].

Definition 1 [33]: At marking M, transition yi1,
i ∈ Nn−1 ∪ {0} is said to be control-enabled if M(pi+1) =
mi+1 − 1; and yn1 is said to be control-enabled if
M(pi) = mi, i ∈ Nn.

Under the control policy given in Definition 1, the PN is
shown to be deadlock-free [33].

B. Modeling Activity Time

In the developed PN model, time is associated with both
places and transitions. Time duration [ζ 1, ζ 2] is used to
denote a robot task’s time interval. The wafer processing
time is denoted as ([ζ 1, ζ 2], δ) which indicates that after
the completion of a wafer with ζ ∈ [ζ 1, ζ 2] time units at
Step i, the longest time delay in its corresponding PM must
be no more than δ. For a robot task or wafer processing at
a PM, ζ ∈ [ζ 1, ζ 2] is obtained by measuring the real-time



808 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS: SYSTEMS, VOL. 45, NO. 5, MAY 2015

TABLE I
MEANING OF PLACES AND TRANSITIONS OF PN IN FIG. 2

operational time. If ζ ∈ [ζ 1, ζ 2] represents a scheduled robot
waiting time, ζ can be set to be any number in [ζ 1, ζ 2].
However, if ζ ∈ [ζ 1, ζ 2] represents an unscheduled robot
waiting time, ζ is obtained by real-time measurement and is
variable. The time durations for different transitions and places
are shown in Table II. Note that the time taken for the robot to
move from one PM to another is same under normal conditions
defined later.

With wafer residency time constraints, we need to define
the liveness for the PN shown in Fig. 2. Let τ i denote the
sojourn time of a token in pi and ς i be a sample in [ai, bi].
Then, the liveness condition of the PN for single-arm cluster
tools with residency time constraints can be defined.

Definition 2 [33]: A PN for single-arm cluster tools with
residency time constraints is said to be live, if at any marking
reached and for any wafer in pi, ∀i ∈ Nn, and any ς i sampled
in [ai, bi] such that whenever si2 is enabled, τ i − ς i ≤ δi

holds.

C. RCP

To understand the activity time variation, we may view a
system as if it operates under normal conditions with random
disturbance. A cluster tool is said to be operated under nor-
mal conditions if, for any activity with time duration [ζ 1, ζ 2],
it takes ζ = ζ 1 time units only. With this definition, in a
real-time, the time needed for an activity can be denoted as
ζ 1 + �ζ with ζ 1 ≤ ζ 1 + �ζ ≤ ζ 2. In this way, nonzero
�ζ can be seen as a disturbance and ζ can be any number
in [ζ 1, ζ 2]. In this way, to obtain a feasible periodic schedule
under normal conditions is to determine ωi1 and ωi2 such that
ai ≤ τ i ≤ ai + δi, ∀i ∈ Nn.

Let ζ j denote the actual time taken by completing the
jth activity. The random activity time variation can be seen
as random disturbance to normal conditions. Thus, we let
μ

j
yi1 = α + σ

j
yi1 and λ

j
i1 = c + ρ

j
i1 for all j and i ∈ �;

λ
j
02 = c0 + α + ρ

j
02 for all j; λ j

i2 = c + α + ρ
j
i2 for all j and

i ∈ Nn. We then dynamically regulate ωi2’s and ωi1’s so as to
adapt to the random disturbance based on the real-time obser-
vation. With σ j

yi1 , ρ j
i2, and ρ j

i1 observed in real-time, if there

exists a nonzero value of σ j
yi1 , ρ j

i2, and ρ j
i1, the robot waiting

time in qi2 and qi1 can be shortened by adjusting ωi2 and ωi1
on-line. We have the following RCP [33].

1) Under the normal conditions, find a periodic schedule
by determining ωi2 and ωi1, i ∈ �.

2) Transition s01 is fired if the jth token stays in q01 for
ω

j
01 = max{(ω01 − ρ

j
n2), 0} time units, and transition

si1 is fired if the jth token stays in qi1 for ω j
i1 =

max{(ωi1 − ρ
j
(i−1)2), 0}, i ∈ Nn.

3) Transition yi2 is fired if the jth token stays in qi2 for
ω

j
i2 = max{(ωi2 − σ

j
yi1), 0}, i ∈ �.

4) Transitions si2, and yi1 fire once they are enabled.
By RCP, si2 can fire when there is a token in qi3 and a

wafer (token) in pi is completed. This implies that the token
waiting time ω j

i3 in qi3 (or firing si2) depends on whether a
wafer in pi is completed or not.

III. EXACT UPPER BOUND OF SOJOURN TIME DELAY

A. Effect of Activity Time Variation

Under the normal conditions, a single-arm cluster tool
with residency time constraints should be scheduled such that
ai ≤ τi ≤ ai + δi. Thus, we need to know how the activity time
variation affects the wafer sojourn time delay in a PM. We first
summarize the results of wafer sojourn time delay caused by
activity time variation as obtained in [32].

Under the normal conditions, ωi2 and ωi1, i ∈ �, are the
scheduled waiting time and are constant, while ωi3, i ∈ �,
should be zero. Hence, λ j

02 = c0 + α for all j; λ j
d2 = c + α

for all j and d ∈ Nn; μ j
yd1 = α, ω j

d2 = ωd2, ω j
d1 = ωd1 and

λ
j
d1 = c for all j and d. Thus, at any steady state marking M,
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TABLE II
TIME DURATIONS ASSOCIATED WITH TRANSITIONS AND PLACES

  

we have

τ1 = m1 ×
[
2(n + 1)α + (2n + 1)c + c0 +

∑n

d=0
ωd2 +

∑n

d=0
ωd1

]

− (3c + c0 + 3α + ω02 + ω11 + ω21)

= m1 × ψ − (3c + c0 + 3α + ω02 + ω11 + ω21) (1)

τi = mi ×
[
2(n + 1)α + (2n + 1)c + c0 +

∑n

d=0
ωd2 +

∑n

d=0
ωd1

]

− (
4c + 3α + ω(i−1)2 + ωi1 + ω(i+1)1

)

= mi × ψ − (
4c + 3α + ω(i−1)2 + ω(i+1)1 + ωi1

)

i = 2, 3, . . . , n − 1 (2)

τn = mn ×
[
2(n + 1)α + (2n + 1)c + c0 +

∑n

d=0
ωd2 +

∑n

d=0
ωd1

]

− (
4c + 3α + ω(n−1)2 + ωn1 + ω01

)

= mn × ψ − (
4c + 3α + ω(n−1)2 + ωn1 + ω01

)
. (3)

Also, under normal conditions, the robot cycle time is

ψ = 2(n + 1)α + (2n + 1)c + c0 +
∑n

d=0
ωd2 +

∑n

d=0
ωd1

= ψ1 + ψ2 (4)

where ψ1 = 2(n + 1)α + (2n + 1)c + c0 is a constant and
known in advance and ψ2 = ∑n

d=0 ωd2 + ∑n
d=0 ωd1 is to

be determined by a schedule. It should be noticed that ψ is
independent of the wafer processing time.

Let θ1 = (τ 1 + 3c + c0 + 3α + ω02 + ω11 + ω21)/(m1),
θ i = (τ i + 4c + 3α + ω(i−1)2 + ωi1 + ω(i+1)1)/(mi),
i ∈ Nn−1\{1}, and θn = (τ n + 4c + 3α + ω(n−1)2 +
ωn1 + ω01)/(mn) denote the cycle time for Step i, i ∈ Nn.
Further, let θ be the production cycle time of the system.
Since the process of single-arm cluster tools is a serial one, the
production rate is same for all the steps and this production
rate is the cycle time for the system. We have the following
proposition.

Proposition 1: In the steady state, a single-arm cluster tool
with a backward strategy has the same cycle time for all

processing steps, that is

θ = θ1 = θ2 = · · · = θn. (5)

Then, the relationship between the production cycle and
robot cycle can be analyzed based on the model shown
in Fig. 2. Assume that wafer Wk is loaded into Step i at
time τ k and Wk+1 is loaded into it at τk+1. Then, [τ k,
τk+1] forms a cycle for Step i. During this time, si1 fires
twice, and the robot completes the following activities: fir-
ing si1 → y(i−2)1 → waiting in q(i−2)2 → s(i−2)2 → waiting
in q(i−1)1 → s(i−1)1 → y(i−3)1 → . . . → y01 → waiting
in q02 → s02 → waiting in q11 → s11 → yn1 → wait-
ing in qn2 → sn2 → waiting in q01 → s01 → y(n−1)1 →
. . . → yi1 → waiting in qi2 → si2 → waiting in q(i+1)1 →
s(i+1)1 → y(i−1)1 → waiting in q(i−1)2 → s(i−1)2 → waiting
in qi1 → si1 again. Note that, during this time, the robot
completes exactly one cycle. Thus, we have the following
proposition.

Proposition 2: In the steady state, under the normal condi-
tions, a single-arm cluster tool with a backward strategy has
the same cycle time for the robot and each step, that is

θ = θ1 = θ2 = · · · = θn = ψ. (6)

According to (4), α, c, and c0 are all deterministic, while
ωd2 and ωd1, d ∈ �, are changeable, i.e., ψ1 is deterministic
while the robot waiting time in ψ2 can be regulated. Thus, to
schedule the system under the normal conditions is to appro-
priately set ωd2 and ωd1, d ∈ �, such that (6) holds and at
the same time the wafer residency time constraints are satis-
fied. With activity time variation considered, there may exist
a nonzero value of σ j

yd1 , ρ j
d2, and ρ j

d1 obtained by real-time
measurement. Thus, RCP reduces the effects of the time vari-
ation on the wafer sojourn time delay as much as possible. Let
η

j
d2 be the time delay that is caused by σ j

yd1 and can be offset
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by adjusting ωd2, and η j
01 and η j

i1 be the time delay that is
caused by ρ j

n2 and ρ j
(i−1)2 and can be offset by adjusting ω01

and ωi1, respectively. Then, we have ω j
i2 + σ

j
yi1 = ωi2 + η

j
i2,

or η j
i2 = max{(σ j

yi1 − ωi2), 0}. In this way, the effect of σ j
yd1

on τi can be made as small as possible. Similarly, we have
ω

j
01 +ρ j

n2 = ω01 +η j
01 and ω j

i1 +ρ j
(i−1)2 = ωi1 +η j

i1, or η j
01 =

max{(ρ j
n2 − ω01), 0} and η j

i1 = max{(ρ j
(i−1)2 −ωi1), 0}. Then,

according to [32], the wafer sojourn time in pi is

τ1 = m1 ×
[

2(n + 1)α + (2n + 1)c + c0 +
n∑

d=0

ωd2 +
n∑

d=0

ωd1

]

+
n∑

d=0

k+m1−1∑
j=k

η
j
d2 +

n∑
d=0

k+m1−1∑
j=k

η
j
d1 +

n∑
d=0

k+m1−1∑
j=k

ρ
j
d1

+
n∑

d=0

k+m1−1∑
j=k

ω
j
d3 −

(
3c + c0 + 3α + ω02 + ω11 + ω21

+ ωk
02 + ωk

11 + ωk
21 − ω02 − ω11

− ω21 + ωk
03 + ρk

11 + ρk
12

+ ρk
21 + ρk

02 + σ k
y01

)

= �1 +�1 (7)

τi = mi ×
[

2(n + 1)α + (2n + 1)c + c0 +
n∑

d=0

ωd2 +
n∑

d=0

ωd1

]

+
n∑

d=0

k+mi−1∑
j=k

η
j
d2 +

n∑
d=0

k+mi−1∑
j=k

η
j
d1 +

n∑
d=0

k+mi−1∑
j=k

ρ
j
d1

+
n∑

d=0

k+mi−1∑
j=k

ω
j
d3 −

(
4c + 3α + ω(i−1)2 + ωi1 + ω(i+1)1

+ ωk
(i−1)2 + ωk

i1 + ωk
(i+1)1 − ω(i−1)2

− ωi1 − ω(i+1)1 + ωk
(i−1)3 + ρk

i1

+ ρk
i2 + ρk

(i+1)1 + ρk
(i−1)2 + σ k

y(i−1)1

)

= �i +�i, 1 < i < n (8)

τn = mn ×
[

2(n + 1)α + (2n + 1)c + c0 +
n∑

d=0

ωd2 +
n∑

d=0

ωd1

]

+
n∑

d=0

k+mn−1∑
j=k

η
j
d2 +

n∑
d=0

k+mn−1∑
j=k

η
j
d1 +

n∑
d=0

k+mn−1∑
j=k

ρ
j
d1

+
n∑

d=0

k+mn−1∑
j=k

ω
j
d3 −

(
4c + 3α + ω(n−1)2 + ωn1 + ω01

+ ωk
(n−1)2 + ωk

n1 + ωk
01 − ω(n−1)2

− ωn1 − ω01 + ωk
(n−1)3 + ρk

n1

+ ρk
n2 + ρk

01 + ρk
(n−1)2 + σ k

y(n−1)1

)

= �n +�n (9)

where �1 = m1 × ψ − (3c + c0 + 3α + ω02 + ω11 + ω21),
�i = mi × ψ − (4c + 3α + ω(i−1)2 + ωi1 + ω(i+1)1),

i ∈ Nn−1\{1}, and �n = mn×ψ − (4c + 3α + ω(n−1)2 +
ωn1 + ω01) are the scheduled sojourn time under the normal
conditions given by (1)–(3) and are constant when the periodic
schedule is determined.

Now, the sojourn time disturbance is given as

�1 =
n∑

d=0

k+m1−1∑
j=k

η
j
d2 +

n∑
d=0

k+m1−1∑
j=k

η
j
d1 +

n∑
d=0

k+m1−1∑
j=k

ρ
j
d1

+
n∑

d=0

k+m1−1∑
j=k

ω
j
d3 −

(
ωk

02 + ωk
11 + ωk

21 − ω02 − ω11

− ω21 + ωk
03 + ρk

11 + ρk
12

+ ρk
21 + ρk

02 + σ k
y01

)

�i =
n∑

d=0

k+mi−1∑
j=k

η
j
d2 +

n∑
d=0

k+mi−1∑
j=k

η
j
d1 +

n∑
d=0

k+mi−1∑
j=k

ρ
j
d1

+
n∑

d=0

k+mi−1∑
j=k

ω
j
d3 −

(
ωk
(i−1)2 + ωk

i1 + ωk
(i+1)1 − ω(i−1)2

− ωi1 − ω(i+1)1 + ωk
(i−1)3 + ρk

i1

+ ρk
i2 + ρk

(i+1)1 + ρk
(i−1)2

+ σ k
y(i−1)1

)
, i ∈ Nn−1\{1}

�n =
n∑

d=0

k+mn−1∑
j=k

η
j
d2 +

n∑
d=0

k+mn−1∑
j=k

η
j
d1 +

n∑
d=0

k+mn−1∑
j=k

ρ
j
d1

+
n∑

d=0

k+mn−1∑
j=k

ω
j
d3 −

(
ωk
(n−1)2 + ωk

n1 + ωk
01 − ω(n−1)2

− ωn1 − ω01 + ωk
(n−1)3 + ρk

n1

+ ρk
n2 + ρk

01 + ρk
(n−1)2 + σ k

y(n−1)1

)
.

Note that η j
d2, η j

d1, ρk
i1, ρk

i2, ρk
(i+1)1, ρk

(i−1)2, and σ k
yi−1

are
obtained via real-time observation, while ωd1 and ωd2 are
determined by an off-line schedule and thus known in advance.
ω

j
d3 is uncontrollable and varies with j. In fact, �i represents

the accumulated robot time delay when the robot arrives at
qi3 for unloading a completed wafer there. Under the nor-
mal conditions, the necessary and sufficient schedulability
conditions are presented in [3]. Thus, if we can find a method
to obtain �i for the worst case, with the results in [3], can we
find the necessary and sufficient schedulability conditions for
single-arm cluster tools with wafer residency time constraints
and activity time variation? To answer it, we are required to
find the exact upper bound of the wafer sojourn time delay.

B. Computing Exact Upper Bound

With wafer flow pattern (m1, m2, . . . , mn), m = m1
+ m2 + · · · + mn wafers are being processed concur-
rently. We number them as W1−Wm. Let �i denote the
set of wafers that are being processed in pi. Further, let
E1 = m2 + · · · + mn + 1, L1 = m, Ei = mi+1 + · · · +mn

+ 1, Li = mi + · · · +mn, i ∈ Nn−1, En = 1, and Ln
= mn, such that WEi and WLi are the earliest and lat-
est wafers released into pi, respectively. Let Ei_ j = Ei + j,
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then, we have �i = {WEi, WEi_1, . . . , WLi}, i ∈ Nn.
Assume that it takes υ i ∈ [ai, bi] time units to com-
plete WEi, leading to a time delay max{(υ i − �i), 0}. Let
Hi = max{(bi − �i), 0}, i ∈ Nn, be the longest time delay
caused by processing a wafer at pi and H0 = 0 since there
is no processing time delay at Step 0. Further let η11 =
max{(d0− c0) + (β − α) − ω11, 0}, ηi1 = max{(d − c)+
(β − α) − ωi1, 0}, and ηi2 = max{(β − α) − ωi2, 0}.

The infeasibility of a schedule is caused by delay τ i, i ∈ Nn.
It follows from (7)–(9) that τ i = �i + �i, where �i is
the robot task time in a cycle under the normal conditions,
while �i is the accumulated robot time delay. Under the
normal conditions, the system can be scheduled such that
ai ≤ τ i = �i ≤ ai + δi. With activity time variation, it is
required that τ i = �i + �i ≤ ai + �ai + δi, where �ai

∈ [0, bi − ai]. To do so, with �i being known, we have
to find �i. When �i reaches its largest value, or the upper
bound, in the worst case, if τ i = �i + �i ≤ ai + �ai + δi

holds, the system operates in a feasible state. Thus, the key is
to calculate the upper bound of �i. Notice that the worst case
occurs when �ai is zero such that the robot does not need to
wait at qi3 for unloading a processed wafer from pi since ai ≤
�i, or ωmi

d3 = 0. Thus, to check the feasibility of a schedule,
we need to find the exact upper bound of Bi = �i − ω

mi
d3.

To do so, based on the PN model, we analyze the fabrication
process as follows.

After loading a wafer WEi into pi, the robot goes to
Step i − 2 by firing y(i−2)1 for unloading a processed wafer
there. Then, a sequence of tasks is executed. Finally, the robot
comes back to Step i for unloading WEi. This process under-
goes mi robot cycles. This implies that, before the robot comes
back to Step i again, it goes through every Step d /∈ {i, i − 1}
for mi times. Hence, to calculate the exact time delay during
this process, the robot task sequence can be divided into a
number of small segments such that the time delay of each
segment can be calculated straightforwardly. Then, the time
delay can be calculated in a sequential way. With this idea,
we analyze how it can be divided into small segments next.

Let κ j
id denote the transition firing sequence for the robot

to go from Steps i to d in the jth robot cycle. After loading
a wafer into pi, starting from Step i, in the first robot cycle,
the robot goes to Step i − 2 by firing y(i−2)1. Then, through a
number of steps, it goes to Step d for any given d ∈ Nn and
waits there for unloading a wafer, or a token goes into qd3 by
executing the following transition sequence:
κ1

id = 〈firing y(i−2)1 → waiting in q(i−2)2 → y(i−2)2 →
waiting in q(i−2)3 → s(i−2)2 → waiting in q(i−1)1
→ s(i−1)1 → . . . → yd1 → waiting in qd2 → yd2
→ waiting in qd3〉, d ∈ Ni−2 ∪ {0}

κ1
id = 〈κ1

i0 → s02 → waiting in q11 → s11 → yn1 →
waiting in qn2 → yn2 → waiting in qn3〉, d = n, or

κ1
id = 〈κ1

in → sn2 → waiting in q01 → s01 → . . . →
yd1 → waiting in qd2 → yd2 → waiting in qd3〉,
d ∈ Nn−1\Ni−2.

Similarly, in the second robot cycle, starting from Step i,
the robot goes to Step i − 2, or a token goes into
q(i−2)3, by executing the following sequence in the PN
in Fig. 2:

κ2
i(i−2) = 〈κ1

i(i−1) → s(i−1)2 → waiting in qi1 → si1 →
y(i−2)1 → waiting in q(i−2)2 → y(i−2)2 → waiting
in q(i−2)3〉.

After undergoing (j − 1) < mi robot cycles, the robot con-
tinues its jth cycle. With j > 1, the robot goes to Step d in
the jth robot cycle by executing the following sequence:

κ
j

id = 〈κ j−1
i(i−1) → s(i−1)2 → waiting in qi1 → si1 →

y(i−2)1 → waiting in q(i−2)2 → y(i−2)2 → wait-
ing in q(i−2)3 → s(i−2)2 → waiting in q(i−1)1 →
s(i−1)1 → . . . → yd1 → waiting in qd2 → yd2 →
waiting in qd3〉, d ∈ Ni−2 ∪ {0} and 1 < j < mi

κ
j

id = 〈κ j
i0 → s02 → waiting in q11 → s11 → yn1 →

waiting in qn2 → yn2 → waiting in qn3〉, d = n
and 1 < j < mi, or

κ
j

id = 〈κ j
in → sn2 → waiting in q01 → s01 → . . . → yd1

→ waiting in qd2 → yd2 → waiting in qd3〉, d ∈
Nn−1\Ni−2 and 1 < j < mi.

Similarly,

κ
mi
id = 〈κmi−1

i(i−1) → s(i−1)2 → waiting in qi1 → si1 →
y(i−2)1 → waiting in q(i−2)2 → y(i−2)2 → wait-
ing in q(i−2)3 → s(i−2)2 → waiting in q(i−1)1 →
s(i−1)1 → . . . → yd1 → waiting in qd2 → yd2 →
waiting in qd3〉, d ∈ Ni−2∪{0},

κ
mi
id = 〈κmi

i0 → s02 → waiting in q11 → s11 →
yn1 → waiting in qn2 → yn2 → waiting in
qn3〉, d = n, or

κ
mi
id = 〈κmi

in → sn2 → waiting in q01 → s01 → . . . →
yd1 → waiting in qd2 → yd2 → waiting in qd3〉,
d ∈ Nn−1\Ni.

Then, after performing κ
mi
i(i+1), the robot performs task

sequence κ1 = 〈s(i+1)2 → waiting in q(i+2)1 → s(i+2)1 →
yi1 → waiting in qi2〉. Let ||•|| denote the exact upper bound
of time delay during the execution of an activity sequence and
�

j
id = ||κ j

id ||. Note that the exact upper bound of time delay
for executing 〈κmi

i(i+1) → κ1〉 is Bi. Because ||κ1|| = η(i+2)1 +
ρ + ηi2 and ||κmi

i(i+1)|| = �
mi
i(i+1), we have Bi = �

mi
i(i+1) +

η(i+2)1+ ρ + ηi2, i ∈ Nn−2. Similarly, we have

Bi =
⎧⎨
⎩
�

mi
i(i+1) + η(i+2)1 + ρ + ηi2, i ∈ Nn−2

�
mn−1
in + η01 + ρ + η(n−1)2, i = n − 1
�

mn
i0 + η11 + ρ + ηn2, i = n.

(10)

The remaining problem is how to calculate �
mi
i(i+1),

i ∈ Nn\{n}, or �mn
i0 , i = n. To do so, we divide it into several

cases. First, we consider the case when mi ≤ mu for any i �= u.
Without loss of generality, for Step i, we analyze the longest
sojourn time delay of WEi. We have κmi

i(i+1) = 〈κmi
i(i+2) → κ2 →

waiting in q(i+1)3〉 with κ2 = 〈s(i+2)2 → waiting in q(i+3)1 →
s(i+3)1 → y(i+1)1 → waiting in q(i+1)2 → firing y(i+1)2〉, or
κ

mi
i(i+1) can be divided into κmi

i(i+2), κ2, and 〈waiting in q(i+1)3〉.
By the RCP and that firing y(i+1)2 takes no time, we have
||κ2|| = η(i+3)1 + ρ + η(i+1)2. Thus, ||κmi

i(i+1)|| = ||κmi
i(i+2) →

κ2|| = �
mi
i(i+2) + η(i+3)1 + ρ + η(i+1)2. Note that, under the

normal conditions, the robot can unload the wafer from PMi+1
immediately after performing κ2. However, with activity time
variation, it should go to q(i+1)3 for waiting after perform-
ing κ2, since there may be a disturbance on wafer processing
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in PMi+1. WEi and WE(i+1) are the first wafers loaded into
Steps i and i + 1 in different cycles, respectively, if mi �=
m(i+1). When mi = mi+1, WEi and WE(i+1) are loaded into
Steps i and i + 1 in the same cycle. Then, with a backward
strategy, it follows from mi ≤ mu for any i �= u that wafer
WE(i+1) is loaded into Step i + 1 before WEi into Step i.

With the above analysis, in order to analyze the exact
longest activity time delay on wafer sojourn time at Step i, we
should calculate the robot’s accumulated activity time delay
by starting from the time when WEi has just been loaded into
Step i. Thus, when the robot goes to q(i+1)3 in the mith cycle,
we should check if the robot waiting in q(i+1)3 is necessary.
In other words, at this time, the robot should wait in q(i+1)3
for max{Hi+1 − (�mi

i(i+2) + η(i+3)1 + ρ + η(i+1)2), 0} time
units. After the robot leaves q(i+1)3, its accumulated activity
time delay is �mi

i(i+1) = max{�mi
i(i+2) + η(i+3)1 + ρ + η(i+1)2,

Hi+1}. For the sake of clarity, it is assumed that mn ≤ mu, u ∈
Nn−1, holds. Then, for Step n, we analyze the longest sojourn
time delay of WEn. The loadlocks, or Step 0 can hold all the
wafers, and this is equivalent to m0 ≥ max{m j, j ∈ Nn}. In
order to calculate Bn, the key is to calculate �mn

n0 . Thus, we
have κmn

n0 = 〈κmn
n1 → κ2 → waiting in q03〉 with κ2 = 〈s12 →

waiting in q21 → s21 → y01 → waiting in q02 → firing y02〉,
or κmn

n0 can be divided into κmn
n1 , κ2, and 〈waiting in q03〉.

By RCP, firing y02 takes no time. Thus we have ||κ2|| = η21
+ ρ + η02. Hence, || κmn

n1 → κ2|| = �
mn
n1 + η21 + ρ + η02. It is

known that, under the normal conditions, the robot can unload
a wafer from Step 0 (loadlocks) immediately after performing
κ2. Then, with activity time variation, we have to check if
the robot task delay caused by κmn

n1 → κ2 is larger than the
processing time delay at Step 0. After the robot leaves q03, its
accumulated activity time delay is �mn

n0 = max{�mn
n1 + η21 +

ρ + η02, H0}. In fact, H0 = 0 leads to �mn
n0 = �

mn
n1 + η21 + ρ

+ η02. This implies that we can obtain �mn
n0 by calculating �mn

n1
first. Similarly, �mn

n1 = max{�mn
n2 + η31 + ρ + η12, H1} implies

that we can obtain �
mn
n1 by calculating �

mn
n2 first, . . . , �mn

nk= max{�mn
n(k+1) + η(k+2)1 + ρ + ηk2, Hk}, 0 ≤ k ≤ n − 3,

implies that we can obtain �mn
nk by calculating �mn

n(k+1) first.

Note that κmn
n(n−2) can be divided into κmn−1

n(n−1), κ3 = 〈s(i−1)2

→ waiting in qi1 → si1 → y(i−2)1 → waiting in q(i−2)2 →
firing y(i−2)2〉, and 〈waiting in q(i−2)3〉, since the robot per-
forms 〈κmn−1

n(n−1) → κ3 → waiting in q(i−2)3〉 in the (mn − 1)th

cycle. With RCP, ||κmn−1
n(n−1) → κ3|| = �

mn−1
n(n−1) + ηn1 + ρ +

η(n−2)2. Thus, �mn
n(n−2) = max{�mn−1

n(n−1) + ηn1 + ρ + η(n−2)2,

H(n−2)}. Then, �mn−1
n(n−1) = max{�mn−1

nn + η01 + ρ + η(n−1)2,

H(n−1)} and �mn−1
nn = max{�mn−1

n0 + η11 + ρ + ηn2, Hn}.
Furthermore, we have �

j
nk = max{� j

n(k+1) + η(k+2)1 + ρ

+ ηk2, Hk}, 0 ≤ k ≤ n − 3 and 2 ≤ j ≤ mn − 1, and
�

j
n(n−2) = max{�j−1

n(n−1) + ηn1 + ρ + η(n−2)2, H(n−2)}. By
continuously doing so, we have �2

n(n−2) = max{�1
n(n−1) + ηn1

+ ρ + η(n−2)2, H(n−2)}, �1
n(n−1) = max{�1

nn + η01 + ρ +
η(n−1)2, H(n−1)}, and �1

nn = max{�1
n0 + η11 + ρ + ηn2,

Hn}. Generally, we have �1
nk = max{�1

n(k+1) + η(k+2)1 + ρ

+ ηk2, Hk}, 0 ≤ k ≤ n − 4, and �1
n(n−3) = max{�1

n(n−2)+ η(n−1)1 + ρ + η(n−3)2, H(n−3)}. According to [23], the

Algorithm 1: Calculate �mn
n0 when mn ≤ mu, u ∈ Nn−1

If mn ≤ mu, u ∈ Nn−1, find �mn
n0 as follows.

1) �1
n(n−2) = max{η(n−2)2, Hn−2};

2) If n > 2
3) k = n − 3;
4) Otherwise k = n;
5) j = 1;
6) While j ≤ mn

7) While k �= n − 2
8) If 0 ≤ k ≤ n − 3
9) �

j
nk = max{(� j

n(k+1) + η(k+2)1 + ρ + ηk2), Hk};
10) If j = mn and k = 0
11) Go to (24);
12) If k = n − 1
13) � j

n(n−1) = max{(� j
nn + η01 + ρ + η(n−1)2), Hn−1};

14) If k = n
15) � j

nn = max{(� j
n0 + η11 + ρ + ηn2), Hn};

16) If k = 0
17) k = n;
18) Otherwise k = k − 1;
19) �

j+1
n(n−2) = max{(� j

n(n−1) + ηn1 + ρ + η(n−2)2),
Hn−2};

20) If n > 2
21) k = k − 1;
22) Otherwise k = n
23) j = j + 1;
24) Stop;

activity time variation before loading wafer WEn has no effect
on the wafer sojourn time of WEn at Step n. Thus, we have
�1

n(n−2) = max{η(n−2)2, Hn−2} where η(n−2)2 and Hn−2

are known in advance. This implies that �mn
n0 can be com-

puted by calculating �1
n(n−2), �

1
n(n−3), . . . , �1

n0, �1
nn, �1

n(n−1),

�2
n(n−2), . . . ,� j

n(n−2), �
j
n(n−3), . . . , � j

n0, � j
nn, � j

n(n−1), �
j+1
n(n−2),

. . . , �mn
n(n−2), �

mn
n(n−3), . . . , and �mn

n0 in a sequential way. Then,
by (10), we can obtain Bn. Note that, in a cluster tool,
there are at least two steps, or n ≥ 2. Algorithm 1 finds
�

mn
n0 if mn ≤ mu, u ∈ Nn−1.
By Algorithm 1, we follow the transition firing sequence to

calculate the time delay. After firing sn1, wafer WEn is loaded
into a PM for processing at Step n modeled by pn. Then,
the robot goes to Step n − 2 for unloading a wafer. Hence,
�1

n(n−2) = max{η(n−2)2, Hn−2} (Line 1 in Algorithm 1) is the
exact longest time delay for this process. Lines 3 and 4 lead
to a different activity sequence for different n, i.e., 〈s(n−2)2 →
s(n−1)1 → y(n−3)1 → y(n−3)2〉 if n> 2, and 〈s(n−2)2 → s(n−1)1
→ yn1 → yn2〉 if n = 2. Then, via Lines 9, 13, and 15, �1

nk,
�1

n(n−1), and �1
nn are obtained for different k. Based on the

above results, �2
n(n−2) is obtained at Line 19. Continue this

process, � j
n(n−2), �

j
n(n−3), . . . , � j

n0, � j
nn, � j

n(n−1), �
j+1
n(n−2), . . . ,

and �
mn
n(n−2) are obtained. Finally, when �

mn
n0 is obtained at

Line 9, the procedure stops.
If mn ≤ mu, u ∈ Nn−1, �mn

n0 can be obtained by Algorithm 1
such that the exact upper bound of Bn can be calculated
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by (10). If mi ≤ mu and i < n, u ∈ Nn\{i}, to calculate Bi,
we have to obtain �mi

i(i+1). To do so, we need to renumber the
steps as follows: 1) Step i as n; 2) Step j as Step (j + n − i),
0 ≤ j < i; 3) Step j as Step (j − i − 1), i < j < n; and 4) m j,
H j, η j1, and η j2 are numbered in the same way. In this way,
Bi can be calculated just as Bn by using Algorithm 1 and (10).

Theorem 1: Assume that: 1) mn ≤ mu, u ∈ Nn−1; and
2) �mn

n0 is obtained by Algorithm 1. Then, Bn given in (10)
is the exact upper bound of the accumulated robot time delay
when the robot arrives at qn3 again in the mnth cycle after
loading a wafer into Step n.

Proof: It is known that the robot tasks performed before
loading a wafer into Step n have no effect on Bn, n ∈ Nn. Thus,
to calculate Bn, we need to consider the activity sequence
that starts from loading a wafer into Step n only as done in
Algorithm 1. Assume that after firing sn1, wafer W1 is loaded
into Step n, and then the robot goes to Step n − 2 by per-
forming the robot task of y(n−2)1 and waits in q(n−2)3 for
the completion of a wafer there. By scheduling, when the
robot arrives at q(n−2)3 under the normal conditions, there is a
wafer completed with sojourn time �n−2. With activity time
variation, �1

n(n−2) = max{η(n−2)2, Hn−2} is the exact upper
bound for this process. Then, after robot activity sequence
κ4 = 〈s(n−2)2 → waiting in q(n−1)1 → s(n−1)1 → y(n−3)1 →
waiting in q(n−3)2 → y(n−3)2〉, the robot arrives at q(n−3)3 for
unloading a wafer there. With ||κ4|| = η(n−1)1 + ρ + η(n−3)2,
when the robot arrives at q(n−3)3, the longest delay is �1

n(n−2)+
η(n−1)1 + ρ + η(n−3)2. Meanwhile, the longest delay caused
by processing a wafer at Step n − 3 is Hn−3. Thus, as done in
Algorithm 1, �1

n(n−3)= max{�1
n(n−2)+ η(n−1)1 + ρ + η(n−3)2,

Hn−3} is the exact upper bound. By Algorithm 1, every � j
nk

is calculated sequentially in this way, which guarantees that
�

j
nk is the exact upper bound. After �mn

n0 is obtained, the robot
comes back to qn3 for unloading wafer W1. At this time, the
longest time delay happens when W1 is completed normally.
It does not need to consider the time delay caused by its pro-
cessing. Then, Bn is calculated according to (10) and it is the
exact upper bound.

In [23] and [32], to obtain the time delay analytically, H =
max{H1, . . . , Hn} is used as the delay in processing a wafer
for all steps. Robot activities are similarly handled. Thus, they
fail to obtain the exact upper bund. This problem is solved
by Algorithm 1 in a sequential way. In Theorem 1, we con-
sider just the situation that mn ≤ mu, u ∈ Nn−1. However,
if this condition is not true, Algorithm 1 is not applicable.
Thus, we give Algorithm 2 for the case: ∃f �= n such that
mn > mf .

To calculate Bn, consider the activity sequence that starts
from loading wafer W2 into Step n. For this case, if f �=
n − 2, f �= n − 1, and f �= n hold, a wafer named as W3 is
loaded into Step f in the first cycle when transition sf 1 fires.
At this time, by Algorithm 1, the longest accumulated robot
delay time is �1

n( f −1) + ηf 1+ ρ. After mf robot cycles, the
robot goes to Step f for unloading W3, or it arrives at qf 3 in the

(mf + 1)th robot cycle. By Algorithm 1, we have that �
mf +1
nf =

max{�
mf +1
n( f +1) + η( f +2)1 + ρ + ηf 2, Hf}. However, note that,

before loading W3 into Step f, the longest robot delay is

Algorithm 2: Calculate �mn
n0 when ∃f �= n such that mn > mf

If ∃f �= n such that mn > mf , calculate �mn
n0 as follows.

1) �1
n(n−2) = max{η(n−2)2, Hn−2};

2) If i > 2
3) k = n − 3;
4) Otherwise k = n;
5) j = 1;
6) While j ≤ mn

7) While k �= n − 2
8) If 0 ≤ k ≤ n − 3
9) �

j
nk = max{(� j

n(k+1) + η(k+2)1 + ρ + ηk2), Hk};
10) If j = mf + g, g ∈ Nn, and k = f

11) �
j
nk = max{�

j−mf

n(k−1) + ηk1 + ρ + Hk, � j
n(k+1)+ η(k+2)1 + ρ + ηk2};

12) If j = mn and k = 0
13) Go to Statement (30);
14) If k = n − 1
15) �

j
n(n−1) = max{(� j

nn + η01 + ρ + η(n−1)2),
Hn−1};

16) If j = mf + g, g ∈ �, and k = f

17) �
j
n(n−1) = max{�

j−mf +1
n(n−2) + η(n−1)1 + ρ + Hn−1,

�
j
nn + η01 + ρ + η(n−1)2};

18) If k = n
19) �

j
nn = max{(� j

i0 + η11 + ρ + ηn2), Hn};
20) If k = 0
21) k = n;
22) Otherwise k = k − 1;
23) �

j+1
n(n−2) = max{(� j

n(n−1) + ηn1 + ρ + η(n−2)2),
Hn−2};

24) If j + 1 = mf + g, g ∈ Nn, and f = n − 2

25) �
j+1
n(n−2) = max{�

j+1−mf

n(n−3) + η(n−2)1 + ρ + H(n−2),

�
j
n(n−1) + ηn1 + ρ + η(n−2)2};

26) If n > 2
27) k = k − 1;
28) Otherwise k = n;
29) j = j + 1;
30) Stop;

�1
n( f −1) + ηf 1+ ρ. Thus, with the delay of the processing time

at Step f considered, the accumulated delay time is �1
n( f −1) +

ηf 1 + ρ + Hf . Therefore, with the delay from both of wafer
processing time at Step f and the robot task delay considered,
we have �

mf +1
nf = max{�1

n( f −1) + ηf 1 + ρ + Hf , �
mf +1
n( f +1) +

η( f +2)1 + ρ + ηf 2}, when the robot leaves place qf 3 in the
(mf + 1)th cycle. Hence, Lines 10 and 11 in Algorithm 2 are
used to calculate it. If f = n − 1, the robot goes to place qf 3
for unloading the wafer in the mf th cycle which was loaded
into Step f in the first cycle. Thus, with the processing time
delay, �

mf

n(n−1) = max{�1
n(n−2) + η(n−1)1 + ρ + H(n−1), �

mf
nn +

η01 + ρ + η(n−1)2}. Lines 16 and 17 are used to calculate
it. If f = n − 2, the robot goes to place qf 3 for unloading the
wafer in the mf th cycle that was loaded into Step f in the first
cycle. The next robot activity is performed in the (mf + 1)th

cycle. Therefore, with processing time delay, �
mf +1
n(n−2) =
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(a)

(b)

Fig. 3. Illustration of Algorithm 2 with wafer flow pattern (1, 2). (a) Schedule under the normal condition. (b) Schedule for the worst case by considering
activity time variation.

max{�1
n(n−3) + η(n−2)1 + ρ + H(n−2), �

mf

n(n−1) + ηn1 + ρ+
η(n−2)2}, n ≥ 3. Lines 24 and 25 are used to calculate it. The
explanation of Algorithm 2 is shown in Fig. 3 via an example.

The example shown in Fig. 3 has two steps. PM1 is used
to process wafers at Step 1. PM2 and PM3 together are
used to process wafers at Step 2. Thus, m1 = 1 < m2 =
2 holds. In this case, we explain how to obtain B2. The
accumulated robot delay at Step 2 is calculated when the
robot starts from loading wafer W4 into PM3 as shown by
the time point T in Fig. 3. Then, it moves to the load-
locks. At this time, delay �1

20 is obtained by Algorithm 2.
The next robot task is 〈s02 → s11〉 such that wafer W5 is
loaded into PM1. At this time, the accumulated time delay
is �1

20 + η11 + ρ as shown in Fig. 3(b). Then, y21 fires.
Let κ5 = 〈s02 → waiting in q11 → s11 → y21 → waiting
in q22 → y22〉. With the RCP, we have ||κ5|| = η11 + ρ

+ η22. With �1
22 = max{�1

20 + η11 + ρ + η22, H2} = H2,
when the robot arrives at PM2, W3 is not completed yet.
Thus, the robot goes to q23 for an unscheduled waiting
as shown in Fig. 3(b). Then, after W3 is completed and

〈s22 → s01 → y11〉 is performed, the robot goes to PM1 for
unloading W5. Note that, W5 is loaded into PM1 after W4 is
loaded into PM3. By Lines 16 and 17 in Algorithm 2, we have
�1

21 = max{�1
20 + η11 + ρ + H1, �1

22 + η01 + ρ + η12}.
For this case, �1

21 = max{�1
20 + η11 + ρ + H1,

�1
22 + η01 + ρ + η12} = �1

22 + η01 + ρ + η12

holds. Then, similar to Algorithm 1, we can obtain �2
20. Thus,

by (10), B2 = �2
20 + η01 + ρ + η12.

Similarly, with (10) and Algorithm 2, we can calculate
Bi, i �= n, by renumbering the steps and their corresponding
parameters. In this way, � j

nk can be calculated in a sequen-
tial way, which guarantees that � j

nk is the exact upper bound.
Thus, Bn given in (10) must be the exact upper bound of the
accumulated robot time delay. Hence, we have the following
theorem immediately.

Theorem 2: Assume that 1) ∃f �= n such that mn > mf ; and
2) �mn

n0 is obtained via Algorithm 2. Then, Bn given in (10)
is the exact upper bound of the accumulated robot time delay
when the robot arrives at qn3 again in the mnth cycle after
loading a wafer into Step n.
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Algorithm 3: Calculate �mn
n0 when ∃f and h, f �= h �= n such

that mn > mf and mf > mh

If ∃f and h, f �= h �= n, such that mn > mf and mf > mh,
calculate �mn

n0 as follows.

1) �1
n(n−2) = max{η(n−2)2, Hn−2};

2) If n > 2
3) k = n − 3;
4) Otherwise k = n;
5) j = 1;
6) While j ≤ mn

7) While k �= n − 2
8) If 0 ≤ k ≤ n − 3
9) �

j
nk = max{(� j

n(k+1) + η(k+2)1 + ρ + ηk2), Hk};
10) If j = mh + g, g ∈ Nn, and k = h
11) �

j
nk = max{�j−mh

n(k−1) + ηk1 + ρ + Hk, � j
n(k+1) +

η(k+2)1 + ρ + ηk2};
12) If j = mf + g, g ∈ Nn, and k = f

13) �
j
nk = max{�

j−mf

n(k−1) + ηk1 + ρ + Hk, � j
n(k+1) +

η(k+2)1 + ρ + ηk2};
14) If j = mn and k = 0
15) Go to Statement (34);
16) If k = n − 1
17) �

j
n(n−1) = max{(� j

nn + η01 + ρ + ηk2), Hk};
18) If j = mh + g, g ∈ �, and k = h
19) �

j
n(n−1) = max{�j−mh+1

n(n−2) + η(n−1)1 + ρ + Hn−1,

�
j
nn + η01 + ρ + η(n−1)2};

20) If j = mf + g, g ∈ �, and k = f

21) �
j
n(n−1) = max{�

j−mf +1
n(n−2) + η(n−1)1 + ρ + Hn−1,

�
j
nn + η01 + ρ + η(n−1)2};

22) If k = n
23) �

j
nn = max{(� j

n0 + η11 + ρ + ηn2), Hn};
24) If k = 0
25) k = n;
26) Otherwise k = k − 1;
27) �

j+1
n(n−2) = max{(� j

n(n−1) + ηn1 + ρ + η(n−2)2),
Hn−2};

28) If j + 1 = mh + g, g ∈ Nn, and h = n − 2
29) �

j+1
n(n−2) = max{�j+1−mh

n(n−3) + η(n−2)1 + ρ + H(n−2),

�
j
n(n−1) + ηn1 + ρ + η(n−2)2};

30) If j + 1 = mf + g, g ∈ Nn, and f = n − 2

31) �
j+1
n(n−2) = max{�

j+1−mf

n(n−3) + η(n−2)1 + ρ + H(n−2),

�
j
n(n−1) + ηn1 + ρ + η(n−2)2};

32) If n > 2
33) k = k − 1;
34) Otherwise k = n;
35) j = j + 1;
36) Stop;

Based on Algorithms 1 and 2, we have Algorithm 3 for the
case: ∃f and h, f �= h �= n, such that mn > mf and mf > mh.

For this case, similar to Algorithm 2, every time the robot
goes to qk3, k = f or h, for unloading the wafer that was loaded
into Step k in or after the first cycle, � j

ik can be calculated
according to Lines 10–13, 18–21, and 28–31 in Algorithm 3.
Similar to Algorithms 1 and 2, the calculation of Bi can be

done by renumbering the steps and their parameters. Then,
by this algorithm, every �

j
nk is calculated sequentially such

that � j
nk is the exact upper bound. Hence, based on Theorems

1 and 2, we have the following theorem.
Theorem 3: Assume that: 1) if ∃f and h, f �= h �= n, such

that mn > mf and mf > mh; and 2) �mn
n0 is obtained via

Algorithm 3. Then, Bn given in (10) is the exact upper bound
of the accumulated robot time delay when the robot arrives at
qn3 again in the mnth cycle after loading a wafer into Step n.

Note that, our results can easily be extended to the case
when mu ≥ mi > mf > mh > · · · > me, where u �= i �= f �= h
�= · · · �= e. Thus, up to now, we present a method to calculate
the exact upper bound of wafer sojourn time delay caused
by activity time variation. By Algorithms 1–3, the number of
the iteration times depends on the number of parallel PMs
at a step and the number of steps. If there are mn parallel
PMs at Step n, we need to do the iteration for mn cycles and,
for each cycle, with n steps, we need to do it for n times.
Thus, the computational complexity of the proposed method
is O(n × mn). In a cluster tool, both n and mn are limited.
Therefore, it is very efficient.

In [32], the upper bound of the wafer sojourn time delay
is calculated by using analytical expressions. However, it is
overestimated such that the schedulability conditions proposed
in [23] are sufficient, but not necessary. By Algorithms 1–3,
the exact upper bound for different cases can be obtained.
Then, we can exactly check if a given off-line schedule is fea-
sible. To make it feasible, i.e., making the PN model live, we
require that ai ≤ τ i ≤ ai + δi, ∀i ∈ Nn. Thus, if a schedule
is feasible under normal conditions, then, ai ≤ �i ≤ ai +
δi must hold. With the activity time variation considered, �i

≤ τ i is always true. Thus, ai ≤ τ i holds. Based on the pre-
sented results, we have τ i ≤ �i + Bi, where Bi obtained via
Algorithms 1–3 is the exact upper bound of the wafer sojourn
time at Step i. Hence, if, at the worst case, �i + Bi ≤ ai +
δi holds, the wafer residency constraints are never violated, or
the schedule is feasible even if the activity time varies. With
this perspective, by replacing the so-called upper bound of the
wafer sojourn time in [23] by Bi calculated by Algorithms 1–3,
the necessary and sufficient schedulability conditions are
obtained. Thus, an optimal and feasible schedule can be found
by using the scheduling algorithms presented in [23].

IV. ILLUSTRATIVE EXAMPLES

In this section, examples are used to show the applications
and usefulness of the proposed approach.

Example 1: It is from [23] and the flow pattern is (1, 1).
Under normal conditions, it takes 15 time units for the robot to
unload a wafer from a loadlock and moves to Step 1 (c0 = 15),
and 10 time units for the robot to load a wafer into a PM or
loadlock, or unload a wafer from a PM (c = 10), 2 time units to
move from pi to p j (α = 2). It needs 100 time units for a PM at
both Steps 1 and 2 to process a wafer (a1 = a2 = 100), respec-
tively. After being processed, a wafer at Steps 1 and 2 can
stay there for no more than 20 time units (δ1 = δ2 = 20).
The activity time is subject to random variation with d0 = 20,
d = 12, β = 3, and b1 = b2 = 105.
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By applying the approach [23], it is obtained that ω11 = 0,
ω21 = 0, ω02 = 0, ω01 = 3, ω12 = 1, ω22 = 70, B1 = 8, and
B2 = 9. For this case, m1 = m2 holds. Thus, by the proposed
method in this paper, Algorithm 1 and (10) are applied to
obtain B1 = 6 and B2 = 9. It shows that, for B2, the exact
upper bound of the wafer sojourn time delay is obtained by the
methods presented both in this paper and in [32]. However, B1
is overestimated by 25% if the method in [32] is applied. This
implies that, by the method proposed in this paper, a significant
improvement is made. If a cluster tool is schedulable under
normal conditions, we have ai ≤ �i ≤ ai + δi. With activity
time variation, to check the feasibility, one needs to check
if τ i = �i + Bi ≤ ai + δi holds. Therefore, overestimation
of Bi may result in a feasible schedule being treated as an
infeasible one. This situation can be completely avoided by
the proposed method, which is further discussed via the next
example.

Example 2: It is also from [23] and the flow pattern is
(2, 2, 1). Under the normal conditions, c0 = 14, c = 10,
α = 2, a1 = 150, a2 = 140, a3 = 48, δ1 = δ2 = 25, and
δ3 = 20. An activity time is subject to random variations, and
we have d0 = 19, b1 = 156, b2 = 146, and b3 = 53.

Under the normal conditions, we have ψ1 = 2(n + 1)α +
(2n + 1)c + c0 = 100. By examining this case
with the approach in [23], all the robot waiting times
are set to be zero. Then, from (7)–(9), we have
�1 = 150, �2 = 154, and �3 = 54. Thus, with the activity
time variation, by using the method in [32], one has B1 = 11,
B2 = 16, and B3 = 11. For this case, m1 = m2 > m3 holds.
Thus, by Algorithm 2 and (10), we have B1 = B2 = 11. By
Algorithm 1 and (10), we have B3 = 11. B2 is overestimated
by 31.25% if the method in [32] is applied.

Next, we compare the schedule feasibility check via two
methods. With the results obtained by using the approaches
presented in [32], we have B1 + (�1 − a1) = 11 +
(150 − 150) = 11 < δ1, B2 + (�2 − a2) =
16 + (154 − 140) = 30 > δ2, and B3 + (�3 − a3) = 11 +
(54 − 48) = 17 < δ3. In other words, for Step 2, the residency
time constraints are violated. This implies that the schedule is
infeasible. However, by the method presented in this paper,
we have B1 + (�1 − a1) = 11 + (150 − 150) = 11 < δ1,
B2 + (�2 − a2) = 11 + (154 − 140) = 25 = δ2, and B3 +
(�3 − a3) = 11 + (54 − 48) = 17 < δ3. This implies that
the schedule is, in fact, feasible.

Example 3: The flow pattern is (1, 1, 1, 1, 1). Under normal
conditions, c0 = 12, c = 8, α = 3, a1 = 90, a2 = 80, a3 = 95,
a4 = 90, a5 = 90, and δ1 = δ2 = δ3 = δ4 = δ5 = 25.
An activity time is subject to random variation, and we have
d0 = 16, b1 = 95, b2 = 85, b3 = 105, b4 = 95, and b5 = 95.

Under normal conditions, we have ψ1 = 2(n + 1)α +
(2n + 1)c + c0 = 136. By examining this case with the
approach in [23], all the robot waiting times are set to be
zero. Then, from (7)–(9), we have �1 = 91, and �2 = �3
= �4 = �5 = 95. Thus, with the activity time variation, by
using the method in [32], one has B1 = 10, B2 = 14, B3 = 8,
B4 = 8, and B5 = 14. For this case, m1 = m2 = m3 = m4 =
m5 = 1 holds. Thus, by Algorithm 1 and (10) in this paper,
we have B1 = 10, B2 = 10, B3 = 8, B4 = 8, and B5 = 14.

Therefore, B2 is overestimated by about 28.6% if the method
in [32] is applied.

Then, we compare the schedule feasibility check via two
methods. With the results obtained by using the approach pre-
sented in [32], we have B1 + (�1 − a1) = 10 + (91 −
90) = 11 < δ1, B2 + (�2 − a2) = 14 + (95 − 80) = 29
> δ2, B3 + (�3 − a3) = 8 + (95 − 95) = 8 < δ3, B4 +
(�4 − a4) = 8 + (95 − 90) = 13 < δ4, B5 + (�5 − a5) =
14 + (95 − 90) = 19 < δ5. In other words, for Step 2, the
residency time constraints are not satisfied. This implies that
the schedule is infeasible. However, by the method presented
in this paper, we have B1 + (�1 − a1) = 10 + (91 − 90) =
11 < δ1, B2 + (�2 − a2) = 10 + (95 − 80) = 25 = δ2,
B3 + (�3 − a3) = 8 + (95 − 95) = 8 < δ3, B4 + (�4 −
a4) = 8 + (95 − 90) = 13 < δ4, B5 + (�5 − a5) = 14 +
(95 − 90) = 19 < δ5. This implies that the schedule is, in
fact, feasible.

V. CONCLUSION

Wafers in PMs in cluster tools face strict wafer resi-
dency time constraints. Such constraints greatly complicate
the scheduling problem of cluster tools. Moreover, activity
time variation may make a feasible schedule obtained under
the deterministic activity time assumption infeasible. Thus,
it is very challenging to operate a cluster tool with wafer
residency time constraints and activity time variation. This
problem is studied in [23], [25], [26], [31], and [32] for both
single and dual-arm cluster tools. Based on a PN model and
RCP, analytical expressions are derived to calculate the upper
bound of wafer sojourn time delay in a PM. Then, real-time
scheduling algorithms are proposed to find an optimal sched-
ule. Nevertheless, the upper bound of wafer sojourn time delay
is not the exact one but overestimated. Such overestimation
may fail to identify some schedulable cases. To solve such a
problem, this paper presents polynomial algorithms to find the
exact upper bound of the wafer sojourn time delay. Based on
it, one can check if a given schedule is feasible and find a
feasible one if it is schedulable. The proposed method is of
polynomial complexity.

For some wafer processing processes, a wafer needs to be
processed in some PMs more than once, or there is wafer revis-
iting, which makes the scheduling problem more challenging.
Our future work will deal with such cases.
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