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Abstract—The index coding problem is a fundamental transmission problem which occurs in a wide range of multicast networks. Network coding over a large finite field size has been shown to be a theoretically efficient solution to the index coding problem. However the high computational complexity of packet encoding and decoding over a large finite field size, and its subsequent penalty on encoding and decoding throughput and higher energy cost makes it unsuitable for practical implementation in processor and energy constraint devices like mobile phones and wireless sensors. While network coding over GF(2) can alleviate these concerns, it comes at a tradeoff cost of degrading throughput performance. To address this tradeoff, we propose a throughput optimal triangular substitution packet coding scheme over GF(2). We show that such a coding scheme can supply unlimited number of innovative packets and the decoding involves the simple back substitution. Such a coding scheme provides an efficient solution to the index coding problem and its lower computation and energy cost makes it suitable for practical implementation on devices with limited processing and energy capacity.

I. INTRODUCTION

The index coding problem [1], [2] is an instance of packets \( P = \{c_1, c_2, \ldots, c_M\} \) transmission problem over a noiseless channel by a transmitter to multiple receivers \( R = \{R_1, R_2, \ldots, R_N\} \), given the subset of packets each receiver already has \( H(R_i) \subseteq P \), and the disjoint subset of packets each receiver wants \( W(R_i) \subseteq P \), such that the total number of transmissions is minimized, as shown in Fig. 1. It is intuitive to see that the index coding problem can also be extended for erasure channel, where the transmitter solve the index coding problem multiple times until all the receivers have received the packets in their want set. An efficient solution to the index coding problem has several applications, for instance the index coding problem has been shown to occur in content distribution networks [2], satellite communication networks [2], wireless routing [3] and wireless multicasting [4], [5], [6] amongst many other. Network coding [3], [4] has been proposed as an efficient solution for the index coding problem. In network coding, the transmitter generates a coded packet by linearly mapping packets \( c_m \in P \), with coefficients \( g_m \), from a finite field \( GF(2^q) \), \( q \in \mathbb{N}_2 \), which is then transmitted to the receivers. As we will show later, minimizing the total number of transmissions requires that the transmitted coded packet is linearly independent from the set of packets \( H(R_i) \) for the maximum possible number of receivers, ideally for all unsaturated receivers.

To illustrate how network coding can be beneficially applicable for the index coding problem, consider for example a wireless network where \( R_0 \) is multicasting packets \( c_1 \) and \( c_2 \) to \( R_1 \) and \( R_2 \). However because of iid wireless packet loss model, \( R_1 \) receives \( c_1 \) but not \( c_2 \), whereas \( R_2 \) receives \( c_2 \) but not \( c_1 \). In this case, rather than retransmitting packet \( c_1 \) and \( c_2 \) in 2 different time slots, it is possible for the transmitter to encode the packets \( c_1 \oplus c_2 \) over \( GF(2) \), and transmit the encoded packet in 1 time slot. On receiving the encoded packet both the receiver can recover the lost packet by decoding the original packet with the encoded packet. This therefore reduces the total number of transmissions and hence improves the network bandwidth.

However the bandwidth performance of network coding for a class of multicast network with a packet batch size of \( M \), being transmitted to \( N \) receivers, and a Bernoulli packet loss probability of \( p_i \) for receiver \( R_i \), has been shown to vary with the size of the finite field \( GF(2^q) \) over which packet coding is performed [4], [5]. For random linear network coding (RLNC), where the encoding coefficient is randomly selected from \( GF(2^q) \), the probability that the encoded packet \( y_a \) is linearly independent of all the previously received packets increases logarithmically with respect to \( q \) and is bounded by an asymptote [4], [7]. For a deterministic linear network coding (DLNC) scheme where the encoding coefficient \( g_m \), is selected deterministically by a polynomial-time algorithm,
to guarantee that an innovative packet\(^1\) is transmitted at every transmission, it has been theoretically shown that the size of the finite field from which the encoding coefficients \(y_m\), are selected is bounded as \(q \geq \lceil \log_2 N \rceil\) [5], [8]. Clearly network coding over \(GF(2)\) can only guarantee an optimal solution for a network with 2 receivers. It has also been shown that the solution for the index coding problem using network coding over \(GF(2)\) is a NP-complete problem [9], [8]. In network coding literature, encoding over \(GF(2)\) is referred as XOR coding, whereas encoding over \(GF(2^q)\) for \(q > 1\) is referred to as linear network coding (LNC), we will henceforth use these terms to distinguish between the finite field size from which the coding coefficients are selected.

While LNC over a large field size \(GF(2^q)\) has been proposed as a theoretically viable solution to the index coding problem, such benefits do not come without a tradeoff. The most significant drawback of using LNC is the high computational cost of performing packet encoding and decoding [10]. Unlike XOR coding and decoding, where the main mathematical operation is XOR addition, LNC coding involves multiplication and addition whereas LNC decoding involves multiplication and Gaussian elimination. LNC has packet encoding complexity of \(O(MB)\) [6]. For RLNC the complexity of generating \(M\) random coefficients is given as \(O(MG)\), where \(G\) is the constant complexity of generating a random number [6]. For DLNC the complexity of deterministically generating the coding coefficient is given as \(O(N^2M^3)\) [5]. The decoding computational complexity of \(M\) packets is given as \(O(M^2B + M^3)\) [6] for both RLNC and DLNC, hence the decoding complexity per coded packet is given as \(O(MB + M^2)\).

The high energy cost arising because of LNC computational complexity makes LNC unsuitable for practical implementation in battery constraint devices like mobile phones and wireless sensors to solve the index coding problem. Mobile phone batteries, like wireless sensor, suffer from severe energy limitation, and energy optimization for various smartphone applications is becoming an important parameter for designing smartphone applications which can sustain a longer battery life [11], [12]. Using higher capacity battery can not be regarded as a viable alternate approach, as higher power consumption results in the overheating of the devices. Experimental evaluation of RLNC over \(GF(2^8)\) for iPod Touch 2G has shown that packet encoding and decoding can account for upto 33% of the battery’s energy consumption [13]. Whereas it has been shown that XOR-encoding of 2 packets, each 1000 bytes long only consumes 191 nJ [14] of energy. Given that transmission of a packet of the same length over IEEE 802.11 network on Nokia N95 consumes 2.31 mJ [14] of energy, the overall energy cost of XOR-coding has no apparent affect on the total energy cost of encoding and transmitting a XOR coded packet. With energy efficiency becoming an increasingly important concern for communication networks [12], even if the solution for the index coding problem using LNC is to be limited for desktop computers and access points (AP), which can afford high energy cost, such an approach would not be green communication feasible because the higher energy cost of LNC corresponds to a higher carbon footprint penalty.

LNC also suffers from low encoding and decoding throughput. The computational penalty cost of LNC on encoding and decoding throughput has also been practically demonstrated on a testbed [15]. In this work the authors show that in general, encoding over \(GF(2)\) is approximately 8 times faster than encoding over \(GF(2^8)\) on iPhone 3G implementation. Similarly decoding over \(GF(2)\) is approximately 6 times faster than decoding over \(GF(2^8)\) on the same testbed.

From the previous discussion it is apparent that a viable and amicable solution to the index coding problem is to use a coding scheme which can deliver the bandwidth performance of LNC, while affording the computation cost of XOR coding. To address this gap, in this paper we propose a triangular pattern based packet coding scheme, where packets are encoded over \(GF(2)\), and decoding is done using the simple back substitution scheme rather than Gaussian elimination method. Further such coding scheme can guarantee enough ‘pool’ on linearly independent coded packet to deliver optimal throughput performance. Such optimization tradeoff between energy cost and bandwidth performance has also garnered interest recently [10]. In addition unlike deterministic coding algorithms like the traditional XOR-coding schemes [3], [16] and DLNC polynomial-time algorithm [5] which require packet feedback information for every transmitted packet from all the receivers, the performance of our proposed coding scheme like RLNC is independent from the constraint of having packet feedback information.

Our paper is organized as follow. We first highlight the current research directions to reduce the energy cost of LNC and increase its encoding and decoding throughput in Section II. A formal problem formulation and system parameters are stated in Section III. We then propose our proposed coding scheme in Section IV, and the evaluation of the triangular coding throughput performance, packet overhead and computational complexity along with comparison with current network coding schemes in Section V. Numerical results of the packet overhead of our coding scheme and its comparison with the packet overhead of other network coding scheme is given in Section VI. Finally we conclude with the main contributions and results of our paper in Section VII.

II. RELATED WORK

Current research direction to reduce the computation cost of LNC, and increase the encoding and decoding throughput falls under three broad categories. The first is the use of Gauss-Jordan elimination method running on parallel multi-processors system as shown in [17], [13], [18] to increase the decoding throughput. This is based on the well-known computer science principle that even though the Gauss-Jordan elimination method requires more computation steps relative to Gaussian elimination, Gauss-Jordan elimination method can

\(^1\)An innovative packet with respect to a specified receiver, is defined as a packet which the receiver can not generate from the set of packets it already has.
nonetheless speedup the processing time required to solve a matrix of fixed size as the number of processors increases [19]. This is explained due to the better load balancing characteristics and lower synchronization cost of the Gauss-Jordan elimination method. However such method come at the tradeoff cost of increasing number of processors requirement, and higher energy cost. Even though both Gaussian elimination and Gauss-Jordan elimination have the same computational complexity order, Gauss-Jordan elimination requires more number of computation steps. A parallel Gauss-Jordan algorithm for multi-processor system is shown to require approximately 50% more operations than Gaussian elimination [19].

The second major research direction to reduce the decoding computation cost of LNC is to use sparse coding coefficients. A sparse matrix can loosely be described as a matrix with more number of '0’s. In [8], [20] it is shown that when the size of the coding field is bounded as \( q \geq \lceil \log_2 N \rceil \), there always exists a set of coding coefficient such that the coded packet is linearly independent from the set of packets each of the \( N \) receivers have. However, the SPARSITY problem [20] of finding such set of \( M \) coding coefficients of which \( M - \omega \) coding coefficients are ‘0’ and the coding coefficient is linearly independent from the set of packets received by all the receivers, is an NP-complete problem with respect to \( N \). However, assuming fixed \( N \), the computational complexity of solving a \( M \times M \) matrix of rank \( M \) reduces from \( O(M^3) \) to \( O(M^2 \omega) \), where \( \omega \leq M \). Unfortunately such reduction in the complexity of Gaussian elimination come at the tradeoff cost of solving the SPARSITY problem by the transmitter which has complexity given as \( O(M^N (MN^2)) \) [20].

The third major approach is to reduce the computation cost is to use the trivial approach of using smaller packet batch size (see [21] and references therein). However such approach of decreasing packet batch size come at the tradeoff cost of decreasing throughput performance [16], [4], [7].

III. **Problem Statement**

Similar to [4], [9], [16] we consider the problem of a wireless transmitter \( R_0 \) multicasting \( M \) packets to \( N \) receivers. \( M \) is called the packet batch size. The iid Bernoulli packet loss at each receiver \( R_i \) is given as \( p_i \). At the start of the transmission, \( W(R_i) = P, \forall i \). After each transmission, every receiver updates it want and has set, based on the packet it has received. \( R_0 \) continues transmitting packets until \( |H(R_i)| = |P|, \forall i \). Therefore our considered problem of multicasting \( M \) packets to \( N \) receivers over an erasure channel is a general case of the index coding problem. Let \( T \) denote the number of transmissions necessary before all the \( N \) receivers receive \( M \) innovative packets. The problem statement which we are interested to solve can be written as an optimization problem

\[
\text{minimise } T \quad (1)
\]

subject to

\[
|H(R_i)| = |P|, \forall i. \quad (2)
\]

In this paper we propose a triangular packet coding scheme which solves (1) optimally, with encoding and decoding computational complexity of the same order as that of traditional XOR packet encoding and decoding.

Therefore the main contribution of our paper is twofold, first we address the energy cost and bandwidth performance tradeoff associated with network coding [10] in this paper. Secondly, from the information theory perspective, we show that unlike previous works which have concluded that the optimal solution for the index coding problem using over \( GF(2) \) is NP-complete [8], [5], [9], [16], it is possible to obtain an optimal solution for wireless multicasting using XOR coding when the constraint of adding redundant bits to a packet is relaxed.

A. **Performance Bound**

The main performance measure for this work is the number of transmissions required to transmit \( M \) innovative packets to \( N \) memory-based receivers. The performance bound can be derived when an optimal network coding scheme is considered. With this consideration, every packet transmission is an innovative transmission. Similar to [5], [22], when packet reception is characterized by the binomial probability law, with nonhomogeneous packet loss probabilities, the average number of transmissions required to transmit \( M \) innovative packets to \( N \) memory-based receivers is

\[
\mathcal{L} = \sum_{n=0}^{\infty} \left( 1 - \prod_{j=1}^{N} \left( \sum_{i=M}^{n} \binom{n}{i} (1 - p_j)^i p_j^{n-i} \right) \right)
\]

where \( p_j \) is the packet loss probability for receiver \( R_j \).

We may approximate the above result by only including those whose packet loss are high. With this approximation, the above result can be rewritten as

\[
\mathcal{G}(p, k, M) = \sum_{n=0}^{\infty} \left( 1 - \left( \sum_{i=M}^{n} \binom{n}{i} (1 - p)^i p^{n-i} \right)^k \right),
\]

where \( p = \max\{p_i\} \) and \( k \) is the number of receivers with packet loss probability \( p_i = p \).

**Axiom 1:** For a network with specified \( M \), \( k \) and \( p \) any network coding scheme which can transmit \( \mathcal{G}(p, k, M) \) innovative packets in \( \mathcal{G}(p, k, M) \) transmissions is considered an optimal coding scheme.

IV. **Proposed Coding Scheme**

We first illustrate the practical usefulness of our proposed coding scheme by the aid of a simple example. Consider the case of \( R_0 \) multicasting packets \( c_1 \) and \( c_2 \) to 4 receivers, \( R_1, \ldots, R_4 \). After the first 2 transmissions, only \( R_1 \) receives \( c_1 \) and only \( R_2 \) receives \( c_2 \). Now to transmit a packet which is innovative for all the receivers, the only possibility is to transmit \( c_1 \oplus c_2 \), when coding is limited to \( GF(2) \). However let us assume that only \( R_3 \) receives this coded packet. Given the constraint of coding over \( GF(2) \) it is easy to verify that after these 3 transmissions, there is no possibility to transmit a packet which will be innovative for all the receivers. This
is also consistent with previous theoretical analysis [5], [8], which have proven that an innovative packet transmission, for every transmission is only possible conditional that the field size is larger than or equal to the number of users.

In our proposed coding scheme we go around this information theory limitation, by adding redundant bits to \( c_1 \) and \( c_2 \), then encoding these packets over \( GF(2) \), and including information about these redundant bits added to each packet in the packet header of the encoded packet. For the given example, we add bit ‘0’ at the head of data payload of packet \( c_1 \). To equalize the length of both the packets we add bit ‘0’ at the tail of the data payload of packet \( c_2 \), and then encode these packets over \( GF(2) \). Let us assume that all packets \( c_m \in P \), \( 1 \leq m \leq M \), have equal data payload length of \( B \) bits. The binary bit pattern of the data payload for packet \( c_m \) can be represented as \((b_{1,m}, b_{2,m}, ..., b_{B,m})\). Without loss of generality, assume that the first encoded packet (also called the initial pattern) has an id given as \((0, 1, 2, ..., (M-1))\) using a bijective function, then a collection of encoded packets can easily form a triangular augmented matrix. Without loss of generality, assume that the first encoded packet has an id given as \((0, 1, 2, ..., (M-1))\). Then to generate the next encoded packet, we anchor ‘0’ at its position and rotate all other terms rightward which results in \((0, M-1, 1, 2, ..., M-2, 2)\).

Similarly the consecutive encoded packets in the series are generated as \((0, M-2, M-1, 1, ..., M-3, 0, M-3, M-2, M-1, ..., M-4)\), ..., \((0, 2, 3, 4, ..., M-1, 1)\). We call all encoded packets in this series, with the ‘0’ anchored in one position, to form a group. We may now anchor ‘0’ at the second position starting with an id \((1, 0, 2, 3, ..., M-1)\) for the next group. By rotating all other terms except ‘0’, we get another group of \( M-1 \) encoded packets. Given \( M \) positions for ‘0’ to anchor, we yield altogether \( M \) groups of \( M-1 \) encoded packets with the very last encoded packet being \((2, 3, 4, ..., M-1, 1, 0)\).

But what if the transmitter needs to generate additional encoded packets? In such case, after the \( M(M-1) \) permutations has been exhausted, the transmitter may start with another initial pattern of \( (0, 2, 4, 6, ..., 2M-2)M(M-1)+1 \) which is derived from the earlier initial pattern with each \( r_m \) multiplied by a constant \( \alpha \). Let \( \alpha = 2 \), and we call this collection of encoded packets the second round. Similarly, the transmitter can generate another \( M(M-1) \) encoded packets for the third round by setting \( \alpha = 3 \). Theoretically, we may continue with \( \alpha = 3, 4, 5, ... \) without a limit, only that a higher value of \( \alpha \) results in a larger value of \( r_{max} \) which implies more redundant bits for the encoding.

In the following, we shall show that our proposed coding scheme always generate innovative packets. In other words, the coefficient matrix of any given \( n \) encoded packets where \( n \leq M \) gives a rank of \( n \). While our proposed coding scheme mixes standard arithmetic (i.e. multiplication by shifting) and finite field arithmetic (i.e. exclusive-or), use of standard arithmetic is sufficient to prove that every generated packet is innovative.

Lemma 1: Consider a system of \( M \) packets. Given an encoded packet \( y_a \) with an id of \((0, 1, 2, 3, ..., M-1)\), the encoded packet can be written as

\[
2^{r_{max}}r_1c_1 + 2^{r_{max}}r_2c_2 + \ldots + 2^{r_{max}}r_mc_m.
\]

We shall propose a natural number based triangular substitution network coding. The Gaussian elimination method consist of 2 major steps, the matrix triangularization step and the back substitution step. The matrix triangularization step accounts for \( O(M^3) \) steps, while the back substitution step requires only \( O(M^2) \) steps [23]. Therefore our aim is to design a coding scheme such that the receiver does not have to perform the triangularization step. In other words, with our proposed coding scheme, the encoding packets are linearly independent and back substitution ready.

If packet encoding is performed such that for an encoded packet, \( y_a \) with an id of \((r_1, r_2, ..., r_M)\), \( r_m \) is mapped to an element of the set of natural number sequence given as \( \{0, 1, ..., (M-1)\} \) using a bijective function, then a collection of encoded packets can easily form a triangular augmented matrix. Without loss of generality, assume that the first encoded packet (also called the initial pattern) has an id given as \(\{0, 1, 2, 3, ..., (M-1)\}\). Then to generate the next encoded packet, we anchor ‘0’ at its position and rotate all other terms rightward which results in \(\{0, (M-1), 1, 2, ..., (M-2), 2\}\). Similarly the consecutive encoded packets in the series are generated as \(\{0, (M-2), (M-1), 1, ..., (M-3), 0, (M-3), (M-2), (M-1), ..., (M-4)\}\), ..., \(\{0, 2, 3, 4, ..., (M-1), 1\}\). We call all encoded packets in this series, with the ‘0’ anchored in one position, to form a group. We may now anchor ‘0’ at the second position starting with an id \((1, 0, 2, 3, ..., (M-1))\) for the next group. By rotating all other terms except ‘0’, we get another group of \( M-1 \) encoded packets. Given \( M \) positions for ‘0’ to anchor, we yield altogether \( M \) groups of \( M-1 \) encoded packets with the very last encoded packet being \(\{2, 3, 4, ..., (M-1), 1, 0\}\),
coefficient matrix formed by all \( M - 1 \) encoded packets in the same group of \( y_a \) including \( y_a \) gives a rank of \( M - 1 \).

**Proof:** We first list all the ids of \( M - 1 \) encoded packets in the same group of \( y_a \) including \( y_a \) as follows where

\[
\begin{align*}
(0, & \quad 1, \quad 2, \quad 3, \ldots, \quad M - 1)_a \\
(0, & \quad M - 1, \quad 1, \quad 2, \ldots, \quad M - 2)_{a+1} \\
(0, & \quad M - 2, \quad M - 1, \quad 1, \ldots, \quad M - 3)_{a+2} \\
& \quad \vdots \\
(0, & \quad 2, \quad 3, \quad 4, \ldots, \quad 1)_{a+M-2}.
\end{align*}
\]

From the id of \( y_a \), we know that \( r_{\text{max}} = M - 1 \) and \( \alpha = 1 \). The above list of encoded packets can be expressed by

\[
\begin{align*}
2^{M-1}c_1 &+ 2^{M-2}c_2 + 2^{M-3}c_3 + \cdots + 2^0c_M \\
2^{M-1}c_1 &+ 2^0c_2 + 2^{M-2}c_3 + \cdots + 2^1c_M \\
2^{M-1}c_1 &+ 2^1c_2 + 2^0c_3 + \cdots + 2^2c_M \\
& \quad \vdots \\
2^{M-1}c_1 &+ 2^{M-3}c_2 + 2^{M-4}c_3 + \cdots + 2^{M-2}c_M.
\end{align*}
\]

For each pair of consecutive equations in the above, we multiply the upper one by \( 2^\alpha \) and then minus the lower one. After this simplification, we get

\[
\begin{align*}
2^{M-1}c_1 &+ (2^{M-1} - 1)c_2 \\
2^{M-1}c_1 &+ (2^{M-1} - 1)c_3 \\
2^{M-1}c_1 &+ (2^{M-1} - 1)c_4 \\
& \quad \vdots \\
2^{M-1}c_1 &+ (2^{M-1} - 1)c_M
\end{align*}
\]

which clearly gives a rank of \( M - 1 \).

For other groups, we may reorder the coefficients such that \( r_1 = 0 \) and then repeat Lemma 1 to show that other groups possess the same property. Furthermore, Lemma 1 can be easily extended to the case of \( \alpha = 2, 3, \ldots \) which applies to a group belonging to higher rounds.

**Lemma 2:** Consider a system of \( M \) packets. A collection of all \( M - 1 \) encoded packets in the same group and an encoded packet from a different group gives a rank of \( M \).

**Proof:** We shall prove by calculating the determinant of the matrix. Without loss of generality, we consider a group, \( G \), of encoded packets starting with the initial pattern of \((0, 1, 2, 3, \ldots, M-1)_1\). Based on Lemma 1, after simplification, these encoded packets can be represented by

\[
\begin{align*}
2^{M-1}c_1 &+ (2^{M-1} - 1)c_M \\
2^{M-1}c_1 &+ (2^{M-1} - 1)c_{M-1} \\
2^{M-1}c_1 &+ (2^{M-1} - 1)c_{M-2} \\
& \quad \vdots \\
2^{M-1}c_1 &+ (2^{M-1} - 1)c_2
\end{align*}
\]

Let us consider an arbitrary encoded packet, \( y_a \), with the following representation

\[
y_a = \lambda_1c_1 + \lambda_2c_2 + \lambda_3c_3 + \cdots + \lambda_Mc_M.
\]

Combining the last two results, we form a coefficient matrix and express its determinant, \( d \) as

\[
\begin{vmatrix}
2^{M-1} & 0 & 0 & \cdots & 2^{M-1} - 1 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
2^{M-1} & 0 & 2^{M-1} - 1 & \cdots & 0 \\
\lambda_1 & \lambda_2 & \lambda_3 & \cdots & \lambda_M
\end{vmatrix}
\]

The condition for \( y_a \) to be linearly independent of the encoded packets from group \( G \) is that \( d \) produces a none zero value. After some algebraic manipulation on \( d \) and applying the condition where \( d \neq 0 \), we yield the following condition where

\[
2^{M-1}\sum_{i=2}^{M} \lambda_i \neq (2^{M-1} - 1)\lambda_1.
\]

Our coding scheme demands the one-to-one mapping between \( \{r_1, r_2, \ldots, r_M\} \) and \( \{0, 1, \ldots, (M - 1)\} \). In other words, \( \{\lambda_1, \lambda_2, \ldots, \lambda_M\} \) are mapped one-to-one to \( \{2(M-1), 2(M-2), \ldots, 2^0\} \). The only case that (3) cannot be met occurs when \( \lambda_1 = 2^{(M-1)} \). In other cases, we always have

\[
\sum_{i=2}^{M} \lambda_i > \lambda_1 > 0
\]

and since \( 2^{M-1} > (2^{M-1} - 1) > 0 \), condition (3) is always met.

The setting of \( \lambda_1 \neq 2^{(M-1)} \) requires that \( r_1 \neq 0 \) for \( y_a \) of id \( (r_1, r_2, \ldots, r_M) \). As \( y_a \) is drawn from a group other than group \( G \), its ‘0’ is anchored at a different position rather than at \( r_1 \) like those in group \( G \), thus we have \( r_1 \neq 0 \), and hence \( y_a \) is linearly independent of the encoded packets from group \( G \).

Applying a quick test using (3) in Lemma 2 shows that based on our coding scheme, a pick of an encoded packet even from a group of other rounds satisfies the condition. Consequently, with the above lemmas, we established that every encoded packet is an innovative packet.

**B. Packet Decoding**

We now show that such a coding scheme can be solved by substitution method. We illustrate the concept using an example depicted in Fig. 2. In our example, we consider a set of 4 original packets, that is \( M = 4 \). After transmissions of several encoded packets, we consider that a receiver has successfully collected 4 encoded packets, \( y_1, y_2, y_3 \) and \( y_4 \) with the packet ids of \( (0, 1, 2, 3)_1, (1, 0, 2, 3)_2, (3, 0, 1, 2)_3 \) and \( (1, 2, 3, 0)_4 \) respectively. In Figure 2, each table represents an encoded packet where each row lists the bits of an original packet involved in the encoding. It can be seen that the first bit of \( y_1 \) counting from the left is encoded by \( b_{1,1} \oplus 0 \oplus 0 \oplus 0 \) which is \( b_{1,1} \). Similarly, \( b_{1,2} \) and \( b_{1,4} \) can be obtained from the first bits of \( y_2 \) and \( y_4 \) respectively. Now, the decoder may proceed to the second bit position of the 4 packets. Substituting \( b_{1,1}, b_{1,2} \) and \( b_{1,4} \) into the second columns, \( b_{2,1}, b_{2,2}, b_{2,4} \) and also \( b_{2,2} \) can be obtained immediately. Moving on to the
and DGC throughput performance results do not match. This is explained as follows. The throughput bound the authors consider is not tight. However since the DGC algorithm claims to be able to always find coding coefficients which is linearly independent for all the receivers, implies that the DGC is an optimal coding scheme.

The throughput optimality of sparse LNC is however subjective. Assuming fixed \( N \), sparse LNC can be solved in polynomial time to generate sparse and linearly independent coding coefficient, otherwise optimal throughput for sparse LNC is NP-complete.

### B. Packet Overhead

For LNC, the packet header needs to include information about encoding coefficient \( g_m \) used to multiply with \( c_m \). If \( g_m \in GF(2^q) \), the number of bits required to represent \( g_m \) is given as \( \log_2(2^q) \). Since there are \( M \) such encoding coefficients, the total packet overhead of RLNC is given as \( M \log_2(2^q) \), which reduces to \( Mq \) bits. For an optimal DLNC and sparse coding, \( q \) is bounded by \( q \geq \lceil \log_2 N \rceil \) \([5],[8],[20]\), therefore the total packet overhead for an optimal DLNC and sparse coding scheme is given as \( M \lceil \log_2 N \rceil \).

For our proposed coding scheme, the packet overhead is given by \( r_{max} \) redundant bits added to every packet, and \( M \lceil \log_2 r_{max} \rceil \) bits to store the encoded packet unique id \((r_1,...,r_M)\) in the encoded packet header. Therefore the total packet overhead of our proposed coding scheme is given as \( r_{max} + M \lceil \log_2 r_{max} \rceil \) bits, where \( r_{max} = \alpha(M-1) \), with \( \alpha \) corresponding to the smallest value satisfying inequality (4). For \( \alpha = 1 \), the total packet overhead is \( M-1+M \lceil \log_2 M \rceil \) or simply \( M+M \lceil \log_2 M \rceil \) if we ignore the insignificant constant term of minus one.

### C. Computational Complexity

We evaluate three distinct computational complexity. The algorithm complexity refers to the complexity of generating the coding coefficients for \( M \) packets. The encoding complexity refers to the complexity of transmitting \( G(p,k,M) \) innovative packets. Whereas the decoding complexity signifies the complexity of decoding \( M \) innovative coded packets by the receivers.

1) Traditional XOR: The encoding complexity of a traditional XOR packet encoding of \( m \) packets is given as \( O(mB) \), where \( m \leq M \). XOR encoding is performed bit-by-bit. For each bit \((b_{j,m})\) position it needs to evaluate the value of \( m \) bit in location \( j \). Therefore the average computational complexity to generate \( M \) coded packets is given as \( O(MmB) \). Similarly XOR-encoded packet can be decoded by performing the XOR operation on a set of packets, which has complexity given as \( O(mB) \). To decode \( M \) encoded packets, the average computational complexity is given as \( O(MmB) \).

2) XOR coding is often performed on a subset of packets from \( P \) \([3],[16]\), where \( |P| = M \), the cardinality of the subset of packets over which encoding is performed varies for each encoded packet and is algorithm dependent.
is the total number of transmissions required to transmit $M$ innovative packets to $N$ receivers using XOR encoding. Hence the total encoding and decoding computational complexity for traditional XOR coding is given as $O(CMmB)$ to transmit $M$ innovative packets to $N$ receivers. In addition to the encoding and decoding complexity, XOR encoding also has algorithm computation cost, as the transmitter needs to run an algorithm to select packets for encoding. For our evaluation we consider the sort-by-utility algorithm [16], which has complexity given as $O(M \log_2 M)$.

2) RLNC: The encoding and decoding computational complexity for RLNC has been evaluated in [6], [21]. They show that the total encoding complexity is given by $O(M^2(G + B))$ which includes the algorithm to generate coefficients with a complexity of $O(M^2G)$ and the generation of $M$ encoded packets with a complexity of $O(M^2B)$, where $G$ is the time complexity to produce a random number. For the decoding, the complexity is given by $O(M^2B + M^3)$. For RLNC over large $GF(2^q)$, $T_{RLNC}(p,k,M) \approx 1$ [4], where $T_{RLNC}$ is the total number of transmissions required to transmit $G(p,k,M)$ packets by RLNC.

3) DLNC: The only known DLNC algorithm is the DGC algorithm given in [5]. DGC has algorithm complexity given as $O(N^2M^3)$ and encoding complexity given as $O(M^2B)$ [5], [6]. Its decoding complexity is the same as RLNC which is $O(M^2B + M^3)$. For DGC, $T_{DGC}(p,k,M) = 1$, where $T_{DGC}$ is the total number of transmissions required to transmit $G(p,k,M)$ packets by RLNC.

4) Sparse LNC: Sparse LNC [20] is a special case of DLNC. Unlike DLNC, where the main objective is to find coding coefficients which is linearly independent from received coding coefficients by the receivers, in sparse LNC, the object is not only to find linearly independent coding coefficients, but also coefficients which are sparse. The algorithm complexity for sparse LNC is given as $O(M^N(MN^2))$. Since there are large number of '0' coding coefficients in sparse coding, the coding coefficient is given as $O(M\omega B)$, $\omega$ is the number of non-zero components, whereas the decoding complexity is given as $O(M^2B + \omega M^2)$.

5) Triangular Coding: The number of flops (by number of flops we imply number of steps) for our proposed triangular substitution scheme is given as follow. Generation of unique packet ids for packet encoding has constant time complexity, as these packet id follow a natural number based sequence. The algorithm to generate the coefficient matrix for $M$ packets has complexity of $O(M^2)$. For encoding complexity, with addition of $r_{max}$ bits to each packet, the encoding of each packet has time complexity of $O(M(B + r_{max}))$. Therefore to generate $M$ such encoded packets, the overall complexity is given by $O(M^2(B + r_{max}))$.

Once a receiver has $M$ innovative encoded packets, then the complexity to decode these $M$ packets is given as $O(M^2(B + r_{max}))$. We elaborate on the back-substitution process. One flop is required to find the solution of each bit, the solution for this equation is then substituted in $M - 1$ matrices. Since there are $M$ such equations the total number of flops is given as $M + M(M - 1)$, which reduces to $M^2$. Hence the decoding computational complexity for each bit location is given as $O(M^2)$, which is also consistent with the results shown in [23]).

Since triangular substitution encoding is throughput optimal, $T_{triangular} = 1$, where $T_{triangular}$ is the total number of transmissions required by the triangular coding to transmit $G(p,k,M)$ innovative packets. Also for most practical setting where $M \leq 100$ (a very large value of $M$ would incur delay penalty), $B \gg r_{max}$, assuming packet size is in the range between 1024 and 1500 bytes, and given that $r_{max} = \alpha(M - 1)$ bits. Therefore, the total encoding and decoding complexity of our proposed coding scheme reduces to $O(M^2B)$ to transmit $M$ innovative packets to $N$ receivers.

Our proposed coding scheme results in triangular pattern both at the start and end of the packet (See Figure 2 for illustration), and therefore for a multiprocessor system, it is possible that one processor decodes the first half part of the packets from the start, while simultaneously another processor decodes the second half part from the end of the packet (reverse direction) using the substitution method. This can cut down the decoding time by half in a multiprocessor system.

D. Packet Feedback Requirement

We further note that traditional XOR, DLNC and sparse LNC require feedback information from all receivers to decide what coefficient sets to be used for further encoding of packets such that the encoded packets can be innovative to all receivers. In this aspect, RLNC and our proposed scheme do not need the feedback information. For RLNC, it simply generates encoded packets using random numbers. For our proposed scheme, the transmitter can simply continue the sequence of coefficient sets as the generated encoded packets will always be innovative.

Collecting packet feedback from $N$ receivers over an erasure channel induces a very large overhead. For wireless networks, the IEEE 802.11-2007 standard does not provide any MAC level reliability for multicast transmissions. Therefore deterministic network coding schemes are often based on an impractical arbitrary assumption that the transmitter has perfect feedback information for all transmitted packet.

VI. Numerical Results

We now study the packet overhead corresponding to the smallest $\alpha$ necessary to satisfy inequality (4), and compare the results with the packet overhead of RLNC. Without loss of generality, we assume that $p_1 = \ldots = p_N = p$, such that $k = N$. Unlike the packet overhead of triangular coding, which is a monotonic function with respect to $M$, RLNC and DLNC packet overhead cost are a function of two variables.

For RLNC there is no standardized field size suggested, though an overwhelming majority of works have considered a field size of $GF(2^8)$ for RLNC as being sufficiently large enough to guarantee linear independency with very high probability [13], [10], [15], [4]. We therefore assume $q = 8$ for the evaluation of RLNC packet overhead.
two term in the packet overhead cost of our proposed scheme.

VII. Conclusion

The characteristics of various coding schemes, including triangular coding is summarized in Table I. In this work we have proposed an optimal triangular coding scheme over $GF(2)$, and demonstrated its throughput and computation cost merits over other previously proposed network coding scheme. In addition apart from the practical implementation significance of our coding scheme, such results are also of interest from an information theoretic studies perspective, as unlike previous works, we have shown that it is possible to obtain optimal coding solution over $GF(2)$ by adding few redundant bits in the packets.

Such a coding scheme would in particular be of interest in energy and processor constraint devices. For our future work, we would like to study the feasibility of extending our current coding scheme for a distributed multi-hop wireless network.
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<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Throughput</td>
<td>Suboptimal</td>
<td>Optimal</td>
<td>NP-complete</td>
<td>NP-complete</td>
<td>Optimal</td>
</tr>
<tr>
<td>Algorithm Complexity</td>
<td>$\mathcal{O}(M^G)$</td>
<td>$\mathcal{O}(N^2M^S)$</td>
<td>$\mathcal{O}(M^S(MN^S))$</td>
<td>$\mathcal{O}(M^S \log_2 M)$ [16]</td>
<td>$\mathcal{O}(M^S)$</td>
</tr>
<tr>
<td>Encoding Complexity</td>
<td>$\mathcal{O}(M^S B)$</td>
<td>$\mathcal{O}(M^B)$</td>
<td>$\mathcal{O}(M\omega B)$</td>
<td>$\mathcal{O}(CMmB)$</td>
<td>$\mathcal{O}(M^S B)$</td>
</tr>
<tr>
<td>Decoding Complexity</td>
<td>$\mathcal{O}(M^S B + M^S)$</td>
<td>$\mathcal{O}(M^S B + M^S)$</td>
<td>$\mathcal{O}(M^S B + \omega M^S)$</td>
<td>$\mathcal{O}(MmB)$</td>
<td>$\mathcal{O}(M^S B)$</td>
</tr>
<tr>
<td>Packet Overhead (bits)</td>
<td>$Mq$</td>
<td>$M \log_2 N$</td>
<td>$M \log_2 N$</td>
<td>$M$</td>
<td>$M + M \log_2 M$</td>
</tr>
<tr>
<td>Packet Feedback</td>
<td>Not required</td>
<td>Required</td>
<td>Required</td>
<td>Required</td>
<td>Not required</td>
</tr>
</tbody>
</table>


