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Abstract—This paper presents a new paradigm of design methodology to reduce the complexity of application-specific finite-impulse response (FIR) digital filters. A new adder graph data structure called the multiroot binary partition graph (MBPG) is proposed for the formulation of the multiple constant multiplication problem of FIR filter design. The set of coefficients in any fixed point representation is partitioned into symbols so that common subexpression identification and elimination become congruent to information parsing for data compression. A minimum number of different pairs or groups of symbols and residues can be used to code a set of coefficients based on their probability and conditional probability of occurrence. This ingenious concept enables the notion of entropy to be applied as a quantitative measure to evaluate the coding density of different compositions of symbols towards a set of coefficients. The minimal vertex set MBPG synthesized by our proposed information theoretic approach results in direct correspondences between the vertices and adders, and edges and physical interconnections. Unlike the common subexpression elimination algorithms based on other graph data structures, the symbol-level information carried in each vertex and the graph isomorphism of MBPG promise further fine-grain optimization in a reduced search space. One such optimization that has been exploited in this paper is the shift-inclusive computation reordering to minimize the width of every two’s complement adder to further reduce the implementation cost and the critical path delay of the filter. Experiment results show that the proposed algorithm can contribute up to 19.30% reductions in logic complexity and up to 61.03% reduction in critical path delay over other minimization methods.

Index Terms—Common subexpression elimination (CSE), finite-impulse response (FIR) digital filter, graph, information theory, multiple constant multiplication.

I. INTRODUCTION

The last decade has witnessed a perpetual growth of custom design integrated circuits for digital signal processing (DSP) blocks. Technological advancement on analog-to-digital converters and all-digital modem for broadband direct conversion wireless receiver has in particular, imposed extreme demands upon the DSP chain of digital radio [1]–[3]. Digital filtering at such high data rate on battery-powered device can not be substantiated by general purpose signal processors without ancillary hardware accelerators. Therefore, the development of powerful computer-aided design tool for high-speed, low complexity and low power digital filters is an alluring goal. For dedicated applications, the programmability of a multiplier is not mandatory and efficient fixed coefficient finite-impulse response (FIR) filters can be realized in fully parallel architectures. The design turnaround time for application-specific FIR filters can be greatly reduced by algorithms that apply computational transformations to increase the performance with reduced implementation cost.

One widely adopted design methodology for reducing the complexity of fixed coefficient FIR filters is to replace the expensive and power-hungry multipliers by simpler arithmetic adders and shifters. The number of parallel adders required can still be reduced by further exploiting the computational redundancy present in the multiple constant multiplications (MCM) [4]. Recent approaches [5]–[11] to the design of low complexity and low power FIR filters focus on the common subexpression elimination (CSE) of MCM in transposed direct form structure. These algorithms primarily target at the reduction of the number of adders and the depth of the adder tree that implement the multiplier block. They use either exhaustive search, steepest descent heuristic or quasi-exhaustive search to eliminate common subexpressions from a given coefficient set. The approaches can be broadly summarized in two categories—value based and pattern based eliminations.

Valued based algorithms assume no specific numeral format for the detection and elimination of redundancy. A number of Graph-dependence (GD) algorithms [12]–[16], founded on the classical primitive operator graph [14], are representatives of this class. GD algorithms compose the decimal coefficient values from unity through a number of primitive arithmetic operations. Inner products of the input sample are encapsulated in the nodes and shifts are annotated on the edges of the directed acyclic graph synthesized by a typical GD algorithm. The most optimal primitive graph is generated by an exhaustive search of all possible graph topologies. The consequence of this is a very high computation complexity, and the wordlength of the filter coefficients is limited by the size of the look-up table. GD algorithms are inherently order-dependent because the coefficients are composed sequentially and the partial sums are formed from existing partial sums and the processed coefficients. Thus, the multiplier block optimized by conventional GD algorithms are likely to yield long critical path. Although some heuristic has been applied to GD algorithms to reduce computational complexity, the effort has been devoted exclusively to optimization of isolated constant multiplication. The problem of representation fluidity is the correlation between coefficients has been weakly exploited as the statistic of any composition
of partial sums and how it influences later compositions are not known in advance.

Pattern matching is a technique that has historically been adopted in computer-aided design for high-level synthesis [17]. It has become a popular approach to the design of VLSI efficient FIR filters in recent years [5], [7], [9], [10]. The gist of pattern based CSE lies in the detection of patterns and pattern correlation in a set of filter coefficients to reuse the arithmetic operators. Canonical signed digit (CSD) representation is widely used to provide such a ‘global’ outlook of the potentially sharable subexpressions. The primary advantage of CSD code over the normal binary representation is the added flexibility of negative digits allows most coefficients to be represented with fewer nonzero digits [18]. Using integer linear programming (ILP) model, optimal subexpression sharing algorithms based on CSD coefficients have been developed [19], [20]. These algorithms have high computational complexity and are not suitable for large problem. Since the search for optimal common subexpressions is an NP-complete problem, most algorithms are heuristic in nature. To extricate from nonproductive exhaustive search, some algorithms reuse only specific types of weight-2 subexpressions [8], [9], [19], [21], [22].

The search for the maximally sharable common subexpressions is guided by static subexpression distribution statistics from the initial coefficient set. The CSE algorithms in [8], [9], [22] use weight-2 subexpressions as the primitive elements for reuse and then search for higher-weight common subexpressions from existing lower-weight common subexpressions. On the contrary, some algorithms [5], [7] search for the highest-weight common subexpressions at the outset followed by splitting them into lower-weight common subexpressions for further sharing. This is to ensure that the higher-weight common subexpressions do not always give in to the lower-weight subexpressions when they are overlapped. Some algorithms emphasize on the reuse of fewer different common subexpressions with high frequency of reuse while others search for many different types of common subexpressions at the expense of the frequency of reuse of some conflicting common subexpressions, but the decisions are normally made based on experiential rather than theoretical ground.

A scrutiny of the current CSE algorithms shows that some dilemma exists due to the relatively simple exploitation of the statistical distribution of different subexpressions. Owing to the interdependencies among different subexpressions within and across the coefficients, a downright exploitation of the frequencies of common subexpressions is inadequate. This subtle pattern correlation has not been formally explored and optimized with graph theoretic property. From information theory, the notion of entropy can exploit the subexpression statistics to appraise the opportunity cost of interdependent subexpressions and optimize their net gain effectively. In this paper, we propose a new formulation of CSE for the design of multiplierless FIR filters. Our formulation has led to several distinctive advantages. First, an intuitive data structure called the Multirooted Binary Partition Graph (MBPG) is evolved which has a direct correlation to the circuit topology. Under this data structure, common subexpressions and graph isomorphism are congruence. Isomorphism is an inherent attribute of minimal MBPG and is generated by construction. Second, information theoretic approach has been widely used in data compression, pattern recognition and classification [23]–[25] but never has the elegance of information theory been so closely coupled with graph to tackle the complexity reduction of FIR filters. The concept of entropy and conditional entropy has been applied for the first time in this research to maximize common subexpression sharings by set partitioning. The synthesis of a minimal MBPG provides a meaningful insight into judicious resource sharings in MCM problem based on the rigor of proven probabilistic measures. Finally, as the widths of operands and the number of shifts are annotated on the vertices and edges of the resultant MBPG, adder complexity due to different widths and relative shifts of operands can be readily evaluated by graph traversal. Fine grain reduction of logic complexity and logic depth can be made by reordering the vertices without perturbing the size of MBPG.

This paper is organized in six sections. In Section II, we formulate CSE as a set partitioning problem and introduce the notion of MBPG. Section III presents our proposed information theoretic approach to the minimization of MBPG. A strategy to further reduce the implementation cost and critical path delay in terms of full adders is proposed in Section IV. Section V presents the experimental results on commonly used benchmark filters and practical channelizers of wideband radio receivers. Our conclusion is provided in Section VI.

II. MBPG PROBLEM FORMULATION

An $N$-tap FIR digital filter is a linear time invariant system governed by a linear convolution of a discrete-time process variable $x(t)$ and a set of $N$ finite-valued coefficients

$$y(t) = \sum_{i=0}^{N-1} h_i x(t-i) \quad (1)$$

where $h_i$ is the $i$th coefficient, and $x(t)$ and $y(t)$ are the input and output data sampled at time $t$. (1) lends itself nicely into a fast transposed direct form realization whereby the critical path is limited to only a single multiply-and-add operation irrespective of the filter length, $N$. By input and output normalization/denormalization, the coefficients can be scaled to a set of constant integers for fixed point implementation.

Fig. 1(a) shows the architecture of a 3-tap transposed direct form FIR filter of a scaled integer coefficient set, $H = \{1132, 815, 556\}$. The multiplier block can be deemed as a single-input, multiple-output combinational function. If we rotate the multiplier block by $180^\circ$, and remap each constant multiplier into a network of hard-wired shifters and adders, a forest of binary trees can be derived where the roots are the
coefficients, the intermediate nodes are adders of partial sums and the leaves are fundamental literals that define the number system for the coefficient representation. Since two's complement adders are generally available in high-level synthesis of digital system, it is natural to assume a minimal signed digit representation of the coefficients to reduce the number of dual polarity arithmetic operators of the tree. Fig. 1(b) shows the collapsing of the canonical signed digit (CSD) coefficients into a binary tree. By definition of a tree, there is one and only one path from the root to every intermediate vertex. The operators can be further reduced by merging isomorphic vertices, which leads to a directed-acyclic graph (DAG) shown in Fig. 2. This data structure is the backbone of our proposed information-theoretic approach. We called it the multiroot binary partition graph (MBPG).

An MBPG is a DAG $G = \{V, E\}$ where $V$ represents a set of resources (typically two’s complement adders) and $E$ is a set of interconnects. Two types of vertices are defined in $V$. A nonterminal vertex $v$ has as attributes two children vertices, $l(v)$ and $r(v)$ and an output value, $c(v)$. The terminal vertices are vertices with no children and they represent the set of basic literals of the number system used to represent the coefficients. An edge, $e \in E$ is a connection from a vertex $v_1$ to a vertex $v_2$. It has a value, $e_{v_1}$ that indicates the amount of shift to be applied to $c(v_1)$ before feeding to $v_2$.

Every vertex except the roots has at least one parent. The roots of $G$ have no parent and their output values are equal to the coefficients, $h_i$. The children vertices are related to the parent vertex, $v$ as follows:

$$c(v) = 2^{L(v)} c(l(v)) + 2^{\pi(v)} c(r(v))$$  \hspace{1cm} \text{(2)}$$

where $c(l(v))$ and $c(r(v))$ are the edge values emanated from $c(v)$ and directed to $l(v)$ and $r(v)$, respectively.

In radix-2 signed digit representation, three constant terminal vertices, 0, 1 and $-1$ are defined. The constant coefficients are usually provided in a fractional form with $I$ fractional digits such that 0 $\leq |h_i| < 1$. By factoring out the unit in least significant position ($ulp = 2^{-I}$), a fixed point representation of $B$ whole digits can be obtained

$$c(v) = \sum_{i=1}^{L(v)} s_i 2^{-p_i} = ulp \sum_{i=1}^{L(v)} s_i 2^{\pi_i - 1}$$  \hspace{1cm} \text{(3)}$$

where $s_i \in \{-1, 1\}$ is the sign of the $i$th nonzero term at bit position, $p_i \in \{1, 2, \ldots, I\}$ and $L(v)$ is the number of nonzero digits of $c(v)$. Since fractional constant can be obtained by a shift operation at the output $c(v)$ of any nonterminal vertex $v \in V$ can now be succinctly represented by a set of signed digits $\{s_i h_i\}$ where $h_i \in \{1, 2, \ldots, B\}$ signifying the signs and positions of the scaled signed-power-of-two (SPT) terms.

Using this simplified set representation of $c(v)$, from (3), the following set partitioning relations are observed when the coefficient set represented by the roots in MBPG is parsed

$$c(l(v)) + e_{l(v)} + c(r(v)) + e_{r(v)} \in c(v),$$

$$\{c(l(v)) + e_{l(v)} \} \cup \{c(r(v)) + e_{r(v)}\} = c(v),$$

$$\{c(l(v)) + e_{l(v)}\} \cup \{c(r(v)) + e_{r(v)}\} = c_v \hspace{1cm} \text{(4)}$$

By recursively partitioning the output value of each vertex into two disjoint subsets of SPT terms, a complete binary tree can be formed and it can be reduced to a MBPG by sharing isomorphic vertices. Two nonterminal vertices, $u$ and $v$ are said to be isomorphic if $c(u) = c(v)$. Isomorphic vertices have indegree $> 1$ and they represent common subexpressions. Therefore, the CSE problem in the design of multiplierless digital filter can be recast as a problem of synthesizing a minimal vertex set MBPG by set partitioning. Common subexpressions are generated by construction since isomorphism is an inherent graph theoretic property of MBPG. Unlike other graph dependence approaches and CSE methods, the adder topologies are explicitly implied by MBPG and the bit-level information of each operand is readily accessible, making it amenable to fine-grain optimization at operator level and/or further tradeoff in logic operator and logic depth by computation reordering.

III. INFORMATION THEORETIC APPROACH TO MBPG MINIMIZATION

The basis of CSE in the context of MBPG is the creation of isomorphism. This section presents a new paradigm of graph minimization method substantiated by the veracity of information theory [24].

If we consider the communication between two vertices of MBPG as an information parsing process, then the messages being parsed are symbols in the set $\{s_i h_i\}$ of the source vertex, $v_3$. Since an event with absolute certainty to occur conveys no information, the information content of a source is connected with the reciprocal of expectancy. To maximize the number of occurrences of an event of interest, it is important to quantity the information content of a source in message parsing.

**Definition 1:** Let $X$ be a memoryless source of $n$ elementary messages, $X_i, i = 1, 2, \ldots, n$, each with a probability of occurrence of $p(X_i)$ in an event and $\sum_{i=1}^{n} p(X_i) = 1$. The entropy $H(X)$ is defined as [25]

$$H(X) = -\sum_{i=1}^{n} p(X_i) \log_2 p(X_i)$$  \hspace{1cm} \text{(5)}$$

where $p(X_i) \log_2 p(X_i)$ is taken to be 0 if $p(X_i) = 0$. 

---

**Fig. 2.** MBPG.
\[ H(X) = 0 \text{ if } p(X_j) = 1 \text{ for only one event, } X_j, \text{ and } p(X_j) = 0 \text{ for all other events, } X_j \neq X_i. \] This is an extreme situation where the outcome of an event can be predicted with complete certainty. Maximum entropy occurs if each event \( X_i \) is equally likely, i.e., \( p(X_i) = 1/n \forall i = 1,2,\ldots,n \). Entropy is a measure of the amount of uncertainty about \( X \) that is resolved when \( X \) is observed. In this case, an elementary message is a symbol or a set of symbols associated with a vertex and the event of interest is the formation of isomorphic subgraphs in MBPG. The entropy of a set of coefficients is then related to the minimal average number of pairs of symbols needed to represent it and hence the maximal amount of adder redundancy. A memoryless source implies that each message selected is independent of the previous message. The following definition is useful for evaluating the information content for dependent message parsing.

**Definition 2:** Let \( X \) and \( Y \) be two sources of elementary messages, \( X_1 \) and \( Y_1 \) with their probability distributions given by \( p(X_j) \) and \( p(Y_j) \), respectively, for \( i = 1,2,\ldots,n \) and \( j = 1,2,\ldots,m \). \( X_i \) and \( Y_j \) may be dependent. \( p(Y_j|X_i) \) is the conditional probability of the occurrence of \( Y_j \) in an event provided that \( X_i \) has occurred. The conditional entropy \( H(Y|X_i) \) of source \( Y \), provided that \( X_j \) has occurred in \( X \), is given by [25]

\[
H(Y|X_i) = -\sum_{j=1}^{m} p(Y_j|X_i) \log_2 p(Y_j|X_i). \tag{6}
\]

The probability of existence of isomorphic subgraphs in MBPG is determined from the signed digits of the subexpressions. Two patterns of signed expressions can be composed from any two nonzero digits, \( s_i b_i, s_j b_j \in c(v) \). A positive subexpression is one that has \( d = |b_i - b_j| - 1 \) zeros between two nonzero digits, \( b_i \) and \( b_j \), and \( s_i \times s_j \) is positive. A negative subexpression is similarly defined except that \( s_i \times s_j \) is negative. We use the PT array of [8] to keep track of the number of occurrences of the positive and negative subexpressions for the estimation of probability and conditional probability for (5) and (6).

**Definition 3:** A PT array is a \( 2 \times (B-2) \) dimensional array with the entry in the upper (lower) row and the \( j \)th column represent the number of occurrences of positive (negative) subexpressions with \( j \) zeros.

**Example 1:** The PT array of the CSD coefficients of Fig. 1 is given by

\[
\text{PT} = \begin{bmatrix}
2 & 2 & 2 & 0 & 0 & 0 & 1 & 0 & 0 \\
3 & 1 & 1 & 2 & 3 & 1 & 1 & 0 & 1
\end{bmatrix}.
\]

\[ \text{PT}[s][d] \] is the number of occurrences of positive subexpressions with \( d \) zeros if \( s = 1 \) and negative subexpressions if \( s = -1 \). For instance, the bottom row of the fifth column of PT, denoted by \( \text{PT}[1][5] = 3 \) since there are three occurrences of the negative subexpressions, \( \{00000\} \) and \( \{00000\} \). It should be noted that during the construction of MBPG, the PT array is dynamically updated to ensure that the entropy and conditional entropy are calculated based on the latest statistics as the messages carried by the source are parsed.

The following probability computations from the PT array are used to evaluate the entropy and conditional entropy in Definitions 1 and 2.

Let \( s_i b_i, s_j b_j \in c(v) \), the probability that \( s_i b_i \) and \( s_j b_j \) form a subexpression is given by

\[
p(s_i b_i, s_j b_j) = \frac{\text{PT}[s_i s_j][|b_i - b_j| - 1]}{\sum_{j \neq i} \text{PT}[s_i s_j][|b_i - b_j| - 1]} \tag{7}
\]

Let \( m = |c(l(v))| \) and \( n = |c(r(v))| \). The conditional probability that a signed digit, \( s_i b_i \in c(l(v)) \) forms a subexpression with \( s_j b_j \in c(v) \) given that \( s_i b_i \) is assigned to \( l(v) \) can be computed by

\[
p(s_i b_i | s_j b_j \rightarrow c(l(v))) = \frac{\text{PT}[s_i s_j][|b_i - b_j| - 1]}{\sum_{k=1}^{m} \text{PT}[s_i s_k][|b_i - b_k| - 1] + \sum_{k=1}^{n} \text{PT}[s_i s_k][|b_i - b_k| - 1]} \tag{8}
\]

where \( s_i b_i \in c(l(v)) \) and \( s_j b_j \in c(r(v)) \). The conditional probability of a signed digit in the right child of \( v \) forming a common subexpression with a designated signed digit, \( s_i b_i \in c(v) \) if \( s_j b_i \) is assigned to \( r(v) \) can be similarly defined.

To construct a minimal MBPG, the roots are first generated in \( G \). The value of each root is the set of {sign, position} of the SPT terms of the CSD coefficient. If the value of a root is equal to 1, -1 or 0, it is assigned to a constant terminal vertex 1, -1 or 0 accordingly. The nonterminal vertices generated are inserted into a list, \( Q \). For each nonterminal vertex \( v \in Q \) two information theoretic decisions will be made. First, when \( c(l(v)) = c(r(v)) = \emptyset \), a pair of values \( s_i b_i \) and \( s_j b_j \in c(v) \) will be selected based on the entropy measure to give birth to \( l(v) \) and \( r(v) \) in \( G \). Then, the remaining signed digits of \( c(v) \) are successively allocated to either \( c(l(v)) \) or \( c(r(v)) \) depending on their conditional entropies. The following propositions are suggested for these operations.

**Proposition 1:** The nonterminal vertex, \( u \) with the least entropy, \( u = \arg\min_{v \in G} H(c(v)) \) will be decomposed first since the vertex of minimum entropy indicates the maximum likelihood that it subsumes isomorphic subgraphs. Since the PT array changed dynamically in the process of decomposition, it is preferable to generate the most potential isomorphic subgraphs as early as possible to prevent their formation from being annihilated.

**Proposition 2:** For any \( s_i b_i \in c(v) \), the lower the entropy \( H(s_i b_i) \), the higher the confidence that \( s_i b_i \) is contained in an isomorphic subgraph subsumed by \( v \). Therefore, the two signed digits that give the least entropy shall be split into \( c(l(v)) \) and \( c(r(v)) \), provided that the probability of these two signed digits coexist in the same isomorphic subgraph in \( G \) is sufficiently low.

**Proposition 3:** Let \( s_i b_i \in c(v) \), then \( s_i b_i \) will be assigned to \( l(v) \) if \( H(c(l(v))|s_i b_i \rightarrow c(l(v))) < H(c(r(v))|s_i b_i \rightarrow c(r(v))) \) and vice-versa. This is because the lower conditional entropy between two assignments of \( s_i b_i \) implies a greater certainty that the assignment will lead to isomorphic subgraphs whose SPT terms subsume the signed digit \( s_i b_i \).
Fig. 3. Flowchart of the proposed information theoretic method.

decompose(v) {
  for (each sb in c(v)) calculate entropy(sb);
  D = signed digits of c(v) sorted in ascending order of entropy;
  s1b1 = first entry of D; s2b2 = second entry of D;
  while (entropy(s1b1, s2b2) > 0.5) s2b2 = next entry of D;
  transfer s1b1 from D to C1;
  transfer s2b2 from D to C2;
  update_PT(PT, s1b1, s2b2);
  while (D is not empty) {
    sb = first entry of D; H1 = conditional_entropy(C1, sb);
    H2 = conditional_entropy(C2, sb);
    if (H1 < H2) transfer sb from D to C1; update_PT(PT, C1, sb);
    else transfer sb from D to C2; update_PT(PT, C2, sb);
  }
  e(v) = minimum magnitude signed digit in C1;
  C2 = right_shift(C2, e(v));
  if (u -> exist(G, C)) r(v) = u;
  else { r(v) = new_node(C2); insert(Q, r(v)); }
  e(v) = minimum magnitude signed digit in C2;
  C1 = right_shift(C1, e(v));
  if (u -> exist(G, C)) rgh(v) = u;
  else { r(v) = new_node(C1); insert(Q, r(v)); }
  insert(G, v, r(v), r(v));
}

Fig. 4. Algorithm for vertex decomposition.

Fig. 3 outlines the algorithmic flow for the construction of a minimal MBPG. Propositions 1 to 3 are exercised in the core decomposition operation. Its pseudo code, decompose(v) is detailed in Fig. 4.

The graph $G$ is initialized with three terminal vertices, $1$, $-1$ and 0. A list $Q$ is used to store the newly generated vertices and it is initialized with a list of roots. The function decompose(v) is called to decompose the vertex $v$ in $Q$ that has the minimum entropy until $Q$ is empty. In Fig. 4, the function entropy(v) computes the entropy from the PT array. The two signed digits $s_1 b_1$ and $s_2 b_2$ with the least entropy and has low certainty to form subexpression themselves are split into two children lists of SPT terms, $C_1$ and $C_2$. The function update_PT(PT, L1, L2) updates the PT array by decrementing the occurrences of subexpressions that can be formed by one digit from $L_1$ and the other from $L_2$. The function conditional_entropy($C_s$, sb) returns the conditional entropy defined in (6) with $Y \equiv C$, $X_i \equiv sb$ and $m \equiv |C|$. When all signed digits of a decomposed vertex, $v$ have been exhausted, the left and right edge values of $v$ are obtained from the least magnitude signed digits of $C_l$ and $C_r$, respectively. The positions of the SPT terms in $C_l$ and $C_r$ are shifted accordingly before they are assigned to $c(\ell(v))$ and $c(\ell(v))$. The function right_shift($C$, e) subtracts $e$ from the magnitude of every signed digit in $C$. New vertices $\ell(v)$ and $r(v)$ with values $C_l$ and $C_r$ are generated if they have not yet existed. The function exist($G$, $C$) verifies if a vertex with $c(v)$ equals the set $C$ has already been generated in $G$ to avoid duplication of vertices. If found, the vertex is returned. The function new_node($C$) creates a new vertex $v$ with its output value $c(v)$ equals the set $C$ of SPT terms. Finally, the left and right children rooted at $v$ are inserted into $G$ by the function insert($G$, $\ell(v)$, $r(v)$).

Example 2: The 3-tap FIR filter with $H = \{1, 132, 815, 556\}$ of Fig. 1 is used to illustrate the proposed method. The coefficients are coded in CSD form as follows:

$$H = \begin{bmatrix}
1 & 0 & 0 & 1 & 0 & 0 & -1 & 0 & -1 & 0 & 0 & -1 \\
1 & 0 & -1 & 0 & 1 & 0 & -1 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}.$$  

The numbers of occurrence of all the weight-two subexpressions are captured in a PT array shown in Example 1. $G(V, E)$ is initialized with three constant terminal vertices, 0, 1 and $\Gamma$. The root vertices $v_1$ to $v_3$, corresponding to $h_1$ to $h_3$ are inserted into $G$ and $Q$, i.e., $V = \{1, -1, v_1, v_2, v_3\}$ and $Q = \{v_1, v_2, v_3\}$. Trailing zeros in the CSD number are shifted out and the edge values are adjusted accordingly. In $\{s_i b_j\}$ notation, $c(v_1) = \{9, 6, -3, -1\}$, $c(v_2) = \{11, -9, 7, -5, -1\}$ and $c(v_3) = \{8, 5, -3, -1\}$ with $e_{c_1} = e_{c_3} = 2$ and $e_{c_2} = 0$. The entropy of each vertex, $v_i$ is calculated using (5) and (7). The calculation of $H(v_1)$ is illustrated as follows:

$$\sum_{j \neq 1} PT[s_i s_j][|b_n - b_j| - 1] = PT[1][|9 - 6| - 1] + PT[-1][|9 - 3| - 1] + PT[-1][|9 - 1| - 1] = 2 + 3 + 1 = 6.$$  

From (7), for $s_1 b_1 = 9$, we have

$$p(\{9, 6\}) = PT[1][|9 - 6| - 1]/6 = 0.333$$  

$$p(\{9, -3\}) = PT[-1][|9 - 3| - 1]/6 = 0.5$$  

$$p(\{9, -1\}) = PT[-1][|9 - 1| - 1]/6 = 0.167.$$  

$$H(9) = -\sum_{j \neq 1} p(s_j b_j) \log_2 p(s_j b_j) = 1.4595.$$  

The entropies of the other three signed digits can be similarly computed as $H(6) = 1.5219$, $H(-3) = 1.4595$ and $H(-1) = 1.5219$. Therefore, the average entropy of $v_1$ is $H(v_1) = 1.4907$. Since $H(v_2) = 1.9153$ and $H(v_3) = 1.5049$, $v_1$ has the minimum entropy and it will be decomposed first.

The signed digits of $c(v_1) = \{9, 6, -3, -1\}$ are first sorted in order of increasing entropy into $D = \{9, -6, -3, -1\}$. According to Proposition 2, $C_l = \{9\}$ and we need to check the probability $p(\{9, -3\})$ before assigning $-3$ to $C_r$. Since $p(\{9, -3\}) = 0.5 \geq 0.5$; $C_r = \{-3\}$ and $D(v_1) = \{9, -6, -1\}$. Signed digits that have split into two different children can no longer form a subexpression. Hence, PT array is updated to reflect the change in the statistic of positive and negative subexpressions. The updated PT array is given by

$$PT = \begin{bmatrix}
2 & 2 & 2 & 0 & 0 & 0 & 1 & 0 & 0 \\
3 & 1 & 1 & 2 & 2 & 1 & 1 & 0 & 1
\end{bmatrix}.$$
topology of the architecture shown in Fig. 2. Since $|V| = 7$ (excludes terminal vertices), seven adders are needed and the critical path has three-adder delay.

IV. SHIFT INCLUSIVE COMPUTATION REORDERING FOR ADDER COMPLEXITY REDUCTION

Many CSE algorithms [6]–[9], [12], [14]–[16] assume uniform adder cost and adder delay for all adders employed in their solution. In practice, although the hardwired shifters contribute zero cost to the logic complexity and logic depth of the multiplier block, they cause varying operand displacements to the adders. Therefore, a better metrology is needed to account for the area–time dependency of each discrete adder on operand lengths due to the relative positional shift of its operands [26]. Since the primary objective of most CSE algorithms is on complexity reduction, and the ripple carry adder (RCA) has been known to be the simplest and power efficient adder, we will use RCA consistently for two’s complement addition throughout this paper. Fig. 6 illustrates the full adder (FA) cost required to add/subtract two operands in the vertex, $v$, of MBPG using two’s complement RCA. Let $b_{\text{msb}}(v)$ and $b_{\text{lsb}}(v)$ denotes the magnitudes of the most and least significant signed digits of $c(v)$, respectively. Assume that the wordlength of the input $x$ to the filter is $n$ bits, then the length of the input operand to the adder is $b_{\text{msb}}(\text{child}(v)) + n + e_{\text{msb}}(v) - 1$ with $e_{\text{msb}}(v)$ trailing zeros, where child($v$) is either $l(v)$ or $r(v)$. In Fig. 6, every solid dot represents an unknown bit and $s$ represents a sign or sign extended bit. Carry free addition with a string of zeros can be hardwired. To add $l(v)$ and $r(v)$, the number of FAs required is given by $n + \text{msb}_{\text{max}} - \text{lsb}_{\text{max}}$ where $\text{msb}_{\text{max}} = \max\{b_{\text{msb}}(l(v)) + e_{l(v)}, b_{\text{msb}}(r(v)) + e_{r(v)}\}$ and $\text{lsb}_{\text{max}} = \max\{b_{\text{lsb}}(l(v)) + e_{l(v)}, b_{\text{lsb}}(r(v)) + e_{r(v)}\}$. The FA at the least significant bit of RCA can be reduced to a half adder (HA) since there is no carry from the maximal $e_{l(v)}$, $e_{r(v)}$th position. To subtract $r(v)$ from $l(v)$, the same number of FAs are needed if $e_{l(v)} \leq e_{r(v)}$, since the two’s complement of a string of $e_{\text{max}}$ zeros results in a string of zeros with a carry-out of one which will be fed into the carry-in of the RCA. If $e_{l(v)} > e_{r(v)}$, then the operands can be swapped since $r(v) - l(v) = -(l(v) - r(v))$ with the sign of the output toggled to preserve the same number of FAs, otherwise $e_{l(v)} = e_{r(v)}$ additional FAs will be needed. Output sign change is also necessitated if both operands are negative since $-l(v) - r(v) = -(l(v) + r(v))$. The toggling of output sign can be propagated to the next adder in MBPG, making the addition a subtraction and vice versa. In general, the width, $W$ of the RCA for vertex $v$ is given by

$$
W(v) = n + \text{msb}_{\text{max}} - \text{lsb}_{\text{max}}.
$$

The type of adder and its bit width also affect the critical path delay of the multiplier block. It should be noted that the real critical path of an FIR filter predicted by this shift inclusive delay metric may not be the path with the maximum number of discrete adders. Hence, besides the topology of adders in the multiplier block, the internal architecture of each adder needs to be considered to obtain a more accurate estimate of the critical
path delay. The worst case delay of the RCA is equal to \( W \cdot t_{FA} \) where \( W \) is the width of the RCA and \( t_{FA} \) is the delay of a FA. The path delay of each tap can be computed by a simple depth first traversal of the MBPG. The pseudo code to compute the critical path delay is shown in Fig. 7 assuming that \( W(v) \) for each vertex, \( v \in V \) has already been computed by (9) and stored in the vertex.

The disjunctive decomposition algorithm of Fig. 4 aims at synthesizing a multiplier block with reduced number of discrete adders. Further reduction of the FA cost and FA delay can be achieved by reducing the operand width of each nonterminal vertex without jeopardizing the cardinality of the vertex set and the depth of MBPG. This is obtained by computation reordering after the MBPG has succeeded in finding good common subexpressions to reduce the number of discrete adders. The steps involved are given as follows.

Step 1) Select a root of MBPG, make a graph traversal to extract vertices with indegree \( \geq 2 \). The shift-inclusive input set \( \{c(v(child)) + e(v(child))\} \) (i.e., the input operand to the adder) of these vertices are inserted into a list \( U \). The remaining nonzero digits, \( s_d(R) \), of the root that can not be composed directly from the common subexpressions in \( U \) are inserted as isolated nonzero digits into the list \( Q \).

Step 2) For each pair of signed digit sets, \( u_i, u_j \in U \), calculate \( \Delta b_{\text{max}} = \max\{b_{\text{min}}(u_i), b_{\text{mb}}(u_j)\} \) and \( s_{\text{isb}}(u_i, u_j) \in U \) with the minimum \( \Delta b = \max\{s_{\text{isb}}(u_i), s_{\text{isb}}(u_j)\} \) among all possible pairs from \( U \) will be selected to compose a new subgraph rooted at \( u_k \) with \( u_i, u_j \in \text{child}(u_k) \). If there is a tie, the pairs that generates a subgraph with the minimum adder depth (which can be determined by the binary logarithmic of the hamming weight of \( c(u_k) \)) will be selected. \( u_i \) and \( u_j \) are replaced by \( u_k \) in \( U \).

Step 3) Repeat Step 2 until there are only two vertices in \( U \). These two vertices will compose the root. Repeat Step 1 with the next root until all roots have been recomposed.

Since the number of FAs used is determined by the operand width, Step 2 ensures that the average width of the operands generated by the nonterminal vertices composing the coefficients in MBPG has been reduced by reordering the additions. Since isomorphic subgraphs are kept intact, changes, if any, affect only the ordering of some operands and/or their shifts but not the total number of operators of MBPG. In computation reordering, priority is given to low hamming weight subexpressions so that the adder tree so formed is more balanced and the critical path may be simultaneously reduced.

Example 3: Consider the MBPG in Fig. 5 of Example 2. The final PT array is given by

\[
\begin{bmatrix}
2 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

It identifies the weight-two common subexpressions for this coefficient set. The three common subexpressions are 101 \( (v_5) \), 1001 \( (v_4) \) and 10000000T \( (v_6) \). The shift-inclusive computation reordering is applied to Fig. 5 and the FA cost is calculated as follows.

For coefficient \( h_1 \), \( v_1 \) is a sum of two common subexpressions, so no further FA cost optimization is performed. From (9), \( W(v_4) = n + \max(4, 1) - \max(4, 1) = n. W(v_5) = n + \max(3, 1) - \max(3, 1) = n \) and \( W(v_1) = n + \max(9, 3) - \max(6, 1) = n + 3 \). Therefore, the adder cost of \( h_1 \) is \( 3n + 3 \) FAs.

For coefficient \( h_2 \), \( v_2 \) is composed of one isolated nonzero digit \( 1 \) and two different shifted versions of a weight-two common subexpression 10000000T \( (v_6) \). Shift inclusive FA cost optimization is performed as follows. In Step 1, \( U = \{u_1, u_2, u_3\} \) where \( u_1 = \{7, -1\} = 100000T, u_2 = \{11, -5\} = 100000T\text{OO0} \) and \( u_3 = \{-9\} = 000000000 \). In Step 2, \( \Delta b_{12} = \max(7, 11) - \max(1, 5) = 6. \Delta b_{13} = \max(7, 9) - \max(1, 9) = 0. \Delta b_{23} = \max(11, 9) - \max(5, 9) = 2 \). Therefore, \( u_4 = \{-9, 7, -1\} \) is composed from \( u_2 \) and \( u_3 \). Now, \( U = \{u_2, u_4\} \) and the root is generated from \( u_2 \) and \( u_4 \). It happens that \( u_4 \equiv v_7 \) and \( u_2 \equiv v_6 \), no change is made to the original composition of \( v_2 \). The FA cost is determined by (9). \( W(v_6) = n + \max(7, 1) - \max(7, 1) = n. W(v_7) = n + \max(7, 9) - \max(1, 9) = n \) and \( W(v_2) = n + \max(11, 9) - \max(5, 1) = n + 6 \). Therefore, the adder cost of \( h_2 \) is \( 3n + 6 \) FAs.
orderings by selecting $\Delta b_{12}$, $\Delta b_{13}$ and $\Delta b_{23}$ in Step 2. The FA cost for each vertex is annotated.

For coefficient $b_{32}, b_{33}$ is a sum of two common subexpressions and no reordering is needed. Taking into account that $b_{32}$ is the sum of $v_{32}$ and $v_{35}$ which are shared with $h_{13}$, only $W(v_{32}) = n + \max(8, 3) = \max(5, 1) = n + 3$ additional FAs are needed. 

\[
\text{path delay}(v_{32}) = W(v_{32}) + \max(W(v_{31}) + 0, W(v_{32}) + 0) = (2n + 3) t_{FA}.
\]

The 3-tap filter as a whole requires $7n + 12$ FAs and has a critical path delay of $(3n + 6) t_{FA}$. 

V. EXPERIMENTAL RESULTS

In this section, we present numerical results to demonstrate the effectiveness of the proposed MBPG algorithm in reducing the implementation complexity of FIR filters. The adder cost and adder delay of our solutions are compared with several other CSE algorithms [7]–[10], [12] based on the number of FAs and number of $t_{FA}$ in the critical path of the test filters. The FA cost and FA delay for the solutions of all algorithms are worked out from their shift-and-add topologies using the same computation model of Fig. 6. For FA cost evaluation, wordlength of the input signal is needed. We use an input wordlength of 12 bits for all the experiments since this resolution of ADC is very common. The targeted implementation structure is the multiplier block of transposed direct form filter realized with two’s complement RCAs. The accumulators in the tap-delay line are not considered because the numbers are equal for all algorithms. Symmetrical filters are realized with folded implementation [27] and only half the number of taps is considered. The performances are evaluated in two different sets of filters.

The first set consists of ten commonly referenced benchmark filters, Filters A to J. Their design parameters are listed in Table I. $N$ is the total number of filter taps, $L$ is the wordlength of the filter coefficients, $f_p$ and $f_a$ denote the pass band and stop band edge frequencies that are normalized to 1, respectively. $r_p$ and $r_a$ denote the pass band and stop band ripples in dB, respectively. The filter type is specified in the column labeled ‘Type’, where LP, HP and BP represent low-pass, high-pass and bandpass filters, respectively. The filter coefficients are generated using Parks-McClellan (PM) and least square (LS) algorithms. “-” indicates unknown coefficient synthesis algorithm. The filter coefficient sets can be excerpted directly from the references listed in the first column, regardless of synthesis algorithms.

Tables II and III show the logic complexity and logic depth comparisons of our proposed MBPG algorithm with the baseline CSD and Binary implementations, and several other CSE algorithms such as NRSCSE [8], Pasko [7], Hartley [9], BHM [12], C1 [32] and BCSE [10]. CSD and BIN refer to the baseline implementations where all filter coefficients are recoded in CSD and Binary format with no further optimization [33] other than the adder tree for each coefficient is balanced to minimize the critical path delay.

From the results of Tables II and III, the proposed MBPG method performs well overall in terms of both logic complexity and logic depth. The average reductions in the FA delay of critical path over CSD, BIN, BHM, Pasko, NRSCSE, Hartley, C1 and BCSE are 77.73%, 56.27%, 58.69%, 23.99%, 9.35%, 23.99%, 48.45%, 58.49%, 23.99%, 9.35%, 7.59%, 5.68% and 33.63%, respectively. On average, the FA costs are reduced by 37.48%, 54.74%, 5.26%, 2.99%, 19.30% and 11.41% over CSD, BIN, Pasko, NRSCSE, Hartley and BCSE, respectively. However, the average FA cost of the proposed method is 3.05% and 12.71% worse than that of BHM and C1. This is because BHM and C1 algorithm search
TABLE III

<table>
<thead>
<tr>
<th>Filter</th>
<th>CSD</th>
<th>BIN</th>
<th>BHM</th>
<th>Pasko</th>
<th>NRSCSE</th>
<th>Harley</th>
<th>C1</th>
<th>BCSE</th>
<th>MBPG</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>30</td>
<td>60</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>24</td>
<td>46</td>
<td>27</td>
</tr>
<tr>
<td>B</td>
<td>12</td>
<td>26</td>
<td>28</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>28</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>C</td>
<td>12</td>
<td>72</td>
<td>27</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>48</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>D</td>
<td>60</td>
<td>108</td>
<td>170</td>
<td>71</td>
<td>54</td>
<td>52</td>
<td>80</td>
<td>75</td>
<td>54</td>
</tr>
<tr>
<td>E</td>
<td>33</td>
<td>108</td>
<td>68</td>
<td>43</td>
<td>47</td>
<td>47</td>
<td>31</td>
<td>53</td>
<td>32</td>
</tr>
<tr>
<td>F</td>
<td>50</td>
<td>120</td>
<td>93</td>
<td>49</td>
<td>49</td>
<td>49</td>
<td>44</td>
<td>49</td>
<td>45</td>
</tr>
<tr>
<td>G</td>
<td>60</td>
<td>96</td>
<td>127</td>
<td>74</td>
<td>52</td>
<td>58</td>
<td>71</td>
<td>66</td>
<td>51</td>
</tr>
<tr>
<td>H</td>
<td>60</td>
<td>96</td>
<td>178</td>
<td>74</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>49</td>
</tr>
<tr>
<td>I</td>
<td>60</td>
<td>60</td>
<td>85</td>
<td>59</td>
<td>49</td>
<td>49</td>
<td>49</td>
<td>49</td>
<td>44</td>
</tr>
<tr>
<td>J</td>
<td>57</td>
<td>108</td>
<td>132</td>
<td>65</td>
<td>53</td>
<td>53</td>
<td>53</td>
<td>83</td>
<td>52</td>
</tr>
</tbody>
</table>

The overall area-time (AT) performance is measured by the product of FA cost and FA delay. The AT results for Filters D-J with more than 40 taps from Table I are normalized by the AT of BIN (i.e., BIN method has a normalized AT of 1) and plotted in Fig. 9. For each filter, the normalized AT of the eight algorithms are displayed in the order listed in the legend. It is evident that MBPG and C1 have comparable AT complexities, which are much lower than those of all other algorithms.

The second set of filters involves the channelizers of wideband receiver operate in the intermediate frequency (IF). The performance of our proposed MBPG method is evaluated and compared with other algorithms using two communication filter design examples with the same coefficient wordlength, $L = 12$ and varying filter length, $N$. They are designed to demonstrate the potential of our proposed algorithm in realizing application-specific integrated filters that meet the stringent narrow transition band and high sampling frequency filtering requirements. FIR1 is a linear phase FIR filter (LPFIR) employed in the filter bank channelizer of Digital Advanced Mobile Phone Systems (D-AMPS) in [4]. The decimation is moved to the left of the bandpass filters using the noble identity and the sampling rate chosen is 34.02 MHz as in [4]. The channel filters extract 30-kHz D-AMPS channels from the input signal after downsampling by a factor of 350. The pass band and stop band edges are 30 and 30.5 kHz, respectively. The peak pass band ripple is chosen as 0.1 dB. The filter stop band specifications are chosen as in the D-AMPS standard [4]. The lengths of the LPFIR filters are determined using the following equation from [34]:

$$N = \frac{-10 \log_{10} \rho_1 \rho_2 - 13}{14.6 \Delta f} + 1$$  \hspace{1cm} (10)

where $\rho_1$ and $\rho_2$ are the pass band and stop band ripples, respectively, and $\Delta f$ is the normalized width of the transition band. The filter lengths, $N = 200, 460, 610, 940,$ and 1180 corresponding to stop band attenuation of $-24$ dB, $-48$ dB, $-65$ dB, $-85$ dB, and $-96$ dB, respectively, are tested. FIR2 is the channel filter employed in receivers for the personal digital cellular (PDC) standard. The sampling rate of the wide band signal is 25.6 MHz, which covers 1024 channels of 25.5-kHz spacing after down sampling by a factor of 350. The pass band and stop band edges are 25 and 25.5 kHz, respectively. The peak pass band ripple is chosen as 0.1 dB. The filter stop band specifications are chosen as in the D-AMPS standard and the length of
the filter, $N$ is determined by (10): $N = 230, 450, 650$ and $800$ are used to attain an attenuation of $-30$ dB, $-60$ dB, $-80$ dB and $-90$ dB, respectively, for this evaluation.

The FA cost of various algorithms for FIR1 and FIR2 are compared in Tables IV, and the FA delays are analyzed in Tables V.

For FIR1, the average reductions of FA cost by our proposed method are, respectively, 44.66%, 55.49%, 10.61%, 4.94%, 2.04%, 11.38%, -0.14% and 6.51% over CSD, BIN, BHM, Pasko, NRSCSE, Harley, BCSE and CSD, respectively. The solutions produced by MBPG are notably faster. The average reductions of the critical path delay are 0%, 50.00%, 63.57%, 33.00%, 31.82%, 32.38%, 0% and 50.00% over CSD, BIN, BHM, Pasko, NRSCSE, Harley, C1 and BCSE respectively. For FIR2, in comparison with CSD, BIN, BHM, Pasko, NRSCSE, Harley, C1 and BCSE, the average FA cost reductions are 42.29%, 53.31%, -1.01%, 6.88%, -1.35%, 10.85%, -0.06% and 6.02%, respectively, and the average critical path delay reductions are 12.50%, 30.00%, 41.67%, 6.67%, 12.50%, 8.19% and 26.02%, respectively. The rates of area reduction and speed improvement vary with the length of the filter. It is possible to have a lower FA cost for filters with a large number of taps compared to filters with relatively fewer taps when there is a substantial reduction of nonzero digits in the CSD coefficients in the former case. In a few cases where the FA costs of our algorithm are slightly higher than those of Pasko and BHM, our FA delays are much lower. For example, MBPG shows a critical delay reduction of 8.19% on average over C1 for FIR2. The AT performances of all algorithms normalized with respect to the AT complexity of BIN for FIR1 and FIR2 are plotted in Figs. 10 and 11. These figures show that our proposed MBPG can generate conspicuously faster transposed direct form FIR filters with lower adder cost in general.

MBPG is more computational efficient than C1. By measuring the execution time of both Matlab programs on the same PC with 3.2 GHz Pentium IV and 512 MB of system memory for all the filters tested, it is found that our algorithm is at least thrice faster than C1. This is because the subexpression statistics in the PT table need to be established only once and updated locally thereafter. As the number of nonzero digits per vertex decreases exponentially from the root, the number of computations per vertex reduces rapidly as more vertices and isomorphic subgraphs are formed. The computational complexity of our algorithm can be analyzed as follows.

It is cited by [9] that the number of nonzero digits is reduced by an average of 33% in CSD representation over the normal binary representation. Therefore, the average number of nonzero digits of an arbitrary number in CSD representation is $L/3$, where $L$ is the wordlength. The number of computations required to decompose a vertex with $j$ nonzero digits into its children vertices can be divided into two parts. It takes $C_2^j = j(j - 1)/2$ probability computations to split a vertex, followed by $(j + 1)(j - 2)/2$ conditional probability computations to assign the $j - 2$ nonzero digits to either the left or right child. Thus, the total number of operations required is $j^2 - j$. For each coefficient with an average number of nonzero digits, $j = L/3$, the number of operations required is $(L^2 - 3L - 9)/9$ in the first level. After the first level of decomposition, the average number of nonzero digits in each child vertex is equal to $L/6$. Assuming the worst case scenario where there is no isomorphic subgraph, there will be two vertices per coefficient in the second level. Therefore, the number of operations required in the second level is given by $(L^2 - 6L - 36)/18$. The number of operations per coefficients becomes $(L^2 - 12L - 144)/36$ with four offspring vertices in the third level. Assuming a balanced tree decomposition, the depth of the tree is given by $\log_2(L/3)$. Since each vertex in the last level has no more than two nonzero digits, no computation is required in the last level. The total number of operations per coefficient is given by

$$\sum_{i=1}^{d} \left\{ \frac{L^2}{9} \left( \frac{1}{2} \right)^i \right\} - \frac{L}{3} - 2^{i-1}$$

where $d = \left\lfloor \log_2(L/3) \right\rfloor$.

Since $d \leq \log_2(L/3), 2^d \leq L/3$. (11) is bounded by

$$\frac{2L^2}{9} \left( 1 - \left( \frac{3}{L} \right)^d \right) - \frac{L}{3} \left( \log_2 \frac{L}{3} \right) - \left( \frac{L}{3} - 1 \right)$$

$$= \frac{2L^2}{9} - \frac{L}{3} \left( \log_2 \frac{L}{3} \right) + 1.$$ (12)
In practice, the word length of the coefficients is limited. From (12), the average number of operations per coefficient is less than 51 even if \( L = 20 \). The actual number of operations per coefficient is much lower as there will be shared vertices. Thus, the computation complexity for an \( N \)-tap FIR filter is \( O(N) \).

In summary, the three propositions in entropy based decomposition have efficiently harnessed isomorphism in the generation of MBPG and the arithmetic operators have been ordered to balance the depth of the graph without annihilating the isomorphic vertices. This is unlike BHM for which the shortening of every single coefficient adder distance with minimal number of adders from existing fundamentals causes an upsurge in logic depth. This critical path extension in BHM has been shown to be more severe as the filter length increases. In fact, high order filters actually benefited more from our method as the intricate redundancy of many different subexpressions in a large number of coefficients can be quantitatively displayed by the entropy measure and hence better trade-off can be made without resorting to computational intensive exhaustive search.

VI. CONCLUSION

Multiplications with a set of constants are abundant in application-specific digital filters. Optimizing the implementation of FIR filters with a minimal number of shift-and-add operations has been well delved by many researchers. In this paper, we provide an entirely different insight and approach to this problem by exploiting the prowess of information theory on directed-acyclic graph representation of the transposed direct form structure of FIR filters. An appealing multirooted binary partition graph (MBPG) data structure has been devised for this purpose. Using this data structure, a set of fixed point coefficients can be decomposed into subsets of signed digit patterns whose coding redundancy can be theoretically assessed by their entropy and conditional entropy. To construct a reduced size MBPG, the partitioning of fixed point coefficients into different subsets of signed digits is guided by three propositions. The entropy and conditional entropy calculations are based on the probability of occurrences of symbol pairs. Therefore, the proposed method is applicable to any positional representation of coefficients. The correlation of operand lengths and adder complexity is also illustrated with two’s complement ripple carry adder, from which the number of FAs required to realize each vertex of MBPG is analytically determined. This makes it possible to exploit the bit level information associated with each vertex to reduce the size of some arithmetic operators by partially modifying the graph topology. Experimental results on benchmark filters reported in the literature and design examples of communication filters based on D-AMPS and PDC cellular standards show that the proposed algorithm is capable of designing FIR filters with an average FA cost reduction of 40.38\% over the baseline CSD implementation. The critical path delay has also been significantly reduced by 25.77\% on average.
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