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Abstract

The application of agile practices for requirements prioritization in distributed and outsourced projects is a relatively recent trend. Hence, not all of its facets are well-understood. This exploratory study sets out to uncover the concepts that practitioners in a large software organization use in the prioritization process and the practices that they deem good. We seek to provide a rich analysis and a deep understanding of three cases in an exploratory study that was carried out in a large and mature company, widely recognized for its excellence and its engagement in outsourced software development. We used in-depth interviews for data collection and grounded theory techniques for data analysis. Our exploration efforts yielded the following findings: (i) understanding requirements dependencies is of paramount importance for the successful deployment of agile approaches in large outsourced projects. (ii) Next to business value, the most important prioritization criterion in the setting of outsourced large agile projects is risk. (iii) The software organization has developed a new artefact that seems to be a worthwhile contribution to agile software development in the large: ‘delivery stories’, which complement user stories with technical implications, effort estimation and associated risk. The delivery stories play a pivotal role in requirements prioritization. (iv) The vendor’s domain knowledge is a key asset for setting up successful client-developer collaboration. (v) The use of agile prioritization practices depends on the type of project outsourcing arrangement. Our findings contribute to the empirical software engineering literature by bringing a rich analysis of cases in agile and distributed contexts, from a vendor’s perspective. We also discuss the possible implications of the results for research and in practice.

1. Introduction

Agile project development and management approaches are becoming the preferred choice for an increasingly large number of software organizations, be it large or small (Ramesh et al., 2010). A key pillar in any agile process of systems delivery is the close and continual collaboration between clients and developers (Maiden and Jones, 2010), which culminates in making project decisions that optimize both the client’s and vendor’s business value. The client–developer collaboration is also a well-recognized feature of most agile requirements engineering (RE) processes, and specifically – of requirements (re)prioritization. Reprioritizing requirements at inter-iteration time plays a pivotal role in agile projects (Racheva et al., 2010). However, the question of how the reprioritization happens in real life has been investigated only in certain contexts, for example, in small and medium sized projects (Eckstein, 2004; Ramesh et al., 2010). Our literature review revealed that in the area of agile RE, relatively few empirical studies address the project realities of large and distributed projects (Barlow et al., 2011; Sarker and Sarker, 2009). Even fewer studies focus on the complex RE settings unique to outsourced software development (Sarker and Sarker, 2009). Also, in the area of global software engineering (GSE), a tertiary study by Hanssen et al. (2011) on the signs of agile trends in GSE research found that most empirical studies address the context of small and medium size projects.

In this paper we explore the trade-off between the value for clients vs the value for vendors in agile requirements prioritization, in large and distributed projects, by means of an embedded case study (Yin, 2008; Scholz and Tietje, 2002). This case study was carried out in a context whereby three large, multi-site enterprise systems were delivered under a contract between a
large and mature outsourcing vendor in Asia and three dispersed client organizations. The overall research objective was to uncover how mid-course requirements prioritization takes place in large projects in industry, and what notions of value are included in it from the vendor’s perspective.

We performed an embedded case study (Scholz and Tietje, 2002) that was exploratory in nature. Our purpose was to ‘look under the hood’, to observe and identify those mechanisms that drive the requirements prioritization as a risk-value-balancing process. The outcome of the study is a rich analysis of how three real-life cases coped with RE when delivering large systems to clients as part of an outsourcing relationship, and doing it successfully.

The research reported in this paper offers two contributions: to agile RE, in particular, and to empirical SE, in general. First, while most case studies dealing with agile RE have focused on small-medium project organizations, our research explicitly specifies the RE knowledge pertaining to those practices which (depending on the outsourcing arrangement) work in large projects associated with a large and mature outsourcing vendor. Knowledge about how to adopt agile practices in large organizations has accumulated over the past years (Hanssen et al., 2011), but this knowledge has been evaluated from a client organization’s perspective, not from a vendor’s perspective. In a systematic review on distributed software development, Prikладник и Audy (2010, p. 790) called for more studies from the vendor’s angle. Furthermore, the reviewed studies focused on problems associated with agile in the large, not on the solutions. The present research yields a rich analysis aimed at understanding the vendor from a technical standpoint. In particular, we explicate what the vendor does within its own walls in order to make agile practices work for a client in an outsourcing setting. Our explicit focus on what the vendor found to work is a unique feature of this study. This paper also provides a direct response to two other calls: (1) the call by the empirical SE community for more empirical research on which SE process to use in which specific context (Sjoberg et al., 2007) and (2) the particular call by the RE community for more empirical research in the sub-areas of RE (Cheng and Atlee, 2007).

In what follows, we first present our motivation, and then in Section 2, we review related work on agile RE in large projects. We then describe our embedded case study research design, its execution, and its outcomes. Finally, we discuss the results and the limitations of the study, reflect on the experiences and the practical and theoretical implications, and conclude with suggestions for future research activities.

1.1. Motivation

Our motivation for this empirical research is grounded on the recent trends in the software industry, indicating the increased diffusion of agile into large projects in distributed and outsourcing contexts. Facing the fact that we, as a community, know relatively little of how agile should or could work, we felt motivated to initiate empirical research so as to approach this knowledge gap systematically. The authors of the present paper brought relevant professional background and experience to this task. While some of the authors have been involved in empirical research on agile RE practices (Racheva et al., 2010), others have direct access to the type of projects and the organizational settings important to our understanding of the phenomenon of agile requirements prioritization. In 2009 two of the authors (Daneva and Sikkel) were actively involved in a systematic literature review (Racheva et al., 2009) on business value in agile RE, with the conclusion that the phenomenon of agile requirements prioritization was only partly explored. The review found no studies that clearly indicated how exactly individual agile practices or groups of such practices not only create value, but also keep accumulating it over time, while minimizing the risk for the vendor. In 2010, three of the authors (Daneva, Sikkel and Wieringa) studied the phenomenon of agile requirements prioritization in small and medium-size agile companies. The result of this work was a descriptive model explaining how agile requirements prioritization happens in agile small and medium project settings. Drawing on these prior experiences, our motivation for the present embedded case study was to understand the mechanics of agile RE practices in large organizations. We acknowledge that large and complex projects (for example, distributed outsourcing projects) are likely to have many interdependencies and to require more coordination. This in turn, forces the organizations to adopt standardization and planning as a less expensive form of coordination (Barlow et al., 2011). As we will see in Section 2, little is however known about how a large organization with explicit standardization policies and norms engages in agile projects, while preserving the coordination forms on the vendor’s side and delivering agile business value on the client’s side. The fact that not much has been published beyond the four high-visibility research papers (Barlow et al., 2011; Sarker and Sarker, 2009; Hanssen et al., 2011; Prikладник и Audy, 2010) and anecdotal evidence, motivated us to provide insight into actual agile RE in the large. In the next section we report on published empirical studies and indicate that there is an important gap in knowledge.

2. Related work

This section summarizes related empirical research publications on agile requirements prioritization in large projects and draws on the consequences for our research.

Essentially, requirements prioritization is a decision-making process (Alenjung and Persson, 2008; Herrmann and Daneva, 2008). Therefore, in this section we evaluate the related work from a decision-maker’s perspective. According to Alenjung and Persson (2008), such a perspective implies looking into the roles involved, the prioritization criteria being used, the contextual settings affecting the prioritization process, and the kind of trade-offs being made. Our choice of analysing the agile requirements prioritization process in this particular way agrees with the general characterization of a software process recommended by Shari L. Pfleeger (2001). According to her, a process is defined by people’s roles, artefacts (used or produced), and resources. In Section 2.1 we present the kind of studies dedicated to agile software engineering in the large. In Section 2.2 we evaluate in detail what these studies say about the characteristics of the requirements prioritization process from a decision-making perspective. In Section 2.3 we discuss the literature and motivate our research questions.

2.1. Studies on agile RE in the large

To identify related work on agile RE at the large, we searched the Scopus digital library for papers published in the major agile conferences (AGILE and XP). We also looked at the papers included in the 2010 and 2011 systematic literature reviews that dealt with agile topics in global software engineering (Jalali and Wohlin, 2010), in distributed software development (Prikладник и Audy, 2010) and in large projects in general (Barlow et al., 2011). These reviews provided examples of the kinds of large projects and organizations described in recent publications by both researchers and practitioners. The relevant published sources indicated that many large organizations were indeed preoccupied with the question of how agile scales up. In most publications a discussion is provided by the respective company as to what works in their settings. We note that all the reviewed literature sources (and included in this section) treated RE as part of agile SE for large projects. In spite of our best efforts, we could not find a report that was specifically
Table 1
Selected literature sources on agile at large.

<table>
<thead>
<tr>
<th>Source</th>
<th>Business sector</th>
<th>User stories</th>
<th>Modified agile practices</th>
<th>Was prioritization discussed?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Autin et al. (2006)</td>
<td>Mobile systems</td>
<td>✓</td>
<td>✓</td>
<td>Hints</td>
</tr>
<tr>
<td>Elshamy and Essamadisy (2007)</td>
<td>IT service delivery (a vendor)</td>
<td>✓</td>
<td>✓</td>
<td>Hints</td>
</tr>
<tr>
<td>McDowell and Dourambeis (2007)</td>
<td>Telecom</td>
<td>–</td>
<td>–</td>
<td>Not discussed</td>
</tr>
<tr>
<td>Sulfaro et al. (2007)</td>
<td>National Post Services</td>
<td>✓</td>
<td>–</td>
<td>Not discussed</td>
</tr>
<tr>
<td>Koehnemann and Coats (2009)</td>
<td>IT service delivery (a vendor)</td>
<td>✓</td>
<td>–</td>
<td>Not discussed</td>
</tr>
<tr>
<td>Larman and Vodde (2010)</td>
<td>Large government</td>
<td>✓</td>
<td>–</td>
<td>Explicitly</td>
</tr>
<tr>
<td>Gary et al. (2011)</td>
<td>Safety-critical systems</td>
<td>–</td>
<td>✓</td>
<td>Hints</td>
</tr>
<tr>
<td>Grewal and Maurer (2007)</td>
<td>Oil &amp; gas (a vendor)</td>
<td>–</td>
<td>✓</td>
<td>Hints</td>
</tr>
<tr>
<td>Sutherland et al. (2007)</td>
<td>Digital library management (a vendor)</td>
<td>✓</td>
<td>✓</td>
<td>Hints</td>
</tr>
<tr>
<td>Valade (2008)</td>
<td>ERP implementation</td>
<td>✓</td>
<td>✓</td>
<td>Hints</td>
</tr>
<tr>
<td>Bosch and Bosch-Sijtsema (2011)</td>
<td>Software product business (a vendor)</td>
<td>✓</td>
<td>✓</td>
<td>Hints</td>
</tr>
<tr>
<td>Hong et al. (2010)</td>
<td>E-commerce</td>
<td>✓</td>
<td>✓</td>
<td>Hints</td>
</tr>
<tr>
<td>Kendall et al. (2010)</td>
<td>Physics-based computational engineering</td>
<td>–</td>
<td>✓</td>
<td>Not discussed</td>
</tr>
<tr>
<td>Christou et al. (2010)</td>
<td>Banking</td>
<td>–</td>
<td>✓</td>
<td>Not discussed</td>
</tr>
<tr>
<td>Shatil et al. (2010)</td>
<td>Defence system engineering (a vendor)</td>
<td>✓</td>
<td>✓</td>
<td>Hints</td>
</tr>
<tr>
<td>Hajdiab et al. (2012)</td>
<td>Government entity</td>
<td>–</td>
<td>✓</td>
<td>Not discussed</td>
</tr>
</tbody>
</table>

2.2. Requirements prioritization

In this section we present what the sources say with respect to the characterizing aspects of agile requirements prioritization from a decision-making perspective.

2.2.1. Roles in the decision-making process

All the referenced sources in Table 1 indicate that the ultimate decision-making on priorities lies with either the product owner or the client. However, information inputs into decision-making are provided by a number of team players on the vendor’s side. The literature suggests that this is necessary because in large projects there is a gap between (i) the level of detail in the user stories provided by the client for iteration planning purposes and (ii) the level of detail in the architecture and the system level features that developers need for effort estimation purposes. To close this gap, clients and vendors typically apply a ‘team of teams’ approach (Eckstein, 2004) or a ‘stream of streams’ approach (Grewal and Maurer, 2007).

Examples of roles introduced by companies to large agile projects to provide input into requirements negotiation and decision-making are: (i) ‘requirements architects’ (responsible for “taking the high-level features defined by product management and decomposing these, on a just-in-time basis, into the more detailed requirements and stories needed to drive iteration planning’ (Gat, 2006)) and (ii) business area owners (Larman and Vodde, 2010). The people in these roles collaborate with the overall project manager (or the scrum master) who is in charge of making sure that teams are working in parallel and in a timely manner. The scrum master is well aware of dependencies among teams and uses this knowledge to resolve them as soon as they arise (Hong et al., 2010).

2.2.2. Decision making criteria for requirements priorities at inter-iteration time, in an outsourced context

The agile RE studies suggest the generated business value is the key prioritization criterion for the client and for the vendor, respectively. The agile literature sources implicitly assume that the client’s value and the vendor’s value are both attributes of a large agile project (Eckstein, 2004; Cheng and Atlee, 2007; Larman and
Vodde, 2010; Grewal and Maurer, 2007; Bosch and Bosch-Sijtsema, 2011; Kendall et al., 2010; Christou et al., 2010; Shatil et al., 2010). Yet, how these two concepts relate to each other, e.g., whether they are opposing forces, and if so, how to balance them in a way that is a win–win for both parties, seems to be unknown. To the best of our knowledge, there has not been an empirical study to explain the process of risk-minimization during agile RE. Moreover, our earlier research on business value generation by means of agile prioritization (Racheva et al., 2010) also found that very little research has been carried out with respect to business value. Hence, how these should be balanced in an outsourcing situation is yet to be fully understood and documented.

2.2.3. Contextual factors affecting requirements prioritization

The agile-in-the-large RE literature discusses four characteristics of the project setting which influence decision-making on requirements (re)prioritization at inter-iteration time: (i) the need to embrace change, (ii) project constraints, (iii) scope and (iv) the number of project staff. However, while (i) and (ii) have an impact on how agile requirements prioritization happens in both large and small projects, the agile authors point out that characteristics (iii) and (iv) are unique to large projects. Eckstein (2004), a prominent agile author refers to them as “first order dimensions” that define the ‘largeness’ of a project. Scope characterizes the complexity of the requirements, while the number of project staff is related to the exposure to risk: the more people involved in a project, especially the larger the number of client representatives, the higher the risk of contradictory requirements. The agile literature sources (Table 1) acknowledge that agile RE practices need to be implemented differently in large projects because at a specific project size and mode of execution (such as offshore outsourced) “things do not work out the normal way anymore” (Eckstein, 2004), and because new problems may surface due to the largeness of the team (and those are easier to handle in small teams).

2.2.4. Value creation trade-offs: vendor vs client

Eckstein (2004), Larman and Vodde (2010), and Grewal and Maurer (2007) indicate that a win–win client–vendor collaboration is possible if the project team is aware of the need to balance vendor’s value and client’s value. However, the question of what is a ‘good’ balance and what is a ‘good’ way to achieve it in specific contexts, is by and large under-researched. Racheva et al. (2010) give a clear indication that the vendor and the client perspectives differ. However, the way in which these two perspectives may differ depends on project-specific context factors, e.g. if the contractual agreement is fixed-price, or the level of trust between client and vendor. Eckstein (2004) and Larman and Vodde (2010) provide advice on how to consolidate these two perspectives in a project. However, the advice is in the form of guidelines, assuming that the readers have enough knowledge and experience to imagine how the implementation of these guidelines would work in their own setting.

2.3. Implications of the related work and research questions for our study

Reflecting on what is known from empirical agile RE literature on our phenomenon of interest (agile requirements prioritization in the large), one might ask why so little, or why the important facets of the agile prioritization process (roles, criteria, context and trade-offs), are under-researched. There are various possible reasons. Generally, there are many more small projects than larger projects. Ambler (2008) indicates that most agile teams have less than 10 people and are co-located. It is easier to turn smaller projects into success stories. In contrast, large projects have a higher chance of failure and, moreover, extending agile practices to large projects is a more recent trend. Eckstein (2004), a prominent agile-at-the-large author suggests that fewer experiences from large projects are published merely because the failure rate of large projects is generally higher. As we know, failed projects are less often the context of empirical research published in scientific journals (Sjöberg et al., 2007). Specifically regarding agile, Cohen et al. (2004) observed: “there is a lack of literature describing projects where agile methods failed to produce good results. There are a number of studies reporting poor projects due to negligent implementation of agile method, but none where practitioners felt they executed properly but the method failed to deliver on its promises”.

There are recent examples of successful agile-in-the-large projects. However what these publications do not provide is a thorough analysis of the underlying mechanisms that make these projects successful. Also, as described in the introduction, few papers focus on the complex RE settings unique to outsourced software development (Sarker and Sarker, 2009). For example, Batra (2009) states that in outsourced projects, requirements sign-off is usually done after initial discussions between project managers and clients and there is little scope for negotiations or reprioritizations throughout the development life cycle. This practice is followed in order to overcome the challenges posed by distance and limited in-person communication thereof. Agile RE however assumes frequent discussions, negotiations and reprioritizations. Doing justice to agile practices in outsourced projects is a challenge, and it is even more so in fixed price contractual projects. Furthermore, it is also unclear how different outsourcing arrangements (Dibbern et al., 2004) can impact agile RE practices. For example, the agile RE work practices of fixed price projects could differ from more flexible cost/in-sourcing projects. More specifically, the question of how the client and the vendor can balance value generation with agile has only recently come to the attention of practitioners and researchers. As a result, the phenomenon is only partly understood. Yet, while justifiably deemed important in any project, we note that in large projects – where large vendors and large clients are contractually bound, poor value and risk trade-offs might often have severe consequences (Eckstein, 2004).

These issues and gaps in literature have motivated our following research questions (RQs):

- **RQ1:** Who are the decision makers in the agile requirements prioritization process? What are their roles and what are they responsible for?
- **RQ2:** What prioritization criteria do large project teams use to make value driven decisions at inter-iteration time in an outsourced mode?
- **RQ3:** What is the relationship between project settings and requirements prioritization?
- **RQ4:** How does the vendor’s team combine value creation for their own organization with value creation for their client?

We conducted an embedded case study with the aim to answer these questions. Our case study along with a discussion of the resulting insights could help reduce and eventually fill this gap in knowledge. We present our research methodology and describe the embedded case study in more detail in the next section. In Section 4 we discuss the results of our embedded case study along with specific answers to the research questions posed above.

3. Research method

Our embedded case study design follows the guidelines by Yin (2008) as well as Scholz and Tietje (2002). We chose the embedded case study form because we wanted to obtain a detail-rich, holistic and contextualized description – from multiple projects
undertaken by a large outsourcing vendor, regarding how requirements re-prioritization took place. Yin (2008) makes a distinction between a holistic and an embedded case study. While a holistic case study examines the global nature of a program or an organization, an embedded case study includes outcomes from individual projects within the program. We applied purposeful sampling (Charmaz, 2007) when looking for suitable projects. Our purpose was to find projects that had dispersed users, a large size (expressed in person/years to complete a project), and a project team that had already had some experience in using an agile delivery model, or had at least used a collection of agile practices. Hence, as described in Section 3.1, our embedded case study involved more than one unit, or object, of analysis (Charmaz, 2007).

As the context of this study refers to large projects in a large organization and little is known about the phenomenon of interest in this context (see Section 2), we kept an open mind and did not have any preconceived ideas of what the answers to our research questions would be. Recognizing the nascent stage of knowledge on our phenomenon of interest, we designed our exploratory case study process by including the following steps:

1. compose an interview questionnaire;
2. validate the questionnaire with the help of an experienced researcher;
3. implement changes to the questionnaire based on the feedback;
4. do a pilot interview to check the applicability of the questionnaire in a real-life context;
5. carry out in-depth interviews with practitioners according to the finalized questionnaire;
6. sample (follow-up those participants who possess deeper knowledge or a more specific perspective).

Consistent with the fact that our study was exploratory and that we wanted to get a rich analysis of real-life cases, we used in-depth interviews (King, 2010) as a data collection technique and grounded theory (Charmaz, 2007) as a data analysis technique. The in-depth interviews technique was selected for two reasons: (1) it is a suitable technique for an inquiry like ours, and (2) the resulting data offers a robust alternative (King and Horrock, 2010) to more traditional survey methods. This is especially the case when the absolute number of participants is less important than a rich investigation of content. We triangulated the data collected from multiple sources (e.g. participants across three different projects and in different roles, whose experiences varied broadly based on the specific role each one played). This was done to ensure that our interviews provided a multidimensional image of composing activities in our particular project setting.

Our data analysis was guided by the reasoning and the logic that underlies the sense-making techniques associated with less procedural versions of the grounded theory (GT) (Bryant and Charmaz, 2007). Specifically, we applied the techniques of coding and constant comparison as recommended by Charmaz (2007). These techniques helped us to identify concepts grounded in the collected data and to link these concepts to higher-level categories. Our choice of using GT for data analysis agrees with Matavire and Brown (2011) who profiled the use of GT in information system research. A notable example of a qualitative study of this nature is the one by Ramesh et al. (2010). Below, we provide a summary of GT as a research method, and in Section 3.3 we present how the GT sense-making techniques were used for data analysis.

GT is a qualitative method applied broadly in social sciences to construct general propositions (referred to as “theory” in this approach) from verbal data. This approach is exploratory and well suited for situations where the researcher does not have pre-conceived ideas. By this, GT methodologists (Charmaz, 2007) mean situations in which the researcher does not start with any hypotheses or a predefined theory which requires proof. Instead, the researcher is driven by the desire to capture all facets of the collected qualitative data and then allows the “theory” to emerge from the data. In the field of empirical SE, researchers have been using GT to find answers to questions that address relatively “uncharted land” (as Baskerville et al. (2011) refer to it), or a phenomenon about which little is known. Recent examples of GT studies in SE include the publications by Baskerville et al. (2011), Coleman and O’Connor (2008), and Rose et al. (2007). In the RE field, examples of applications of GT as an empirical research approach were published by Urquhart (1997), Martin et al. (2009), Martin et al. (2012), and Ramesh et al. (2010).

Grounded theory can be used for data collection and data analysis, as done in the studies of Urquhart (1997), Martin et al. (2009), and Martin et al. (2012). In other studies, like the one by Ramesh et al. (2010), it is used only for data analysis. We followed the latter approach. The GT process is presented in more detail in Section 3.3.

3.1. The data collection process

We carried out 16 interviews in total. They were about an hour and a half long on average. The interviews were conducted either face-to-face or facilitated through video conferencing. In each of the embedded cases, the first interview was treated as a pilot interview. A special set of factual questions related to the context, scope, etc. of the project, were asked in these interviews. Before the start of an interview, the interviewee was provided with information on the research purpose, the research process and the rights and responsibilities of the companies participating in the embedded case study. During the meeting, one researcher (van der Veen) and the interviewee went through the questionnaire, which served as a guide to the interviews. The questionnaire was composed of two parts: the first part discussed the prioritization practice that each interviewee experienced in a project, while the second part included questions related to risk, business value perception and how value and risk were balanced as an essential part of the requirements prioritization decisions. The rationale behind this structure was to focus the attention of the participants on a concrete example, and then clarify the consideration of value for the client and for the vendor as part of the prioritization decision-making process. Here, we note: (1) no substantial changes in both the questionnaire and case study protocol took place after the pilot interviews, thus these could be considered as being an integral part of the case study and (2) during the interviews there were instances when questions, other than those included in the questionnaire arose. These questions had not been previously anticipated; however, the researcher conducting the study considered them interesting and pursued the interview in that direction.

3.2. The case study project organizations and interview participants

To investigate the vendor’s perspective of how value is created in agile RE, we examined three separate projects within the larger organization. All projects used Agile, a form of Scrum that was adapted to the specific context. All the projects practiced Agile RE, with (re-)prioritization occurring regularly. Finally, all were distributed projects, with at least two geographically separated locations being involved. Our study included 16 practitioners working in various capacities on one of the three projects. This allowed a variety of perspectives of the studied phenomena to be included, which in turn, ensured triangulation of data in the research process (Yin, 2008; Patton, 1999).

The case study projects are described in Table 2 in terms of (i) type of engagement, (ii) scope, (iii) number of team members (staff), (iv) contractual agreement regarding pricing structure and
Table 2
Details of the different embedded case study projects.

<table>
<thead>
<tr>
<th>Outsourcing project</th>
<th>Project Alpha</th>
<th>Project Beta</th>
<th>Project Gamma</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of engagement (outsourcing arrangement)</td>
<td>Single external client</td>
<td>Collaborative external client</td>
<td>Inter-departmental project</td>
</tr>
<tr>
<td>Scope</td>
<td>Large</td>
<td>Large</td>
<td>Medium</td>
</tr>
<tr>
<td>Number of team members</td>
<td>Nearly 300</td>
<td>35–40+ Client Team ± 100</td>
<td>35–40+ client team ± 50</td>
</tr>
<tr>
<td>Contractual agreement regarding cost and duration</td>
<td>Fixed</td>
<td>Flexible</td>
<td>Flexible</td>
</tr>
<tr>
<td>Size in person/years</td>
<td>400</td>
<td>343</td>
<td>85</td>
</tr>
<tr>
<td>Modularity of product architecture</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
</tr>
</tbody>
</table>

project duration and (v) project size in terms of person/years. For confidentiality reasons, we refer to these projects as project Alpha, project Beta, and project Gamma. The three projects had a number of broad similarities, as well as differences. All projects were outsourcing contracts. In terms of scope, projects Alpha and Beta were large. Gamma on the other hand, was a medium size project. Concerning the nature of contractual agreement between vendor and client, Alpha was a fixed-price/fixed-duration project, while Beta and Gamma had a flexible timeline.

Furthermore, the projects were called ‘agile’, but in reality a mix of agile and structured practices were used. The interaction provided to the client incorporated all the required agile practices: delivery of working (and tested) software in regular increments, intensive contact with the client, incorporating changes as appropriate, and on-site customer representation throughout the project. Internally the vendor complied with those agile practices needed to make the project ‘agile’ to the external world. However, the project was organized along traditional lines, hierarchical in structure and supported by extensive documentation. A CMM-5 organization cannot really make allowances for alternatives (Barlow et al., 2011). Also, software developers cannot change the core values from one project to the next (see Banerjee et al., 2011), for an account of the tensions encountered by a CMM-5 certified vendor when working on agile projects). It is the vendor’s core value to satisfy the client, and a mature organization should set up the processes accordingly.

Specific case study participants were selected from the three projects, based on the following criteria: (i) they had common professional characteristics pertaining to the topic of our study and (ii) they had the potential to offer information-rich experiences.

The list of case study participants is presented in Appendix A, indicating the details of the participants’ roles in the company and the mode in which the respective interviews were conducted. The projects Alpha, Beta and Gamma were successfully completed, although, they were still running projects, at the time of our analysis (December 2010 to August 2011). We will now describe the contextual setting of each case study project in more detail.

3.2.2. Project Beta
This project had around 35–40 people in the team, whose function was to complement the existing development team on the client’s side, leading to a total of about 150 people. The team was not engaged in a specific project, but was in place in order to enhance the client’s existing development effort. At the time of the interview, this engagement had been in operation for three years with Agile as the adopted development methodology. Various products were under active development, and these products were divided into ‘releases’; each release consisted of a number of sprints of either two or four weeks. The requirements here were in a constant flux, with the mind-set to accommodate requests from the business, whenever possible. But, following good practice, requirements changes were taken up in between sprints, not during a sprint.

3.2.3. Project Gamma
In this setting, the client was internal, but not co-located. Unlike the other two projects which had external clients, this project developed a product for an internal client, who then used the product to develop solutions for an external customer. For the purposes of this paper, we will refer to the system development team as the ‘development team’ and the internal client’s team as ‘the client’ (as there was little to no direct interaction between the first development team and the external client). The project consisted of 85–90 people, with 35–40 people on the developer’s side and 50 on the client’s side (again, we refer here to the internal client). The product was a model-driven development environment. In contrast to projects Alpha and Beta, the Gamma development team actually owned the product, and used its interaction with the client as a way to expand the product with the aim to make it widely applicable in a broad range of settings. As the client used the tool for their own development, they actively discovered bugs or limitations and sent the change requests to the development team. The development team then tried to accommodate these requests as quickly as possible so as not to slow down the client’s development effort. In contrast to Alpha and Beta, the requirements for the products in Gamma were not only determined through feedback from the client, but were also influenced by the fact that the development team had its own long-term plans for the tool and worked towards those plans. Another factor influencing requirements was a separate process of internal proof-of-concept development for showcasing the tool’s capabilities. As the tool’s development was part of a broader research initiative, the research team also played a role in designing the project. Although the model-driven development environment project had been underway for at least 10 years, the development team had switched to Agile only four months before the interviews were conducted. This transition was triggered by the advantages that the client team had achieved through their own transition to Agile earlier. Individual sprints were four weeks in duration at the start of the transition, but were later extended to six weeks to allow for more time for testing and consolidation. Between the sprints, a period of one or two weeks was used for planning the next sprint (in the other two projects, this happened concurrently). As with project Beta, changing
requirements were accommodated whenever possible, but intra-
iteration re-prioritization was kept to a minimum.

### 3.3. The data analysis process

The interviews were tape-recorded and then transcribed by one researcher (van der Veen). The analysis was supposed to be done in collaboration, but one was located in Asia (van der Veen) and the other researcher (Daneva) was in Europe, thus the researcher responsible for data collection (van der Veen) took special care of the transcribed information. For example, he added notes about the non-verbal language of his interviewees, and clearly indicated whenever an interviewee paused and expressed doubts regarding the completeness of the information provided. This turned out to be critical information for the other researcher who was engaged in the coding. Once the transcripts were ready, the data analysis guidelines of the GT approach (Charmaz, 2007) were applied. Essentially, GT analysis includes ‘coding’ and ‘constant comparison’ of the interview data. Coding is a way of learning to know the data. It is the process of conceptualizing the data by reading the data line-by-line and marking a segment of data with a descriptive word. Constant comparison is a process by means of which one constantly compares instances of data that are given a specific category name, with other instances of data, to see if these categories fit and are workable. This process helps in grouping the data into categories. The resulting codes and categories guide the writing up of the results and aid in improving the accuracy of the claims (Charmaz, 2007).

GT methodologists recommend iterative coding and constant comparison. Two researchers (van der Veen and Daneva) coded the interview text independently, at different locations and with little communication between them. This was done to ensure code validity. However, the results of the coding and interpretation of the data were discussed and peer-reviewed iteratively with two other researchers (Amrit and Sikkel), to establish consistency and categorization of the emerging clusters. Our analysis proceeded as follows: two researchers first read the interview texts and attached a coding word to a portion of the text—a phrase or a paragraph. The coding words were selected to reflect the relevance of the respective portion of the interview text to a specific part of the studied phenomenon. This could be a concept (e.g. ‘requirements dependency’, ‘technical debt’), or an activity (e.g. ‘development effort estimation’). Some of the codes were a logical continuation of the composition of the interviews, as standard aspects of the process were discussed, e.g. ‘size of the team’ or ‘decision-maker’. In the case of specific incidents, we asked the interviewee what concept or activity the interviewee had been talking about, which was duly noted. We then clustered all pieces of text that related to the same code, in order to analyse it in a consistent and systematic way. Then the codes were compared to each other for the purpose of searching for similarities and differences between them. This inter-code comparison enabled us to identify underlying and emerging uniformities in the meanings of the codes (i.e. the concepts or activities) and with this we produced categories. Other categories, and thus unanticipated codes, emerged during the coding process. These primarily concerned concepts and aspects of the process we had explicitly not addressed in the questionnaire, for example, ‘deli-

tory stories that describe the non-functional requirements and architecture’, ‘domain owners’, or ‘risk…’. An illustration of our coding is presented in Appendix B (Table 6). This example uses transcribed text from the project Beta, where the code corresponds to the italicized interview text. The full list of codes is given in Appendix D.

The emerging categories were analysed in relation to our research questions. The categories were clustered into headline themes (as described in Section 4), i.e. similar categories were aggregated into a headline theme. Each headline theme addressed one of our four research questions. The results of the data analysis are presented in Section 4. The discussion of these results is in Section 5. As is customary in qualitative case studies, when describing the categories, sample quotes are provided to vividly illustrate the points that the interview participants raised or shared (Charmaz, 2007).

### 4. Results

#### 4.1. The roles of the clients and developers

**RQ1:** Who are the decision-makers in the prioritization process? What are their roles and what are they responsible for?

From the vendor’s perspective, our findings indicate that people who are assigned one of five roles, namely Business Analyst, Tech Lead, Domain Owner, Delivery Team Head and Test Scenario Team Lead, collaboratively make requirements decisions at inter-
iteration time. The decision to sign-off is made by the client’s Product Owner. We note that, unlike the product owner’s role described in agile books (e.g. Larman and Vodde, 2010), the product owner in our case study is a person at the client organization. The Project Owner is responsible for overseeing the project and for making sure that the right changes are communicated to the vendor in a timely manner (e.g. before the vendor’s team starts implementing the requirements that would be subjected to changes). The product owner is advised regarding business decisions by Subject Matter Experts who are also representatives of the client’s organization. These are senior managers responsible for various parts of the business. For example, in insurance, this would be setting up insurance policies, managing client complaints or defining long-
term care benefits. Thus the five mentioned roles of the vendor’s organization can be described further as: (i) Business Analysts who document the business process and data requirements in the form of user stories, (ii) Tech Leads who are functional managers of software development staff (e.g. design, testing), (iii) Domain Owners, who are responsible for accumulating knowledge concerning the client’s business domain, sharing it among team members, and packaging it in a form that is reusable in future projects, (iv) Delivery Team Heads who are ultimately responsible for ensuring that their teams of domain experts deliver all the desired functionality along with the architects responsible for designing a system architecture that meets all the non-functional requirements, namely maintain-
ability, changeability and usability, and (v) Test Scenario Team Leads who are responsible for ensuring technology dependencies and any constraints are considered as early as possible in the agile reprior-
tization process. Below are some examples of our interview data used to support and illustrate the above findings.

"It is product owners [who are responsible for decisions on priorities]. Then [our] delivery story team, we have business analysts. And then tech leads are also involved in that to say ‘this is the sequence and this is the way we can implement it based on the design perspective’. So these are the three people who are involved. And then in some of the teams we have the scrum masters also. They’re also part of that" (Alpha, P3)

This statement by P3 (from project Alpha) illustrates the important roles played by the Product Owners, the Business Analysts and Tech Leads.

Furthermore, P1 in project Beta said the following about the roles in the project’s prioritization process.

"Business analyst will have interaction with the business customer, and later with the IS analysts, you go on with the developer who does the architect work also. Ok? So the developer and the tester are here, ok? Once it is all done, you go for
the business sign-off. So it has been this, where the business customers were on the client side. **Business analysts** were both... on-site and off-shore, and the **IS analysts** were from the client side. Ah... see, I'm just specifying this from the client side to say that they take the ownership, but we will be included in all the...” (Beta, P1)

Here, with the term **IS Analyst**, P1 is referring to the **Project Owners** described in the paragraph above. This highlights the importance of the **Business Analysts and Project Owners** in the development process. P2, from the same project Beta commented on roles and prioritization as follows:

“[...] and the task will be... like actually, the **scrum master** will come up with the high-level information about what he is about to do. [...] Based on the developer input, analysis and analyst explanation, we will go for the high-level estimation, the tasks will be allocated and we will go with the task” (Beta, P2)

Here we need to equate the **Scrum Master** role described by P2 to the role played by the **Tech Lead**, as described in our findings above. The statement above expands on the crucial role played by the **Tech Lead** in prioritizing the requirements whereby prioritization is taken up by the **Delivery Team Heads** (developers), Test Scenario Team Leads (testers) and **Domain Owners** (managers).

We note that the Domain Owner and the Delivery Team (and the Delivery Team Head) roles were sensitized to the new concepts that were introduced due to the use of agile RE practices in the company. Regarding the Domain Owner role, our interviewees deemed that the complementary use of this role (in addition to the well-known roles of business analyst and product owner), increased the accuracy of development estimates and improved the collaboration between the development team and the client’s product management. For example:

“There would have definitely instances of ah... development team now knowing specifics of that [...] in all the domain actually they have **domain owners** sitting here; SMEs or **domain owners**. So that issue didn’t actually persist for long. So it’s a... as and when we didn’t know something we went and asked them (domain owner) and it was just on the spot we clarified that and they provided that knowledge.” (Alpha, P4)

The above quote from participant P4 (project Alpha), describes how the client’s **Domain Owner** role improves and facilitates the vendor team’s interaction with the client. Development efficiency was also increased by eliminating efforts formerly spent on detailing requirements up front that were no longer relevant at the time of implementation. Furthermore, a designated delivery team comprising of senior architects considered the pragmatic approach to include non-functional requirements early in the agile RE cycles, trace those to concrete architecture design choices, and analyse the impact of changed requirements on the architecture.

### 4.2. Requirements prioritization criteria

**RQ2**: What prioritization criteria do large project teams use to make value driven decisions at inter-iteration time in an outsourced mode?

All our interviewees indicated that the concept of business value (which is native to agile, according to agile book authors, e.g. Eckstein, 2004) is more related to the realm of the client. According to them, the business value in a particular project is explained in the project’s business case. The client’s product owner makes sure that the business requirements that go into the user stories are indeed of value to their business. The vendor assumes that the client has profound knowledge of the business value used to represent their organization and that the client would communicate proactively any changes that could affect the business value of the product features being delivered (e.g. changes necessitated by revised or new legislation or regulatory rules specific to the insurance industry as a whole). The responsibility of the vendor is: (1) to capture the requirements in user stories and each one (according to our participants) should include scope, non-functional requirements, business rules, and acceptance criteria and (2) to transform the user stories (written, and updated by the vendor’s business analysts on behalf of the client) in architecture design and in working code. This transformation is supported by the so-called **Delivery Stories**. These are translated user stories, into designs and test scenarios. A delivery story (1) can be estimated in terms of size of the functionality to be created, and also person/hours to ‘deliver’ it, and (ii) has an associated risk (from the perspective of the vendor’s team), if it is subjected to later changes. We explain the concept of **Delivery Story** in more detail in Section 4.3.3. Hence, the risk in project Alpha was related to anything that endangered the project delivery, according to the fixed-price/fixed-schedule contractual agreement. (We will expand later in this section that risk is as important a prioritization criterion as business value). However, though less critical, projects Beta and Gamma, with flexible price/schedule agreements, had associated risk with repetitive project delays and additional costs.

All participants deemed the delivery stories as the pillars in the requirements reprioritization processes, because the calculated estimates were based on them. The delivery stories are created by a special delivery team responsible for the project. Software architects play an active role in this team, as they ensure that the architecture design choices that are made during requirements reprioritization are compatible with the earlier made choices.

Most interviewees in projects Alpha and Beta indicated that **Requirements Dependencies, Volatility, Risk, Effort, and Technical Debt** are the prioritization criteria used by the vendor’s organization in the agile requirements reprioritization process. These criteria are also used to decide whether to escalate requirements issues to the client’s product owner.

All interviewees in project Alpha put forward the concept of requirements dependency. For example P2 (project Alpha) said:

“[...] if at all, the **dependencies** have been identified very clearly, we can go ahead, otherwise we have to look into the **dependencies** first, and then decide, maybe not the entire series maybe we’ll pick the initial, [...] . Those are, mainly, these re-prioritization is mainly triggered by the **changing requirements**, and not getting the signed-off requirements on time also. [...] For each **user story** I should know this user story **depends** on all these, ok? So, inside the design, inside the story we definitely have one explicit placeholder for marking the **dependencies**, but the same thing we want to track it in the backlog itself.” (Alpha, P2)

Hence, P2 describes the prioritization difficulties faced due to the volatility (from the technical perspective, as we shall explain later), dependence between requirements and specifically due to dependent user stories.

P2 from project Beta had the following to say about requirements dependencies and prioritization:

“[...] Ah... but when, when we go for the long run, say, when we are trying to pick up our... pick up the task in backlog, obviously they’ll pull out the **dependency items** or the user stories together. [...] . So... yes, when we do the **re-prioritization**, or the planning, they will bring the **user stories** which are **dependent** on each other.” (Beta, P2)

However, requirements dependencies played a lesser role in project Gamma in the prioritization of requirements. The reason for this was the design architecture for the Gamma project was
more modular and had fewer dependencies (and these were well known) compared to the architecture of the Alpha and Beta project (Table 2). This is expounded by the following statement by P0 (from project Gamma):

“Yeah, they will have ah... from their perspective yes, definitely they will have to do that analysis. Here, more or less, the features are atomic, and the dependencies are very well known. So... it’s... by definition only, they come out easily.” (Gamma, P0)

The case study participants pointed out six types of Requirements Dependencies:

(i) **Inter-domain** dependencies that are concerned with requirements cross-cutting multiple business areas (e.g. client’s policy set-up and client’s complaint management).

As P5 from the Alpha project said:

“And... and the interactions here are not silo-ed. It is actually across domains. Ah... what happened was; as we went through the user stories, we would actually come across... we would see that there were many dependencies between each of these, you know, processes, entities.” (Alpha, P5)

(ii) **Intra-domain** dependencies which refer to sequencing requirements that build upon each other within a specific business process (for example, before closure of a client insurance file, certain activities must happen beforehand). For example, Interview Quote 9 (from (i) above) also described the intra-domain dependencies – dependencies between processes and entities.

(iii) Dependencies **due to downstream activities**, i.e. sequencing requirements in a way that maximizes the use of the available human resources (e.g. testers, designers, architects). For example, P1 from project Alpha had the following to say:

“So... and sometimes we pick up stories parallelly because I cannot put the stories on hold, there is a lot of downstream dependency, so we work on parallelly, agreeing with domain owner.” (Alpha, P1)

(iv) **Team-based** dependencies concerned with avoiding multiple teams having to work on the same or on dependent artefacts. For example, P1 from project Alpha indicated:

“[...] And having more scrum teams also would not help because of dependencies and components... the application is so... it is a single mono-source component application, so that gives a lot of challenges in terms of having more resources also, because at times four people have to work on the same component. Which might be easy, but still... merging at the end of the sprint, it’s a nightmare.” (Alpha, P1)

(v) Dependencies **among user stories**: these are imposed by the order of activities in a specific business process (e.g. client’s identity data needs to be entered before client’s file is altered).

“We went through the user stories, we would actually come across... we would see that there were many dependencies between each of these, you know, processes, entities.” (Alpha, P5)

(vi) Dependencies **among delivery stories**: these are dependencies between non-functional requirements (e.g. usability, maintainability) and architecture choices; for example, the first quote in this section (Alpha, P2) refers to such a dependency.

Furthermore, **Volatility** is a feature of group of requirements which the client anticipates to change. Our interviewees indicated two types of changes were permissible in the project: (i) changes from a business perspective, which means changes because of new/updated legislation and regulation rules, organizational priorities (e.g. mergers and acquisitions happening in the client organization), new/updated business rules and (ii) changes from a technical perspective, which refers to the cases when the vendor’s tech leads find delivery stories too expensive or too inflexible (e.g. severely limit the architecture) or when team/downstream dependencies cause changes necessitating reprioritization of the requirements, so that the project gets finished on time and within budget. For example, as shared by participant P0 in project Alpha:

“We completed the delivery story we were supposed to start, and then we came to know that those stories were not correct anymore because of the changes to the legislations.” (Alpha, P0)

This statement by P0 clearly illustrates volatility due to changes in the business perspective. This is in line with the first quote in this section (Alpha, P2), also illustrating a typical example of volatility from the technical perspective.

Next, **Risk** is considered by our interviewees as anything that questions the project’s ability to deliver the system according to the planned deadline. Risk might refer to any changes that call for a severe redesign of the architecture, or any changes that impact some essential non-functional requirements, e.g. maintainability. Since the vendor will be responsible for maintaining the system later on, the vendor’s team is committed to a high level of maintainability. Hence, they treat any delivery story that is not compliant with the objective of making a system highly maintainable, as a risk. Apart from risk, **Effort** has to be taken into account. It implies the estimated amount of person hours to complete a delivery story. The vendor’s organization uses empirical data about the productivity of their teams to provide accurate estimates (if feasible) as an input to the requirements reprioritization process.

Lastly, **Technical Debt** implies the amount of architecture-redesign related work that accumulates over a period of time, due to the short-term perspective on architecture. Newly arriving requirements may be technically un-implementable because of limitations in the current architecture. The need to accommodate these requirements would mean having to invest a significant amount of effort to redesign the architecture. Technical debt refers to those situations where it is considered safe to start on the development without having to focus much on architecture design. If agile projects are in such a situation, technical debt becomes a prioritization criterion. Table 6 (Appendix B) presents an explanation of this concept by a participant in project Beta.

According to our interviewees, the concepts **Risk** and **Effort** seem to be closely related, from the vendor’s perspective. Our case study participants emphasized the fact that risks as perceived by clients and vendors differ, and it was perceived that vendors are more likely to incur additional effort that in a fixed price/fixed schedule project, additional effort (e.g. adding new project staff, billing) pertains solely to the vendor. But the vendor would then have to ‘spend’ (elsewhere) employable people at no extra cost. The vendor would try to minimize this, if an effort-intensive user story is deemed high-priority. They explained that if a project is not fixed-price, it becomes a risk for the client and there would be intense deliberations as to whether the effort being proposed by the vendor is really justified. At this point, according to our interview data, the importance of trust and ‘relationship’ between vendor and client comes into play. The interviewees agreed that these aspects could well be subjective to some extent. However, they thought that if we explicated the domain knowledge being used to make the effort estimates and to assess risk – based on a systematic process – it might be less subjective. This relation between **Risk** and **Effort** can be seen in the following quote by P3 from project Alpha.

“Today morning we had one discussion where we were saying ‘if you implement it somewhere else, it will save our effort, and it will be a right thing’. But the way the business team, they explain, they said no, this is a scenario. But then we found there are other gaps also. So, what we say, we will implement this,
or we can keep a reason for this, once a change request comes for this, we will implement this portion. So it helps us to put the right thing instead in future we would again do a rework. So you give me additional requirements and I’ll plug it. Instead of I’ll rework something now I will take out the things now, and in future I will implement your solution”. (Alpha, P3)

4.3. Characteristics of the project’s settings that influence the prioritization process

**RQ3: What is the relationship between project settings and requirements prioritization?**

We found that the requirements prioritization processes were consistent throughout project Alpha regarding: (i) the shared understanding of the client’s business value as the key driver, (ii) the way risk was treated and the attention that was paid to it, (iii) the use of delivery stories for effort estimation purposes, (iv) the change impact analysis procedures being used, and (v) the communication and escalation procedures that were followed to interact with the client’s product owner. The perceptions on how the reprioritization process was carried out varied from participant to participant. Different actions were taken by different participants as a response to effort estimation information. Each participant represented a specific role and the variations are traceable to these roles. This implies that though the interview data provided by business analysts did not diverge, the experiences of the business analysts, scrum master, portfolio manager, as well as the project’s testing scenario lead varied. For example, the testing lead was more concerned with requirements dependencies in terms of downstream activities and escalated them on a regular basis, while the business analysts were mostly focused on inter-domain and intra-domain dependencies. On the other hand, our interview data revealed that in projects Beta and Gamma the answers to our RQ1, RQ2 and as a consequence RQ3 were different, as shown in Table 3. Looking at RQ1, although project Beta had the same number of roles, project Gamma had significantly less. Also, most of the criteria we mentioned as important for project Alpha were reduced or of no importance for projects Beta and Gamma. We think the reason behind this could be the different degrees of outsourcing (Table 4) in projects Beta and Gamma, as compared to the more traditional outsourcing scenario in project Alpha.

In what follows, we discuss some context factors held to be responsible for the consistency of the requirements reprioritization process (and the types of variations we observed), as suggested by our interview data. These are: maturity of the organization, the way domain knowledge was shared, and the use of delivery stories as an artefact in the agile requirements prioritization process.

### 4.3.1. Maturity of the organization

Our data analysis indicates maturity of the organization is a vendor’s quality that the interviewee deemed instrumental to the scaling up of agile practices, so that pieces of enterprise system functionality of high business value for the product owner can be delivered quickly and visibly. Being mature (e.g. CMM level 5) means that a vendor has a robust infrastructure for software process improvement. If such a vendor chooses the agile paradigm as their improvement strategy, the vendor can leverage the process improvement infrastructure and design working proposals on how to implement the agile principles and practices in their organizational environment, so that an agile process for system delivery is repeatable and predictably successful. An example of ‘leveraging process improvement infrastructure’ is the use of the enterprise modelling tool ARIS (Scheer, 2000) for mapping the business requirements onto the architecture design of the system to be delivered. (ARIS has been the leader in the tool market for the last 20 years of large enterprise systems projects). We note here, that our interviewees were not referring to organizations that just strive to obtain CMM level certifications (for the sake of being certified), but companies that create an environment in which teams and employees are genuinely committed to actual efforts in selecting relevant, applicable and feasible agile practices as well as ‘customizing’ these agile practices to suit different kinds of project execution scenarios (e.g. offshore or outsourced). We think it is realistic to assume that not all mature (e.g. CMM level 5) companies have this special focus. For this reason, although it is intuitive to believe that the maturity of CMM 5 organizations can help the performance of an agile project, we think the maturity level is not the only aspect determining the success of agile practices. Instead, we think the special focus on process excellence and the organization’s urge for adopting and adapting agile values and practices influences the agile prioritization process, as described in this case study. In our case study site, all professionals were briefed on why and how agile approaches would be used in the organization and in the project. The plans for the use of agile approaches were elaborated in detail (by the vendor’s program management office and process excellence team) and written down to make sure all processes were defined and followed. For the policy to be effective, it came with basic information and everyone working on the project had to know it.

### 4.3.2. Domain knowledge sharing and the complementary use of roles

Our data analysis indicated that domain knowledge sharing (which was broadly encouraged in the vendor’s organization, see Oshri et al., 2007) seemed to be an important context characteristic affecting the way in which agile requirements prioritization was implemented. A feature of the agile RE process in our case studies was the complementary use of the Domain Owner role. This put an emphasis on the accumulation and sharing of knowledge and,
where needed, the transfer of domain knowledge from clients to developers. PI from project Gamma had the following to say about the complementary use of the Domain Owner:

“We have a kind of [specifically responsible for the domain knowledge in the team]... business analyst, they understand the domain. And then there are some set of people who work for... only for development, development activity. So there are business architects, technology architect... business architect works closely with the domain people. And then we have enterprise architect, they understand both.” (Gamma, PI)

In our view, the fact that the vendor proactively considered the need for sharing knowledge (and in turn organized the agile RE process by paying a lot of attention to it) is not accidental, because domain knowledge sharing is related to the vendor’s maturity and commitment to adopt/adapt agile practices (Oshri et al., 2007). As stated in the Agile Manifesto (Beck et al., 2001), the agile values and practices are primarily oriented to the team and project level and their premises rely heavily on the team of professionals immediately involved in a particular project effort. One can easily assume a highly mature vendor will want his/her processes propagated broadly and across different locations. A highly mature organization that has already established both the infrastructure and the mechanisms can be expected to preserve knowledge and information (and methodically apply approaches to making knowledge explicit across teams), and it is natural for it to maximize the benefits of the infrastructure and use knowledge sharing to strengthen the agile RE and project delivery.

4.3.3. Delivery stories as artefacts

General practice in agile methods is the specification of requirements as user stories. One novel concept was discovered with respect to the implementation of Agile in this setting, that of ‘delivery stories’. This was introduced by the project Alpha team and was adopted later by project Beta as an internal best practice. Delivery stories are created by taking user stories and extending them with a functional specification, high level design and test scenarios. This provider the vendor with an assessment of what needs to be done to deliver the user story. As one participant remarked:

“[...] it is not easy to comprehend from the business rules and directly develop. There is no proper flow sometimes, so, we had formulated delivery story idea.” (Alpha, PO)

The Project Lead for project Alpha described delivery story as the following:

“[...] delivery story is like a pre-development work for the Scrums” (Alpha, PI)

According to the experiences of our interviewees, the delivery story concept provides large projects with something more measurable and concrete than the concept of user stories. A number of participants from projects Alpha and Beta stressed the importance of delivery stories. However, though the participants in project Gamma did not explicitly use the delivery story concept, they did have an intermediate translation model between the user stories (the output of gathering requirements) and the final architectural design specification. A consultancy team translated the user stories into more concretely defined specifications for the developers. This represents an intermediate stage between the purely agile style and the formalized delivery process of Alpha and Gamma. With the help of the interviews as well as project documents made available to us, we have pieced together the steps that go into the ‘user story – delivery story specification process’. Below we describe how delivery stories are created (according to the data collected from the interviews).

First, the vendor’s business analysts acquire the user stories from the client. This user story is then assigned an owner, usually the responsible person on the client’s side. Individual user stories are placed in context (based on common features) with each other in a process map, which is a way to explicate dependency and functional sequence. At the start of development iteration, the user stories are taken up from the project backlog and turned into delivery stories. Groups of user stories are associated with a generic ‘feature’. The complexity of each feature is then estimated by means of a metric (high, medium, or low). The interviews indicate that this complexity metric is based on the experience and gut feeling of the business analyst, rather than on formal criteria. Participants did suggest they would adopt a more formal approach if one was available. Features are then mapped into sub-processes, which then evolve into the eventual delivery stories as they become further specified. For each of these sub-processes, the client defines business rules, together with the acceptance criteria for each business rule. The vendor’s business analysts then take up these business rules and acceptance criteria, and translate them into functional specifications. At this point, the design team takes over and creates design specifications from the functional specifications, while the testing team uses them to create test scenarios. This process is summarized in Fig. 1.

It should be noted that all the different elements depicted in Fig. 1 are mapped onto one another through a traceability system that lets project team members navigate from the specific user story, to business rule and functional specifications. This enables project management to maintain a high-level overview.

At the end of this process, the following properties are associated with each delivery story:

• number of use cases
• required time for use case implementation in person days
• number of GUI Screens
• required time for GUI Screen implementation in person days
• business rules and validations
  – number of business rules
  – number of validations
  – number of field validations
• number of test scenarios
• required time for test case preparation in person days
• required time for data models in person days
• total time required for sub-process implementation

The interview data suggests that the delivery stories are created in close collaboration with the client’s representatives. Once this process is over, requirements are concrete enough and they can be handed over to the actual development team while minimizing uncertainty. Our case study participants agreed, formalizing and concretizing user stories in this way helps bridge any gaps in understanding that may exist between clients and developers. While this process makes requirements more explicit, clarification requests can still be raised.

4.4. Balancing value creation for both the vendor and the client

RQ4: How does the vendor's team combine value creation for their own organization with value creation for their client?

Based on the interview data, we distilled ten practices which the case study participants considered ‘to work well’ in a large agile project, but there was a clear need to balance value for the vendor and value for the client. The participants perceived the vendor’s and the client’s perspectives as ‘opposing sources’ and indicated that they made a conscious effort towards ‘combining value-creation for the vendor with value creation for the client’. Each interviewee was asked what he/she did personally with respect to this, hence we
were able to distil clusters of actions belonging to an overarching theme. This in turn led us to formulate practices in an actionable format as follows:

1. Maintain traceability between user stories and delivery stories at all times. This allowed everyone on board to see how a high-level business process ‘translates’ into smaller chunks, namely user stories and the respective delivery stories.
2. Establish a dedicated Delivery Story Team. These are people directly responsible for the ‘translation’ of the functionality, as requested by the client for the architectural design.
3. Run series of workshops (user story workshops and delivery story workshops). This is the particular manner whereby the large vendor team created rapport and built trust with the clients. (The modus operandi of the workshops was: some initial face-to-face meetings followed by video-conferencing and teleconferencing, at regular intervals.)
4. Establish the role of Domain Owner. This role was deemed critical for acquiring knowledge about the core business processes and operational procedures specific to the insurance industry. The expected pay-off was that at the time of system maintenance, the domain owners would be instrumental in running the maintenance and operation processes effectively and efficiently.
5. Understand requirements dependencies before carrying out the design. This was critical to avoid the unnecessary implementation of complex functionality (only to subject it to changes a few days later).
6. Set up the Product Owner role at the client’s site. Unlike the recommendations in agile books which refer to a product owner as someone on the vendor’s site who ‘represents’ the client, in our case study project the client installed the Product Owner role.
7. Use the requirements change impact analysis process set up at the vendor’s side to communicate with clients. The vendor’s team had clearly defined policies about which requirements changes were permissible and which were not. They consistently used the change impact process whenever they found elevated risks associated with specific delivery stories.
8. Ask the Product Owner to confirm any changes directly and resist the temptation to second-guess the client.
9. Use status (every three weeks) to signal transparency. The case study participants deemed this to be instrumental in building a trusting interaction with the client.
10. Be prepared for the training on the domain to be gradual. In our case study, training activities were all supported by the client organization. For example, the client in Alpha produced a 100-page book on how the core business processes work. Our interviewees deemed the training ‘extensive’. In their view, the training meant investing resources (that were probably saved due to the adoption of agile practices!). They emphasized that the training was a worthwhile investment, as its returns would be realized in the next project with the same client organization.

We noted that the practices were derived directly from the interview responses to 14 Questions in the interview guide (Appendix C). We refer interested readers to Appendix C, questions Q.1–5, Q.1–9, Q.2–2, Q.2–7, Q.2–10, Q.3–11, Q.3–6–Q.3–8, Q.4–4 and Q.4–5). We also noted that not all practices were mentioned by all participants. However, because we wanted to describe the diversity of experiences of what made agile work, we included all the themes mentioned without counting the frequency of their occurrence.

5. Discussion

Our exploratory case studies were embedded in a CMM Level 5 organization and covered different types of outsourcing engagements (see Table 2). Fifteen of their extensive review of outsourcing literature, provide a typology of outsourcing arrangements. In the typology they mention the degree of outsourcing (total, selective and none) as well as the amount of ownership (internal, partial and external). Furthermore, Dibbern et al. (2004) define total outsourcing as the transfer of IS assets, leases, staff, and management responsibility for the delivery of IS products and services from an internal IS function to a single third party vendor which represents more than 80% of the IS budget. Selective outsourcing refers to “the decision to source selected IS functions from external provider(s) while still providing between 20% and 80% of the IS budget internally." None implies keeping the management and provisioning of more than 80% of the IS budget internally.

As shown in Table 4, our embedded case studies cover the spectrum of outsourced project ownership. This gives us the unique position to also determine the impact of the different types of outsourcing arrangements on agile requirement prioritization. We observed that certain roles as well as prioritization criteria were given more importance as we moved from a typical Outsourcing scenario (project Alpha) to a more internal sourcing scenario (project Gamma) (Table 2). We also noticed that certain practices like the use of Delivery Stories that we observed in projects Alpha and to a lesser extent in project Beta were not so important in project Gamma. This was of course also due to the size of Gamma (Table 2).

The case studies yielded a few findings regarding the essential aspects of requirements (re)prioritization in large agile projects, which deviated from what agile literature says about these aspects.

![Fig. 1. The user story – delivery story translation process.](image-url)
Overall, these findings revised parts of our understanding of the following:

a) the roles on the client’s and vendor’s sides, such as the significance and utility of the Domain Owner role;
b) artefacts, like the Delivery Story, that helped in understanding and prioritizing the requirements;
c) the prioritization criteria used, and the implementation of agile practices were different based on the contexts of the embedded case study projects.

We conjecture that the introduction of both specific roles (e.g., Domain Owner) and specific artefacts (documentation) were due to (1) the high maturity of the organization the case studies were embedded in and (2) the organization’s effort to leverage domain knowledge. We will now discuss some findings in more detail and will add some general observations.

First, an important role was played by the Program Management Office (PMO) and the Process Excellence (PE) team in the vendor’s organization. Their involvement in scrutinizing scenarios of how to implement agile practices in a project was critical. In each of our different embedded case studies, we noticed the PMO and the PE teams let the project team try out a proposal for agile practice implementation and learn from it, and then only decide (based on reflections from learning) whether to continue using the practice as implemented, or to modify it in the next iteration. This led to lessons emerging as the project progressed, and also ensured that the new lessons were gradually incorporated into the company’s ways of getting things done.

Second, this set up, allowing lessons learned to be incorporated, led to a new concept that merits further attention: the Delivery Story. According to our interviewees, although user stories describe system functionalities in terms of the client’s business, they do not really describe the specific implementation details. In a small project, this is not problematic, as one gets to understand the design specifications, dependencies and functional requirements quite quickly in the short development iteration. However, in a large project, involving a lot of functionality, the requirements need to be more detailed and specific on the implementation details in order to facilitate better effort estimation. Delivery stories capture the same functionality as User Stories, yet they also add those details that are needed to plan their implementation. These details include functional requirements, design specifications (where appropriate), security requirements (if applicable). Delivery stories are created from user stories by turning them into functional specifications, high-level designs and test scenarios; see Section 4.3.3.

Delivery stories do play an important role in (re)prioritization, because they have an associated effort and risk. Also, fleshing out the design details helps in understanding the requirements better. Hence, the information in the delivery stories helps in making sure that the business requirements are technically implementable. Lastly, delivery stories are a vehicle of communication between the vendor’s teams and the client.

Third, vendor’s value, volatility and effort are deemed key prioritization criteria, besides client’s value. The concept of requirement’s dependencies plays a critical role in balancing the vendor’s and the client’s value generation when making a decision on requirements priorities. Focusing on dependencies as early as possible in the project was deemed beneficial, because of its potential to save rework and redesign. Our interviewees pointed out that if uncovered late, complex inter-dependencies on other system components and environments could hamper productivity, as a small change in one system can lead to a cascade of rework in numerous different places. However, requirement dependencies only play a significant role if the architectural design is not very modular and/or if the dependencies are not universally well known to the development team members. As seen in project Gamma (Table 3), dependencies did not play such a significant role in managing risk as the project was very modular (Table 2) and the few dependencies were common knowledge to the team members.

Fourth, an interesting observation in our study is that agile RE was not treated as a tool-based approach that should be rolled-out across the project organization. Rather, it was considered a client’s value-based approach. As a matter of fact, according to our interviewees, no special tool was used for agile RE. The vendor’s team members were, however, well aware of the business needs of their company to make agile philosophy work in large projects and were highly committed to making it succeed. This observation converges with the observation of McDowell and Dourambieis (2007) at British Telecom, whereby in order to be successfully agile in large projects, “team members have to want to do it”.

Fifth, a unique context factor in our case study organization was the determination to leverage domain knowledge. Domain knowledge is a reusable asset in follow-up projects (Oshri et al., 2007). In fact, delivery stories are a way to document knowledge. The reasoning being: in a small development team, such knowledge can be pooled between the team members; in a larger setting, this is impossible, and the knowledge flow needs to be organized. The essence of delivery stories is that requirements are immediately linked with essential pieces of implementation knowledge in a single artefact. Otherwise, these may get stored and known in different places. This information comprises functional specifications, related business rules, design specifications and test scenarios. The successful application in the case study projects shows the feasibility of this approach. We also observed that the commitment to leverage domain knowledge brought up the role of Domain Owner. This role is an expensive investment, as it requires extensive training. However, it is expected to pay off in any follow-up projects with the same client. We note that, indeed, the vendor’s organization has taken up several initiatives to build reusable domain knowledge assets based on the lessons learned by delivery teams and domain owners when implementing large projects. There is evidence from other fields that the pay-offs and the value of the domain owner’s roles are fully justified. For example in the field of RE for enterprise systems (e.g., ERP) similar roles have been documented. Earlier publications (Daneva, 2003) revealed that if RE is to succeed in enterprise system projects, the team must have three types of expertise: (1) in common business processes in the client’s business sector, (2) in specific business processes of the client organization, and (3) in requirements models which define how the client’s business processes will be supported by the system. In our case study project, the role of Domain Owner was supported by means of tool-and-standards-based processes. For example, process modelling was accomplished by means of the ARIS toolset (Scheer, 2000) (a leading product in the market of tools supporting model-driven enterprise system implementations). User stories and delivery stories were linked to the activities and events in the ARIS event-driven process chains (Scheer, 2000). In turn, this not only ensured traceability between requirements documents at different levels of detail (e.g. business processes in ARIS, user stories, and delivery stories), but also accumulated, packaged, and shared business process knowledge. The role of the Domain Owner and the environment settings that help it succeed and make an impact on the project, are under-researched in the agile RE literature. We think that one can expect agile projects to benefit in certain ways if experienced domain owners are on board. However, further research is needed to collect and analyse evidence to confirm or reject this hypothesis. The vendor’s organization has taken up several initiatives to build reusable domain knowledge assets based on the lessons learned by delivery teams and domain owners while implementing large projects.
6. Evaluation of the validity threats to the results

We evaluated the possible threats to the validity of the observations and conclusions in a case study (Yin, 2008). For this purpose, we used the checklist for case study researchers as recommended by Raneson and Höst (2009). When the exploratory qualitative research was planned and executed, the key question addressed when evaluating the validity of its results was (Yin, 2008): to what extent can the practitioners’ experiences and the observed requirements prioritization mechanisms, be considered representative of a broader range of companies?

As mentioned in Section 3.2, our projects were not completely agile in nature. They incorportated a mix of agile and structured approaches to developing software because the vendor organization was CMM-5 certified and hence needed to follow structured practices (Banerjee et al., 2011). However, we think that the conclusions we draw will hold for other companies with similar contexts to our case study organization (company size, project size, presence of business excellence units, maturity level and fixed-price contractual agreement). In higher maturity companies, it is intuitive to assume there are teams (similar to our case study organization’s Program Management and Process Excellence Team) who scrutinize the application of agile practices and assess the fit to the established systems delivery framework. We also think that there are many companies (especially in Europe and North America) which may not be CMM-certified, and yet may have established an effectively functioning project management office. The formation of these teams is, by and large, market-driven as (1) many clients increasingly prefer vendors to use agile practices and (2) vendors are expected to possess and demonstrate competence in “agile”. While clients are well-versed in agile practices and the benefits thereof, they might not necessarily be involved first-hand in adapting the original Agile Manifesto (Beck et al., 2001) guidelines to large distributed (and possibly multicultural) project settings. More often than not, they expect the vendors to take care of these issues, while insisting the system should be delivered using agile practices. In light of this market development, we assume organizations which have already formed internal program management/process excellence units are most likely to find our conclusions relevant and useful.

We also acknowledge the inherent weakness of the interview techniques, as they were driven by the researcher, meaning there is always a residual threat to the accuracy of what interviewees say. An interviewee may not have understood a question, or was not honest in his/her answer. However, we think that in our study, this threat was reduced, because the interviewer (van der Veen) used follow-up questions, and asked questions about the same topic in a number of different ways. Also, we accounted for the possibility that the researcher might insist his/her bias in the data collection process. Moreover, each interview conversation was completely transcribed and every transcript was available for reference purposes, which reduced the threat of misunderstanding the data on the researchers’ sides.

A further validity concern in interview-based studies is that the researcher influences the interviewee. To counter this threat, special attention was paid to conducting the interview in such a way that the interviewee felt comfortable when answering the question and did not avoid the question. This created a safer environment and increased the chances of getting a truthful answer rather than one aimed to please the interviewer.

To minimize the potential bias of the researcher, we also considered the construct validity of our study. We followed Yin’s (2008) recommendations by establishing a chain of evidence. First, we included participants with diverse roles in the same project, and this allowed the same phenomenon to be evaluated from diverse perspectives (data triangulation, Patton, 1999). Second, the draft case study report was reviewed by researchers from the company which hosted our case study. These researchers read and re-read multiple versions of the case study results.

The choice of the projects in the study could represent a threat to the validity of the results as the authors relied on their professional and personal network to establish contacts with the project members. Although the projects were suitable for the study, they are not representative of all the possible ways in which prioritization is performed in large agile organizations. We, however, consider that our findings could be observed in companies and projects with similar contexts to those in our study, i.e. mature Asian companies engaged in outsourcing, with large distributed projects, and embracing agile as their systems delivery model. Seddon and Scheepers (2011) suggested “if the forces within an organization that drove observed behaviour are likely to exist in other organizations, it is likely that those other organizations, too, will exhibit similar behaviour” (p. 12). We acknowledge further research is needed to produce evidence to evaluate the extent to which our findings are observable in other organizations.

7. Implications for practice and research

This section presents our reflection on the empirical study regarding its implications for practicing agile SE professionals and for researchers engaged in empirical studies in agile SE and RE.

7.1. Practical implications

Our results have the following implications for agile practitioners: First, a key implication for agile project managers is the need to match the mode of project scope negotiation between the outsourcing partners, to the contextual needs of the project. We found that simply providing product owners and business analysts with the processes to develop user stories was not enough. Managers should match delivery stories with user stories. We found this allowed the case study organizations to strike a balance between the scope control efforts, the disciplined management of requirements interdependencies, and the changes in the environment faced by the development team and the client.

Second, delivery stories as artefacts can play a major role in large-scale agile software engineering. This role is threefold: delivery stories serve as (i) synchronization artefacts (that is, between the business analysts facing the client’s representatives and the development team), (ii) an approach to manage scale, (iii) a control mechanism – it helps to tighten the scope as much as is feasible, thus mitigating the effect of changing requirements. In the role of a control mechanism, the delivery stories restrict the set of available solution options. As a result, this reduces the choices the vendor needs to make, which leads to fewer requirements for on-going feedback. Because of their multi-faceted role, delivery stories should be described more precisely and find their way into handbooks and textbooks.

Third, agile in a large, distributed and outsourcing context requires a carefully managed approach. Our findings agree with the results of Sarker and Sarker (2009) who found that agile methods need suitable adaptation for effective use in distributed software development projects. A managed approach means using controls as an important tool to respond to changing requirements. Organizational maturity provides advantages in effectively instilling control, while absorbing the advantage of the agile practices in dealing with the client (for example, using short iteration cycles, delivering business value and working functionality in each iteration, writing user stories instead of large upfront business requirements specifications). This is in line with Cohen et al. (2004) who acknowledge the goal of agile project management is "to
communicate effectively and documentation should be the last option” (p. 33).

Fourth, our study suggests the role of domain knowledge sharing might be more important to the success of agile practices than that suggested by agile literature. While the role of domain owner does not come cheaply, it is expected to pay off in the next large project for the same client organization or for other client companies in the same business sector. However, this raises an issue of scalability. How to manage and share an accumulating body of knowledge? Some kind of knowledge repository could be used, and the manner of approach could be an interesting topic for further research.

We consider these four implications important for practice as we assume more and more large organizations will embrace agile in the future. This assumption is grounded on a recent study (Ambler and Lines, 2012) indicating that 88% of companies with over 10,000 employees are evaluating or using agile practices on their projects. Assuming many of these companies would work with large vendors, we think that understanding the vendors’ realities and the mechanics of agile RE would help developers gain insights and form realistic expectations based on their trust in the vendor’s ability to leverage agile, while being in a mature CMM-compliant setting.

7.2. Implications for future research

Our study has several implications for future research in empirical RE and SE:

First, our study yields a rich analysis that explicates how agile RE works on the part of the vendor. Unlike other empirical reports which concentrated on the challenges, we present workable solutions for the vendor. We also explicate why these solutions worked. Our analysis went deeply into ‘the salient attributes of phenomena’ (as Gregor (2006) calls it). This is of particular benefit to other researchers in cases where very little knowledge is available about the phenomena (Gregor, 2006, p. 623). In line with Gregor’s reasoning, despite the fact that we do not and cannot provide a definitive description of how vendors cope with agile RE in distributed and outsourcing contexts, we made an important first step towards making knowledge in this area explicit. This knowledge could be helpful in the future to work out which replication studies are desirable as well as to discover new and relevant research questions. We elaborate on this in Section 8 where we suggest lines for future research.

Second, when comparing the results of this research with those from empirical studies (Racheva et al., 2010) that focused on small and medium-size projects, we found that (1) large projects are much more concerned about balancing ‘the opposed forces’ of the client’s and vendor’s value and (2) small projects do not have any detailed requirements (architecturally significant requirements that are like the delivery stories in our case study), nor a dedicated team of delivery staff members who are employed full-time on a project. Both findings (1) and (2) confirm the observation of Ambler and Lines (2012) who posit that balancing client’s and vendor’s value generation ensures the congruence of the delivery process activities with the goals of the vendor and of the project. We identified 10 characteristic practices of large projects (Section 4.4). Although we do not claim these are the only practices that will work, we do consider them as a good starting point to base future research on the effectiveness and the efficiency of these practices and how they impact important project outcomes in contract-based software development.

Third, our study confirmed the intuitive assumption that large scale agile RE demands new roles (like Domain Owners). However there is no reason to assume that all roles are suitable in all organizations. Uncovering which role fits better in what context could be potentially helpful when implementing agile, with more predictable outcomes and higher chances of success.

8. Conclusions and future research

This paper presents an empirical study in which a number of agile RE practices are introduced in the outsourced project development department of a large organization, in the context of real-life projects in different outsourcing arrangements. The contribution is a rich analysis of the studied cases, showing how the vendor implemented the agile principles and then adjusted the practices in order to fit the context of large projects. The key findings of our study are the following:

- The software vendor organization employed an original type of artefact, so-called Delivery Stories. These complement user stories with architectural design implications, test scenarios, effort estimation, and associated risk, which makes them pivotal objects for (re)prioritization. Using delivery stories emerged as a feasible way to lift agile practices to larger project contexts. To the best of our knowledge, delivery stories have not been documented before in the SE literature.
- The software vendor organization in which the case studies were conducted puts a lot of emphasis on domain knowledge. Knowledge transfer from the client is sought proactively, and the delivery model has been extended with the role of Domain Owner. This adds to the vendor’s costs for projects in new domains, but it is believed that in the end it is a profitable investment as it captures business knowledge as well as architecture patterns of a domain.

There is no evidence from the data about how the application domain (e.g. the insurance application domain which is highly regulated) influences the prioritization process. We assume that a deep understanding of the domain helps to build trust with the client and to improve the quality of prioritization decisions, ultimately leading to better service and a longer engagement with the client.

Other findings about how prioritization takes place include: (1) depending on the modularity and knowledge of the architecture, an understanding of the requirement’s dependencies is of paramount importance for the successful deployment of agile approaches in large projects and (2) other than business value, the most important prioritization criterion in the setting of outsourced large agile projects is risk.

The cross (embedded) case comparison (Table 4) also demonstrates the impact of the outsourcing arrangement on the importance of certain roles, the criteria for prioritization (Table 3) as well as the importance of the use of artefacts such as delivery stories in the requirement prioritization process.

Reflecting on our experiences in this case study, we suggest the following lines for future research:

First, we consider it important to carry out a replication of the study in other organizations that have large, distributed and outsourcing projects. For example, we consider it worthwhile approaching other project organizations in different business units within the same company.

Second, we find it interesting to investigate the relationship between agile in the large and organization maturity (Cohen et al., 2004). Treating agile as a set of values, we have no reason to assume that a very mature organization would incorporate a new set of values from one day to the next. However, we found it can set up processes that make the interaction with the client almost perfectly agile. Explicating the organizational mechanisms responsible for this to happen will advance our knowledge and could potentially
help other organizations instantiate agile processes with more confidence and predictable outcomes.

Third, we acknowledge that the type of contract has a large impact: if it is fixed-price, there is a natural tendency on the vendor’s side to reduce project-specific risk. We also acknowledge that the theme of risk which crystalized in our analysis, delves into how requirements prioritization took place, and relates closely to all those concepts that describe the balancing process of generating a client’s and vendors’ business value simultaneously. However, little is known about the types of project-specific risks on the vendor’s side in agile at the large, in which way these risks are significant based on the pricing arrangement in the contract, what importance is associated with each of them, and what remedies exist to cope with them. We therefore think it is interesting to investigate risk as part of agile RE in large, distributed and outsourcing contexts, by conducting further case study research. This could include, for example, the use of existing risk analysis frameworks (Hossain et al., 2009) as the lenses to guide the collection and analysis of case study data in future research.
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Appendix C. Interview Guide

“First, let me introduce myself: my name is Egbert van der Veen, and I am a Masters student of the University of Twente, the Netherlands. As part of my graduation project I’m conducting research at [the vendor’s] Research Centre. There, we are trying to better understand agile requirements prioritization from the client’s perspective. This interview is part of a research project towards this goal.”

<Offer consent form>

“The questionnaire consists of some factual information up-front, followed by a semi-structured part. The whole interview should take no longer than 60 minutes. Please rest assured that all findings will be thoroughly anonymized, and no personal or confidential information will be used in any way. If you feel uncomfortable answering any of the questions, you can always choose not to answer. If you have any questions at any time, please feel free to ask.”

Introduction

This case study represents an effort in discovering the way in which the agile requirements prioritization process produces value to the clients/product owners. We will study how requirements prioritization and decision-making on priorities happens, what the factors are that play a role in it, and how domain knowledge can support the process. The long-term goal is to improve the agile requirements prioritization process so that both clients and developers organizations profit: by ensuring a better understanding for the rationale behind the decisions and including the consideration of value-creation throughout the project.

In this study under re-prioritization we understand a re-arrangement of the initially prioritized Project Backlog (PB) during the project. This can happen after some of the following occurs: adding a new item on the PB; removing an item; changing the priority of an item; change in the scope of the project, change in the external conditions, new information during the project that require a change in the scope/schedule, etc.

“Let’s discuss a concrete project where you had to (re)prioritize requirements on multiple occasions. Do you have any questions at this stage?”

“We will first discuss some general characteristics of the project”

Main characteristics and context of the project

• How long was the project?
• What was the type of contract? (e.g. fixed-price, per hour, etc.?)
• How many iterations/sprints did you perform?
• What was the nature of the distribution of the project?
  – How many sites were involved?
  – What was the distribution of people among these sites?
  – How was the work distributed between them?
  – How was the collaboration organized?
  – Which, if any, Agile distribution practices were implemented?
• Who were the different parties involved?
  – What were the different layers of corporate hierarchy that were involved?
  – Did the different parties represent different business units within the same organization?
• How did the communication with the client take place?
  – Modality
  – Frequency
  – Level of communication w.r.t. corporate hierarchy
  – Were there domain experts involved?
• What type of product was developed?
• How critical was the application?
• What was the size of the developing team?
  – How many other people were involved?
• What development method was used?
• What was the experience in all organizations with the methodologies that were applied? (i.e. project methodology (agile development))
  – Was there an existing preferred methodology?
• In what form were the requirements captured? (e.g. story cards, use cases, traditional requirements documents, etc.)
  – Was a specific method or template used?
  – Were the requirements written by the client, or by a representative of the developer’s organization?
  – Is the business value of each requirement made explicit?

The following sections of the interview will proceed in a semi-structured fashion. The questions should be seen more as means to get a conversation started, and the line of questioning should not be considered to be too rigid. First we will talk about Section 1.

Section 1. Prioritization and re-prioritization process. (concrete case)

Q1-1. How often did Re-Prioritization happen?
  – Between each iteration/sprint?
  – Triggered by outside change?

Q1-2. Can you remember concrete cases of (re)prioritization in the project?
Q1-3. Do you know what triggered them? How did you proceed in these cases?
Q1-4. Which factors played a role during the decision making?
Q1-5. Are there any reprioritization decisions that were hard to make, or took a lot of discussion?

- Why were they difficult?
- What were the pros and cons?
- What tipped the balance?
- Who, in the end, made the decisions? (client or vendor?)
- Does it always work like that?
- Was this an exceptional case; does it usually works differently?

Q1-6. Were there any issues arising specifically from the distributed nature of the project? Such as Language barrier, time zone difference, culture clash?

Q1-7. Are there any reprioritization decisions that, in retrospect, you would have made differently?

Q1-8. And some that you feel particularly good about? (i.e. where increased insight or serendipity made you change the direction of the project for the better?)

Q1-9. Where did changing requirements initiate from? Were they initiated by the client or by the developers?

“In Section 2 will talk about the Agile requirements process in general, so not in any specific, concrete case”

**Section 2. Prioritization process (general observations)**

Q2-1: Who is responsible for the decisions on priorities within one project and for every iteration?

Q2-2: Are any processes used to help prioritize and select requirements for an iteration? For example, the Planning Game?

Q2-3: Are any software tools used to help prioritize and select requirements for an iteration?

Q2-4: Which methodologies/techniques are informally used to select and prioritize requirements, if any?

Q2-5: Do you use explicit criteria for the prioritization? If yes, which? Do these criteria change from project to project or in different products? If yes, why? For example; if in one project the client is more important than in another, or if one project is more beneficial to your organization than other.

Q2-6: Do you use any formal way to calculate the worth of a requirement, e.g. cost-benefit analysis, a value estimation formula, an effort estimation technique?

Q2-7: Are you happy with the way requirements are currently prioritized at iteration time? What do you like in the existing approach?

Q2-8: Do you have cases when a client imposes his preferred way of prioritizing the requirements and then you adopted this in the prioritization process for the project? And this let the team change the way you prioritize, which might be different from what you typically do in other projects? If so, which parts of the approach do you adapt? Why?

Q2-9: Do you prioritize all the necessary work like refactoring, testing, etc., together with the client’s requirements? Do you need to explain to the client why this is necessary?

Q2-10: Do you consider dependencies between the requirements? If yes, how do you handle them at prioritization time? How did you keep track of these dependencies?

“Now we’ll talk about some of your own past experiences for a moment. . .

Q2-12: In the past, have you experienced cases where . . .

- 2-12.1 . . . you had to educate the client’s representatives why prioritization is needed?
- 2-12.2 . . . the decision-makers did not have the necessary information to perform prioritization?
- 2-12.3 . . . the decision-makers did not know why and/or how to prioritize? If yes, please explain why, in your opinion, this happened.
- 2-12.4 . . . the stakeholders were not satisfied with the priorities, and this had a negative effect on clients or your organization?
- 2-12.5 . . . where the client requested changes in the backlog, do you know why did it happen?
- 2-12.6 . . . the prioritization decision had impacted the system in a significant way (significant refactoring or rework needed).
- 2-12.7 . . . the clients representative did not always represent the desires of all the clients stakeholders?
- 2-12.8 . . . the client’s representative was not authorized to make crucial decisions, stalling/delaying the project?

“Next is the topic of value creation, specifically”

**Section 3. Value creation**

Q3-1. What does business value of a requirement mean for you?

Q3-2: At your meetings with your clients/product owners, do they explicitly discuss the business value of the requirements, so that everyone at the meeting understands why some requirements are of higher priority than others?

Q3-3: Is value connected to the business goals which the clients want to achieve by deploying the software system? If so, in which way does value connect to client’s business goals?

Q3-4: When judging the value of the requirements, do clients also consider any other factors (e.g. cost, size, risk)?

Q3-5: Has the desired value been quantified? If yes, how?

Q3-6: In which way, in your experience, does the agile process add value to the client? Can you give a specific example from your practice?
Table 6
An example of coding with explanation.

<table>
<thead>
<tr>
<th>Interview text</th>
<th>Code</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interviewer: 'Ok. So, re-prioritization is that ever triggered by outside change, or...? What triggers re-prioritization, generally?' Participant P5: 'Ah... most important thing is... ah... what I have seen from my experience here is, one is the management decisions and the other one is the end-user requirements. The... quite a lot of mechanisms built into agile which define how prioritization takes place. For example, we have these show and tell sessions, which we try and give to the business in any particular iteration as and when we complete certain things. Then the show and tell might actually trigger a thought process among the end users, probably they might think that instead of a combo-box they might as well go for something else, because after the show and tell they do feel that it is easier to use the keyboard rather than to use the mouse, so... so, that is something that triggers, that's from the end-users, from the aspect of how they're going to use it. The next one is the management decisions. A couple of management decisions re-prioritizing at the program level might trigger a change in what objectives you have for that iteration. So, I've... I've seen both of them.'</td>
<td>Types of changes</td>
<td>Participant P5 discussed how reprioritization happened in his experiences in project Beta.</td>
</tr>
<tr>
<td>Interviewer: 'Ok. So can you remember concrete cases of re-prioritization in the project that you can maybe elaborate a little bit on?' Participant P5: 'Ah... Ok, something from the end-user... couple of simple changes like what message you need to get, couple of warning message that pops out of your application that was ah... agreed at the beginning of the iteration. But as and when we were carrying out and we were carrying out and we were showing the show-and-tell and all that, probably they wanted to change that in phase, because they felt that a different message would mean more understanding for the end-user. So those kind of simple changes, that's from the user, and probably a couple of things like how to fit that information in a grid, a couple of more options that they can use based on the estimates, so... it really depends on how we take in the changes... the driving force is basically the estimate, and the impact of that change on the iteration objectives. So, based on these two, we take a call and say that 'if you do this, you have to put an effort and re-test everything. You have to put an effort and re-test everything. Everything you're based on a combined decision, we make sure that only those changes that are really required are taken in.' Interviewer: 'Ok. So a... yeah, you've already mentioned some of this, I guess. So which factors played a role in the decision-making? When deciding on priorities?'</td>
<td>Prioritization criteria</td>
<td>Participant P5 explains a particular mechanism of how reprioritization is triggered, namely by means of 'show-and-tell sessions'.</td>
</tr>
<tr>
<td>Participant P5: 'Ah... well it's basically we know it's cost and that it takes, because time to market is always very important. So time to market... the other thing we try to accommodate is what we call the technical debt. We term it as technical debt. In a typical agile project what happens is: you start developing something and you deliver something at the end of the first iteration which typically is a short period of time, its one month or something. So when you're trying to do that, obviously your design concepts have a short-term focus. You only design for the immediate requirement. So you keep doing that over a period of year. You... come out with something called technical debt. Design focuses only on this short-term focus; probably you wouldn't have planned for 500 users when you have to deliver something for the first month. Technically, no? So that keeps building up. So as and when it keeps building up, after the end of one year, whenever you try to invite any changes, to make the change, it becomes a bit complex, because your design is not so good, it is not an open design that you plan... you're not foreseen a lot of things, so... the cost to incorporate a change over a period of time becomes high. So you also have to plan for a technical debt cost, which means you have to spend an iteration trying to remodel things and make it in the right way. The design has to look [perfect?], so... So that also plays a part.</td>
<td>Effort-as-Prioritization-Criterion</td>
<td>Participant P5 explains another mechanism of how reprioritization is triggered.</td>
</tr>
</tbody>
</table>
Q3-7: You, as part of the developing side do you consider the value for your own organization, or is what the client wants more important?

Q3-8. Do you share knowledge about business value creation within the organization?

“Back to a concrete scenario. This section revolves around the question: have there been situations where a better understanding of the client’s business domain would have helped requirements prioritization?”

Section 4: Domain knowledge assistance

Q4-1: Were you personally familiar with the client’s business domain at the start of the project?

Q4-2: Did your company have previous experience with this domain?

Q4-3: Were there recurring issues that originated from unknown aspects of the clients business domain?

Q4-4: In your opinion; have there been situations where a better understanding of the client’s business domain would have improved the requirements prioritization process?

- Customers business goals made explicit

Q4-5: Was there a conscious effort, at any phase of the project, to learn more about the client’s business domain? If so:

- At what stage of the project did this effort take place?
- Was there any methodology or tool used?
- Who was responsible?
- How was the customer involved?

Q4-6: Were the customers policies formalized in a structured way and made available to you, or were they hidden in the processes, from which they had to be reverse engineered?

Conclude interview; thank participant for his/her time, ask if there are any questions/remarks.

Appendix D. List of codes

All unique codes applied to the interview texts in the data analysis phase. Codes are nested, represented as ‘superconcept >subconcept’.

1. business value
2. business value >business goals
3. business value >client vs developer
4. business value >decision hierarchy
5. business value >definition
6. business value >discussion
7. context
8. context >aims
9. context >aims >automation
10. context >aims >integration
11. context >aims >reusability
12. context >background
13. context >contract
14. context >contract >fixed price
15. context >contract >fixed price >consequence >fine
16. context >contract >fixed schedule
17. context >contract >per hour
18. context >criticality
19. context >issues >existing product
20. context >organizational structure
21. context >scope
22. distribution
23. distribution >challenges
24. distribution >challenges >solutions
25. distribution >communication
26. distribution >communication >hierarchy
27. distribution >facilitation
28. knowledge management >customer involvement
29. knowledge management >domain knowledge
30. knowledge management >domain knowledge >acquisition
31. knowledge management >domain knowledge >QA
32. knowledge management >knowledge sharing
33. knowledge management >lack of knowledge
34. knowledge management >learning process
35. knowledge management >tacit vs explicit
36. methodology >agile
37. methodology >agile >challenges
38. methodology >agile >collections
39. methodology >agile >collections >sprints
40. methodology >agile >feedback
41. methodology >agile >hybrid
42. methodology >agile >hybrid >streams
43. methodology >agile >perceived benefits
44. methodology >agile >products >releases >sprints
45. methodology >agile >reasons
46. methodology >agile >scrum
47. methodology >agile >scrum >teams
48. methodology >agile >surrogate customer
49. methodology >agile >test driven development
50. methodology >agile >transparency
51. methodology >concurrent development
52. methodology >experience
53. project management
54. project management >change process
55. project management >induction process
56. project management >metrics
57. project management >QA
58. project management >ramping up complexity
59. project management >refactoring
60. project management >testing
61. requirements >capturing method
62. requirements >capturing method >delivery story
63. requirements >capturing method >user story
64. requirements >change process
65. requirements >constraints
66. requirements >dependency
67. requirements >dependency >cross domain
68. requirements >dependency >difficulties
69. requirements >dependency >solutions
70. requirements >dependency >tracking
71. requirements >prioritization
72. requirements >prioritization >criteria
73. requirements >prioritization >discussion
74. requirements >prioritization >initial
75. requirements >prioritization >methodology
76. requirements >prioritization >methodology >tool support
77. requirements >reprioritization
78. requirements >reprioritization >decision process
79. requirements >reprioritization >external trigger
80. requirements >reprioritization >impact
81. requirements >reprioritization >internal trigger
82. requirements >reprioritization >inter-iteration
83. requirements >reprioritization >triggers
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