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Abstract—A mobile ad hoc network (MANET) is a collection of mobile hosts, which 

can communicate by the aids of intermediate mobile hosts without utilizing the fixed 

infrastructure and centralized administration. Many MANET standards, such as 802.11a, 

802.11b, and 802.11g, can be operated at various rates for Quality-of-Service (QoS) 

constrained multimedia communication to more efficiently use the limited resources of 

MANETs. Since the radio channel is shared among neighbors in MANETs, calculating 

one-hop delays and determining delay-sensitive routes using the IEEE 802.11 MAC are still 

two challenging problems. In this paper, we first exploit the busy/idle ratio of the shared 

channel to estimate one-hop delay based on varied data rates. Then by the aid of the 

estimated delay, a multi-rate routing protocol is proposed for selecting data rates and 

determining a route for admitting a flow with a requested delay. In MANETs, when a host is 

transmitting data packets, its neighbors are blocked (i.e., forbidden to send packets) since it 

shares the radio channel with its neighbors. We adopt the strategy by selecting the 

combination of data rates and a route in order to minimize the total blocking time to all hosts 

of the network for maximizing the network capacity, which is the number of flows admitted 

by the network. Simulation results show that the proposed method obtains more precise 

one-hop delay than a very recent work, and the proposed protocol admits more flows than an 

existing protocol.  

Keywords: mobile ad hoc networks, multi-rate, delay, routing. 
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1 Introduction 

In a mobile ad hoc network (MANET), the hosts can communicate with one another by 

sharing the common radio channel. Since there are more and more applications relaying on 

real-time routing services, such as VoIP and videoconference, routing protocols in MANETs 

should provide services with delay requirements. To build a route for satisfying the delay 

requirement, one-hop delay (i.e., the transmission time between two neighboring hosts 

connected by a link) and end-to-end delay (i.e., the transmission time from the source to the 

destination along the route) must be known. However, how to calculate the above two delays 

using the IEEE 802.11 MAC is still a challenging problem, because a host in MANETs 

shares the radio channel with its neighbors. 

Nowadays, many MANET standards, such as 802.11a, 802.11b, and 802.11g, can be 

operated at various data rates to use more efficiently the limited resources of MANETs. The 

multi-rate enhancements make it more difficult to calculate the above two delays. There are 

several Quality-of-Service (QoS) routing protocols [1-3] which focus on satisfying delay 

requirements. But, they use only a single base rate. Some mechanisms for rate selection have 

been proposed in several routing protocols [4-5] for multi-rate MANETs. Their objectives 

aim to select a route which is composed of hops by using the highest available data rate. 

However, the selected routes in these protocols can not satisfy a required delay, because the 

two delays are not estimated. Besides, all QoS routing protocols [1-5] mentioned above 

will suffer from one problem as described below. 

When a new flow with delay requirement is requesting admission, a control packet from 

the source is flooded in order to determine a delay-satisfied route. Each host in the 

neighborhood of some ongoing flows may be determined as a forwarder for the new flow if it 

does not induce delay violation of it and its neighbors. However, even so, delay violation may 

happen to its neighbors because it fails to take into account the resource consumption of those 



 3

hosts that are two hops distant from it. This induces a new delay-violation problem in 

MANETs. The problem is named the hidden route problem (HRP). 

Refer to Figure 1, where an illustrative example for HRP is shown. There are two 

ongoing flows from e to f and from g to h, respectively. A new flow from a to d is permitted, 

and the route determination for the new flow proceeds to c. If c serves as a forwarder, then 

delay-violation happened to c and e should be avoided. However, the routing protocols [1-5] 

do not consider the resource consumption of e induced by g since that c is not aware of the 

ongoing flow from g to h when it is determined to be a forwarder. Without considering the 

resource consumption of e induced by g will cause HRP to the ongoing flow from e to f when 

c is determined to be a forwarder of the new flow. 
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Figure 1. An example of HRP. 

In MANETs, a host is a one-hop neighbor of another, if the former is within the 

transmission range of the latter. Further, a host is a two-hop neighbor of another, if the 

former is within twice the transmission range, but out of the transmission range, of the latter. 

HRP arises, as a consequence that the transmitters fail to estimate the resource consumption 

of their two-hop neighbors. When it happens, QoS (e.g., bandwidth or delay requirements) 

of ongoing flows cannot be satisfied. It was shown in [6] that when the network traffic was 

saturated, HRP happened frequently, which degraded the network performance 

considerably. 

In this paper, a method by means of measuring the busy/idle ratio of the shared radio 
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channel for estimating the one-hop delay and end-to-end delay in multi-rate MANETs is 

proposed. Then, a new routing protocol by using the delay estimation method is proposed for 

determining a delay-sensitive route. A delay-sensitive route can satisfy the delay requirement 

of the requesting service with a certain confidence level, i.e., a certain percentage of the data 

packets whose transmitted end-to-end delays should be smaller than the required delay. Also, 

the proposed routing protocol can avoid HRP by further considering the resource 

consumptions of two-hop neighbors.  

Further, since higher data rates can reduce one-hop delay, most of the previous routing 

protocols aim to determine the routes with the highest data rate. But, higher data rates also 

induce shorter transmission range. For example, in IEEE 802.11b, the transmission range is 

around 30m at 11Mbps, 70m at 5.5Mbps, 90–100m at 2 Mbps and 110–130m at 1 Mbps [17]. 

Thus, more forwarders along the determined routes are needed to participate in packet 

forwarding if high data rates are used. When a forwarder is transmitting data packets, its 

neighbors are blocked (i.e., they can not transmit any packet within the period). So, more 

forwarders decline network performance since more hosts are blocked. 

We seek a compromise between the data rates and the number of the neighbors of the 

forwarders to alleviate the performance degradation. We aim to select the combination of 

data rates and a route in order to minimize the total medium time, which is to sum the 

one-hop delay of the forwarders and the blocking time on all the neighbors of the forwarders, 

instead of the strategy adopted in the most previous works by selecting the highest data rate. 

A route with less total minimal medium time can reduce the resource consumption to the 

network so that the network capacity is increased, i.e., more flows are admitted into the 

network.  

The next section will first review the previous works. Section 3 presents the proposed 

routing protocol. We provide simulation results in Section 4, where we validate that our 
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method obtains more precise one-hop delay than a very recent work, show our 

HRP-prevented ability, and represent our medium time routing metric. Finally we conclude in 

Section 5. 

2 Related works  

There are several QoS routing protocols [1-3] which focus on satisfying delay requirements 

by using a single base rate. In [1], a routing protocol, Ad hoc Qos On-demand Routing 

(AQOR), proposes a model, which estimates end-to-end delay, for admission control in 

determining QoS-satisfied routes. In AQOR, the source estimates the end-to-end delay of the 

route by sending some probing packets to its destination. The end-to-end delay is estimated 

by half of the round trip delay, which is the transmission time of the probing packets from the 

source to the destination and back to the source. In [3], a routing protocol, Core-Extraction 

Distributed Ad hoc Routing (CEDAR), selects the routes constituted by stable links with high 

available bandwidth.  

However, since CEDAR did not estimate the end-to-end delay and AQOR did not take 

the newly admitted flows into consideration, while estimating the end-to-end delay, they 

failed to provide delay satisfaction. Besides, they might suffer from HRP.  

In [2, 7-9, 14], the authors developed detailed methods to estimate the above two delays. 

In [2, 7], the authors analyze explicitly the behavior of IEEE 802.11 protocol according to 

different traffic load, and use a Markov-modulated Poisson process model to calculate the 

average one-hop delays of the IEEE 802.11 channel. However, the model assumed that the 

capacity provided by a wireless link between two nodes is constant. This is not true in 

wireless network environment since the capacity is a random variable.  

In [8-9], the authors proposed an approximate model to estimate the one-hop delay by 

computing the collision probability while transmitting a packet. In [14], the authors also 



 6

propose a model to estimate the one-hop delay by monitoring the ratio of busy and idle 

periods of the shared channel. Of course, the models proposed in [8-9, 14] can obtain more 

precise one-hop delay than those proposed in [2, 7] because they estimate the delay based on 

the current channel condition. This work bases on a concept similar to that applied in [14] to 

estimate the two delays by monitoring the current channel condition. 

To increase network capacity, two routing protocols [4-5] are proposed, which use the 

multi-rate enhancement of MANETs. In [4], a mathematical model is proposed for data rate 

selection and route determination. However, it is assumed to be based on a specific MAC 

type, i.e., pure ALOHA type. In [5], the authors present a routing protocol based on a new 

metric, i.e., the interference time, for every link in multi-rate multi-radio mesh networks. The 

interference time of a link is defined as the total interference time induced by its neighboring 

links that can interfere on it. The routing protocol aims to determine a route by selecting the 

links with smaller interference time. Although some rate adaption mechanisms are proposed 

in the protocols [4-5], they can not satisfy a required delay since one-hop delay and 

end-to-end delay are not estimated properly.  

3 Protocol 

The proposed protocol is based on the following assumptions: (1) A MANET based on IEEE 

802.11 that can support multiple data rates is considered. (2) A single physical channel is 

available for transmission among multiple contending mobile hosts. (3) A Carrier Sensing 

Medium Access (CSMA) protocol in MAC layer is used. (4) A PHY layer at a host is 

assumed to be able to monitor the status of the physical channel, which is perceived as either 

idle or busy. The channel is idle if the host is not transmitting/receiving a data/control packet, 

or does not sense a busy carrier with a signal strength that exceeds a threshold. (5) Data 

packets are assumed to be able to be transmitted at different rates, but control packets are 
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transmitted at the base rate, which is the lowest of all possible rates. For example, 1 Mbps is 

selected as the base rate in IEEE 802.11b. (6) The carrier sense range is approximately twice 

of the transmission range.  

The transmission range is a distance from a transmitter within which a receiver can 

receive and correctly decode the packet. The carrier sensing range is another distance from a 

transmitter within which a receiver can sense the signal but cannot decode the packet. When a 

transmitter is transmitting packets, all hosts within its carrier sense range are blocked. The 

carrier sense range is a distance from the transmitter within which the hosts can sense the 

signal but cannot decode the packets correctly. It was shown in [11-13] that the carrier sense 

range should be approximately twice the transmission range. Thus we assume that the carrier 

sense range is twice the transmission range. 

The transmission range is affected by the data rate used by the transmitter. When the 

transmitter uses a higher data rate to transmit data packets, the higher data rate results in a 

smaller transmission range to cover fewer hosts who can receive and correctly decode the 

transmitted packets, and vice versa. Suppose that there are n possible data rates, denoted by r1, 

r2, …, rn, and nrrr <<< ...21 . We define vj as an rt-one-hop neighbor of vi if vj is within the 

transmission range of vi by using rt, and vk is defined as a rt-two-hop neighbor of vi if vk is a 

rt-one-hop neighbor of vj but is not a rt-one-hop neighbor of vi, where nt ≤≤1 . Thus, 

whenever a host is transmitting with rt, all its rt-one-hop/rt-two-hop neighbors will remain 

silent. 

This section aims to propose a routing protocol that can select data rates and determine a 

delay-sensitive route to admit a flow with delay requirement in multi-rate MANETs. For the 

purpose, one-hop and end-to-end delays must be known first. However, to estimating the two 

delays is still a challenging task in IEEE 802.11 MAC, because the channel is shared among 

neighbors. Besides, the neighboring relations among the hosts are varied with the data rates. 
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One the other hand, when a host is being determined as a forwarder to transmit a new flow 

using a data rate, the delay violation happened to the ongoing flows that are being transmitted 

by it or any of its one-hop/two-hop neighboring hosts should be avoided. 

In Section 3.1, we propose a method for identifying the hosts that are the rt-one-hop 

(rt-two-hop) neighbors of a host. In Section 3.2, the method for estimating one-hop delays 

under different data rates is presented, which is based on continuous monitoring of the 

network load. Section 3.3 proposes an algorithm for selecting data rates and determining a 

delay-sensitive route for transmitting a request flow.  

3.1 Determination of relations among neighbors 

This section proposes a method for determining neighboring relation based on various data 

rates. Each host vi maintains two neighbor tables: the one-hop neighbor table and the two-hop 

neighbor table. It generates an entry in the one-hop (two-hop) neighbor table for each of its 

one-hop neighbor (two-hop neighbor). We use vj (vk) to denote a one-hop neighbor (two-hop 

neighbor) of vi. Let t_sinri,j (r_sinrj,i) denote the Signal to Interference-plus-Noise Ratio 

(SINR) value of the link from vi (vj) to vj (vi) when vi transmits (receives) a packet to (from) vj 

through the link. Similarly, let t_sinrj,k denote the SINR value of the link from vj to vk. A link 

is directed from vj to vk if vk is a one-hop neighbor of vj. Each entry in the one-hop (two-hop) 

neighbor table contains six (five) variables. The two neighbor tables in host vi are shown in 

Figure 2. 



 9

 

Figure 2.  Two neighbor tables in host vi (a) one-hop neighbor table (b) two-hop neighbor 
table 

Since the receiver perceives channel quality in a more timely manner than a transmitter 

does, the Receiver-Based Auto Rate (RBAR) algorithm [10] (which is a receiver-based 

approach) yields significant throughput gains as compared with the Auto Rate Fallback (ARF) 

algorithm [15] (which is a transmitter-based approach). Based on a concept similar to that 

applied in RBAR, the three values r_sinrj,i, t_sinri,j and t_sinrj,k are estimated by the receiver 

vi, vj and vk, respectively. Once vi receives a packet from vj, r_sinrj,i is estimated based on the 

received signal quality. Then, r_sinrj,i is used for adding/updating the associated entry of 

one-hop neighbor table in vi. Similarly, t_sinri,j (t_sinrj,k) is estimated in vj (vk) when a packet 

is received from vi (vj). 

Let θt represent an SINR threshold at which the Corresponding Bit Rrror rate (BER) 

equals an acceptable working level. If the SINR value from a transmitter to a receiver 

exceeds θt, then the transmitter can transmit data packets to the receiver successfully by using 

rt. Thus, vi uses its one-hop neighbor table to determine its rt-one-hop neighbors by the 

following algorithm: if t_sinri,j＞θt, then vj is its rt-one-hop neighbor. Similarly, vi uses its 

two-hop neighbor table to determine the rt-one-hop neighbors vks of its rt-one-hop neighbors 

vjs by checking whether t_sinrj,k＞θt. Its rt-two-hop neighbors, vks, can be determined by 
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checking that vk is an rt-one-hop neighbor of its rt-one-hop neighbors but is not its rt-one-hop 

neighbor. 

The rest three variables in the two neighbor tables will be used for the estimation of 

one-hop delay. At the MAC layer, packets are serviced with a variable one-hop delay that 

mainly depends on the number of waiting packets in the MAC queue and the needed time in 

contending the shared channel. We use E[q]j to denote the mean number of packets waiting in 

the MAC queue of vj. On the other hand, the shared channel at a host can generally be 

perceived as either idle or busy. The channel is idle if the host is not transmitting/receiving a 

data/control packet, or does not sense a busy carrier with a signal strength that exceeds a 

threshold. In IEEE 802.11, when a host tries to transmit a packet, it randomly selects a 

back-off time slots, denoted as cw, and counts down from cw to zero. The packet will be 

transmitted if it counts cw down to zero and the channel is observed as idle. Let bij and E[cw]j 

denote the ratio of busy time slots to idle time slots and the average back-off time slots during 

every period of time slots at vj, respectively.  

In order to maintain the two neighbor tables for all hosts, every host vj has to broadcast 

its one-hop neighbor table periodically via control packets d_hello transmitted by using the 

base rate. Whenever vi receives a d_hello packet from vj, vi can estimate r_sinrj,i in its 

one-hop neighbor table by the received d_hello packet. The other four entries, bij, E[cw]j, 

E[q]j and t_sinri,j in the one-hop neighbor table of vi can be replaced by the carried bij, E[cw]j , 

E[q]j and r_sinri,j in the one-hop neighbor table of vj, respectively. Further, the entries biks, 

E[cw]ks, E[q]ks and t_sinrj,ks (where k≠i) in the two-hop neighbor table of vi and the 

associated links between the two neighbor tables of vi can also be updated. 

3.2 Estimation of one-hop and end-to-end delays 

The method of estimating one-hop delay in our paper is similar to the one proposed in [14] by 
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monitoring the busy/idle ratio of the channel. In [14], the authors proposed a delay-sensitive 

backoff range adaption mechanism and a distributed flow admission control mechanism for 

satisfying the QoS applications with delay requirements in IEEE 802.11 Wireless LANs. In 

the proposed mechanisms, the authors define the MAC access delay in slots, named as dmac, 

which is the elapsed time interval from the time when the packet arrives in front of the queue 

to the time when it is received by the receiver. And, the authors quantitatively estimate dmac 

as follows: 

][]}[))(1(][{ TransAttEpEtBcwEdmac ⋅++⋅=  (1) 

E[cw], E[p], and E[TransAtt] denote the mean back-off time slots, the mean time slots 

occupied by a single packet transmission, the mean number of transmission attempts, 

respectively, during every period of time slots, denoted as t. And, B(t) = b_slot/i_slot denotes 

the busy/idle ratio of the channel during t, where b_slot and i_slot are the numbers of busy 

and idle time slots, respectively.  

Further, E[p]=[((l+p_overhead)×8)/r]/(20×10-6), where l is the mean number of packet 

size in bytes, p_overhead is the PHY/MAC overhead, r is the transmission data rate, and 

20×10-6 is a slot time in seconds. Since there may be some packets waiting in the queue, the 

waiting time of a packet in the queue before accessing the channel should be considered. 

Therefore, the one-hop delay d (in slots) can be estimated as equation (2), where E[q] denotes 

the mean number of packets waiting in the MAC queue. 

][qEdd mac ×=  (2) 

On the other hand, the authors give the following math equation to compute the new 

busy/idle ratio of the channel, denoted as )(tB , at new flow admission. Then, )(tB  will be 

used for computing the new d if the new flow is admitted. 

β
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Where β  is the increment number of busy time slots induced by the new flow, m is the 

mean number of time slots occupied by a MAC packet and derived by [(l×8)/r]/(20×10-6), 

λλλ ∆+=  is the overall packet arrival rate at queue, and λ  ( λ∆ ) is the packet arrival rate 

of the active flows (new flow). 

However, the number of busy time slots, i.e., b_slot, is induced by the active flows 

during the current period time slots t, and the new coming packets belonging to the active 

flows at the queue will induce the same number of busy time slots during the next period time 

slots t. So, the packet arrival rate of the active flows dose not needed to be considered while 

computing the increment number of busy time slots. We replace the math equation in (3) as 

follows:  

β
β

−
+

==
sloti
slotb

sloti
slotbtB

_
_

_
_)( , with mt ××××= − )1020( 6λ∆β  (4) 

Since the one-hop delay estimated above, i.e., d, is a mean value, the value used in the 

algorithm (presented below) should be greater than d in order to satisfy the delay requirement 

of the new requesting flow with a certain confidence level, i.e., a certain percentage of the 

packets whose transmitted one-hop delays should be smaller than d. That is we need to 

multiply d by a factor, denoted as α≥1.  

Throughput this paper, the assigned value of t is the same as that assigned in [14]. The 

value of t is set to 1024 idle time slots, i.e., 1024 idle time slots are needed to be sensed over 

the period of t. The values of E[cw], E[p], E[TransAtt], E[q] and )(tB , are also averaged 

over the period of t. With the same reason stated in [14], these measured values are more 

accurate and stable as they are averaged over a long-enough period. 

Suppose that the new flow from the source vs to the destination vd is initiated, its delay 

requirement is d_req, and vs→v1→v2→v3→…→vm→vd is determined as the delay-sensitive 

route for the flow. Let rs, r1, r2, r3…rm be the data rates used by vs, v1, v2, v3…vm, respectively. 
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From (4), we can compute iβ , where i∈{s, 1,2,3…m}. 

Let bsi and ibs  (isi and iis ) be the numbers of busy (idle) time slots of vi before and 

after transmitting the flow. The bandwidths of vs, v1, and v2 are consumed when vs transmits 

packets to v1, the bandwidths of vs, v1, v2, and v3 are consumed when v1 transmits packets to v2, 

and so on. Consequently, sbs =bss＋( sβ + 1β + 2β ) and sis =iss－( sβ + 1β + 2β ), dbs =bsd＋

( 1−mβ ＋ mβ ) and dis =isd－( 1−mβ ＋ mβ ), 1bs =bs1＋( sβ + 1β + 2β + 3β ) and 1is =is1－

( sβ + 1β + 2β + 3β ), 2bs =bs2＋( sβ + 1β + 2β + 3β + 4β ) and 2is =is2－( sβ + 1β + 2β + 3β + 4β ), 

1−mbs =bsm-1＋( 3−mβ + 2−mβ + 1−mβ + mβ ) and 1−mis =ism-1－( 3−mβ + 2−mβ + 1−mβ + mβ ), mbs =bsm

＋ ( 2−mβ + 1−mβ + mβ ) and mis =ism － ( 2−mβ + 1−mβ + mβ ), ibs =bsi ＋

( 2−iβ + 1−iβ + iβ + 1+iβ + 2+iβ ) and iis =isi－( 2−iβ + 1−iβ + iβ + 1+iβ + 2+iβ ) where (3≤i≤m-2). 

Thus, the new busy/idle ratio of vj (where vj∈{vs, v1, v2, v3,…, vm, vd}) can be computed as:  

j

j
j

is
bstB =)(  (5) 

 

From equations (1), (2) and (5), dj can be estimated. Further, the route should have 

∑ ≤ reqdd j _ , and jis ≥0 for every vj. 

3.3 Determination of delay-sensitive route 

This section proposes a distributed algorithm that can select data rates and determine a 

delay-sensitive route from a source to a destination for admitting a new flow with a delay 

requirement. When the destination requests to receive a flow with the delay requirement from 

the source, it broadcasts a control packet over the network. Once a host receives the control 

packet, it determines a data rate and checks if the data rate will cause a delay violation to it 

and its one-hop/two-hop neighbors. Recall that it can determine its one-hop/two-hop 
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neighbors and estimate their one-hop delays by the methods of Section 3.1 and Section 3.2, 

respectively. If not, it is allowed to be a forwarder by piggybacking its identifier and 

determined data rate onto the control packet and forwards the packet to its neighbors. A 

forwarder and the source may receive multiple control packets from multiple hosts, i.e., there 

are likely multiple delay-sensitive routes from each of them to the destination. To increase 

the number of flows supported by a MANET, they aim to select a combination of higher data 

rates and a route with fewer neighbors for minimizing the bandwidth consumption to the 

network. Once the source selects a combination, which is a route consisted of some 

forwarders and data rates determined by these forwarders, the new request flow is admitted to 

be transmitted through the route, and the source and the forwarders transmit the flow by using 

their determined data rates.  

We use vs, vd, and d_req to denote the source, the destination, and the delay requirement, 

respectively. Let F̂  be the set of forwarders in the determined route and R̂  be the set of 

data rates selected by the forwarders in F̂ , where fr ∈ R̂  is the data rate selected by vf∈ F̂ (1 

≤ f ≤ | F̂ |) and | F̂ |=| R̂ |. Let diF ,
ˆ  be the set of forwarders along the vi - vd route, diR ,

ˆ  is the 

set of determined data rates used by the forwarders in diF ,
ˆ , and diw ,ˆ  is the total medium 

time induced by the forwarders in diF ,
ˆ , where ∑ ∈

=
dij Fv jdi ww

,
ˆ, ˆˆ . Here, jŵ  is the medium 

time induced by forwarder vj. With vj’s data rate rj recorded in diR ,
ˆ , we define 

|}{|ˆ ,, jrjrj
j

j vIII
r
lw

jj
∪∪×= , where l is the packet size, and 

jrjI ,  (
jrjII , ) is the set of 

rj-one-hop (rj-two-hop) neighboring hosts of vj. 

When vd needs to receive a flow with d_req from vs, it broadcasts a control packet 

d__query, which carries six variables d_req, 0ˆ =w , F̂ ＝{}, R̂ ＝{}, β̂ ＝{}, and M̂ ={} 

(explained later), to its neighbors. When a host vα, (a neighbor of vd) receives the packet, vα 
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executes the following algorithm to determine a data rate αr , in which the requested flow 

transmitted using αr  will not cause a delay violation to it and its αr -one-hop ( αr -two-hop) 

neighbors in order to avoid HRP.  

for  each rt∈ R and trd Iv ,α∈   do 

αM ← }{,, ααα vIII tt rr ∪∪ ; 

Compute αβ  and αd  by the method of Section 3.2 in the case of vα using rt; 

if  αd > d_req   

then  tŵ ←∞ and break  

else  for  each vi ∈ αM   do 

if αβ > isi then tŵ ←∞ and break 

if  tŵ ≠∞  then tŵ ← || αM
r
l
t

 

Determine xr  so that xŵ = min{ tŵ | rt
 ∈ R }; 

dw ,ˆα = xŵ  and αr = xr .  

In the algorithm, tŵ  is the weight of the vα - vd route from vα to vd if rt is used, where 

tŵ = |}{| ,, ααα vIII
r
l

tt rrt
∪∪  is the sum of time consumption to vα and the rt-one-hop 

(rt-two-hop) neighbors of vα. If a xr  with minimum xŵ  is found, vα is the only forwarder 

in the vα - vd route, and dw ,ˆα = xŵ , αr = xr . Then, vα replaces ŵ  with dw ,ˆα , F̂  with {vα}, 

R̂  with { αr }, β̂  with { αβ }, and M̂  with { αM }. Further, vα forwards d__query to its 

neighbors. Otherwise, it discards the received packet.  

Once a host vk receives the packet forwarded from vα, vk executes another algorithm to 

determine the data rate kr .  

for  each rt ∈ R and trkIv ,∈α   do 
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kM ← }{,, krkrk vIII tt ∪∪ ; 

Compute kβ , αd and kd  in the case of vk using rt; 

if  αd + kd > d_req   

then  tŵ ←∞ and break  

else  for  each vi ∈ kM   do 

increment= kβ ; 

for  each vj ∈ F̂   do 

if  vj ∈ kM  then increment= increment+ jβ  

if increment > isi then tŵ ←∞ and break 

if  tŵ ≠∞  then tŵ ← ŵ + || kt
M

r
l  

determine xr  so that xŵ = min{ tŵ | rt
 ∈ R };  

dkw ,ˆ = xŵ  and kr = xr .  

If an kr  is found, vk forwards the packet that carries with dkw ,ˆ , F̂ = {vα, vk}, R̂  ={ αr , 

kr }, β̂  ={ αβ , kβ }, and M̂ ={ αM , kM }. If vk receives another packet forwarded from vc, 

where vc is a neighbor of vk and vc≠ vα, vk will execute the above algorithm again. If the new 

dkw ,ˆ  is smaller than the previous one, then it forwards the control packet that carries with the 

new four variables. Otherwise, it discards the received packet. 

A host who receives the forwarding packet executes the similar checking and 

forwarding procedure. An algorithm to conclude the above two algorithms when a host vo 

receives a control packet d_query from vz, which carries d_req, dzw ,ˆ , F̂ ＝{v1, v2,…, vz}, R̂

＝{ ,1r 2r ,…, zr }, β̂  ={ ,1β 2β ,…, zβ }, and M̂ ={ ,1M 2M ,…, zM }, is elaborated below.  

for  each rt∈ R and troz Iv ,∈   do 

oM ← }{,, ororo vIII tt ∪∪ ; 
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Compute oβ , id  for every ∈iv F̂ , and od  in the case of vo using rt; 

if  ∑ ∈Fv i
i

dˆ + od > d_req   

then  tŵ ←∞ and break  

else  for  each vi ∈ oM   do 

increment= oβ ; 

for  each vj ∈ F̂   do 

if  vj ∈ oM  then increment= increment+ jβ  

if increment > isi then tŵ ←∞ and break 

if  tŵ ≠∞  then tŵ ← tŵ + || ot
M

r
l  

determine xr  so that xŵ = min{ tŵ | rt
 ∈ R }; 

dow ,ˆ = xŵ  and or = xr .  

If vs receives the control packet, it executes the above algorithm to find a rate. If such a 

rate is found, then the delay-sensitive route (i.e., F̂ ) from vs to vd is determined, and the data 

rates (i.e., R̂ ) used by the forwarders in F̂  are selected. Further, vs may receive multiple d_ 

query packets from multiple hosts. It selects the combination ( F̂  and R̂ ) with the minimum 

weight in order to minimize the total medium time to the network.  

For example, refer to Figure 3, where the proposed algorithm is executed to establish a 

delay-sensitive route (with d_req) that connects the server vs with the destination vd. Refer to 

Figure 3(a), vd broadcasts d__query, which carries d_req, 0ˆ =w , F̂ ＝{}, R̂ ＝{}, β̂ ＝{}, 

and M̂ ={}, to its neighbors vb and vc. Refer to Figure 3(b) (Figure 3(c)), vb (vc) forwards 

d__query by carrying d_req, dbw ,ˆ  ( dcw ,ˆ ), F̂ ＝{vb} (＝{vc}), R̂ ＝{ br } (＝{ cr }), β̂ ＝{ bβ } 

(＝{ cβ }), and M̂ ={ bM } (={ cM }), to va, vc, ve and vf (to ve and vg ). In this example, vc 

discards d__query received from vb since the vc - vd route has smaller dcw ,ˆ  than the vc – vb - 
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vd route. Refer to Figure 3(d), ve forwards d__query to vh and vs when it receives d__query 

from vb. However, ve forwards d__query to vh and vs again when it receives d__query from vc 

since the ve -vc - vd route has smaller dew ,ˆ  than the ve – vb - vd route. Similarly, vs will receive 

d__query from ve and vg, and it selects the vs –vg -vc - vd route rather than the vs –ve -vc - vd 

route since the former route has smaller dsw ,ˆ . 

vs
vb

ve

vdvc

(a)

va
vf

vg

vs
vb

ve

vdvc

(b)

va
vf

vg

vs
vb

ve

vdvc

(c)

va
vf

vg

vh vh

vh

vs
vb

ve

vdvc

(d)

va
vf

vg

vh

 
Figure 3. A delay-sensitive route. (a) vd broadcasts d__query to vb and vc. (b) vb broadcasts 

d__query to va, vc, ve and vf. (c) vb broadcasts d__query to ve and vg. (d) ve broadcasts 

d__query to vh and vs. 

4 Simulation and performance analysis  

Simulations are implemented using the Network Simulator 2 package [16]. IEEE 802.11 

Distribution Coordination Function (DCF) is used as the MAC layer protocol. Packets are 

sent using the un-slotted Carrier Sense Multiple Access with Collision Avoidance 

(CSMA/CA). In the simulations, Constant Bit Rate (CBR) data traffic flows are injected into 

the network from the sources and the size of the data payload is 512 bytes. Each host has a 

First-In-First-Out transmission queue of no more than 64 packets at MAC layer. Forty runs 

with different seed numbers are conducted for each scenario and collected data for these runs 
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are averaged. 

The simulations are performed with three aspects. First, in order to validate the accuracy 

of our one-hop delay estimating method vs. the estimating method proposed in [14]. Second, 

we use another example to show the effectiveness of our distributed protocol vs. AQOR 

(which is a representative QoS routing protocol in MANETs) in avoiding HRP. Third, 

performance comparisons are made between the distinct strategies in our proposed protocol 

and another routing protocol [5] for constructing delay-sensitive routes in multi-rate 

MANETs. In our proposed protocol, we aim to minimize the total medium time to the 

network, whereas in [5], the authors aim to determine a route by selecting the links with 

smaller interference time. In [5], the experiments have shown that its proposed strategy has 

significantly higher performance compared to other routing strategies. 

4.1 One-hop delay estimation 

In this section, we compare our one-hop delay estimation model with the model proposed in 

[14]. The simulation scenarios are constructed by using the same as those constructed in 

Figures 10-13 of [14], where four kinds of CBR unicast flows with varied bit rates are ejected 

into the MANET. Traffic characteristics of these kinds are specified in table I.  

Table I. Traffic characteristics of four kinds of CBR unicast flows 

Traffic features Packet size 
(Bytes) 

Generation Interval 
(second) 

Bit rate 
(bps) 

Max_delay_0.5 (HP) 160 0.02 64000 
Max_delay_0.5 (HP) 160 0.01 128000 
Max_delay_0.8 (MP) 500 0.02 200000 
Max_delay_0.8 (MP) 500 0.01 400000 

 

In the simulations, sixteen hosts are created as a MANET, and the transmission of any 

host can be heard by the other hosts. Each CBR unicast flow is sent from a source to a 

destination, which are selected randomly among the hosts. Each run of the simulation 
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consists of 200 seconds. From time t=0 second to t=10 seconds, the channel is empty, 

whereas from t=10 seconds, new flows of each kind are started at 3-seconds intervals and 

begin competing for the channel. By t=37 seconds, there are ten active flows in the network: 

two 64-Kbps flows, three 128-Kbps flows, three 200-Kbps flows and two 400-Kbps flows. 

From t=37 seconds to t=140 seconds, the network remains in the same state. At t=140 

seconds, another 64-Kbps flow is admitted to the network.  

Recall that we replace the equation (3) (which is used in [14]) with the equation (4) for 

estimating one-hop delays in order to correct the overestimation in [14]. In figure 4, the 

simulation results validate that the estimating one-hop delays obtained by our model close to 

the instantaneous one-hop delays obtained in the simulations within the whole simulation 

period.  

 

(a)                                   (b) 

 

(c)                                   (d) 

Figure 4. One-hop delays: (a) 64-Kbps (b) 128-Kbps (c) 200-Kbps (d) 400-Kbps. 
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4.2 Avoidance of HRP 

We present a simple simulation in a 1,000 m × 1,000 m area with 50 randomly positioned 

hosts. We measure the performance in terms of end-to-end delay and success ratio. The 

success ratio is the ratio of the number of data packets with satisfied end-to-end delays 

successfully received by the destinations to the number of data packets delivered by the 

sources. We first show that there are three 64 Kbps flows, i.e., Flow 1, Flow 2, and Flow 3, 

and the requirement of end-to-end delay of each flow is set to 50 ms. Figure 5 shows the 

three routes constructed by AQOR for the three flows. Flow 1 starts transmission first, Flow 

2 starts transmission after 50 seconds has elapsed, and Flow 3 starts transmission after 100 

seconds has elapsed. Their end-to-end delays and receiving ratios, which are both collected 

every second, are exhibited in figure 6 and figure 7, respectively. During the first 100 seconds, 

the delays of Flow 1 and 2 are lower than 0.03 seconds. However, after 100 seconds has 

elapsed, the delays of the three flows increase drastically as a consequence of HRP triggered 

by Flow 3. Like the previous situation, the success ratios of the three flows also drop 

drastically when Flow 3 starts. 

Figures 8-10 demonstrate the effectiveness of our proposed protocol in avoiding HRP 

that is triggered in Figures 5-7. The delay-sensitive routes for Flow 1, 2, and 3 are shown in 

Figure 8. In Figure 9, the end-to-end delays of the tree flows are delay-sensitive, i.e., they are 

smaller than 50 ms, because the delay induced by the two-hop hosts is considered in our 

proposed protocol. Figure 9 also shows that the success ratios of the tree flows are higher 

than 95%. 
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Figure 5. Three routes constructed by 
AQOR. 

 

Figure 6. End-to-end delays of three flows 
in Figure 5. 

 

Figure 7. Success ratios of three flows in 
Figure 5. 

 

Figure 8. Three routes constructed by our 
proposed protocol. 

 

Figure 9. End-to-end delays of three flows 
in Figure 8. 

 

Figure 10. Success ratios of three flows in 
Figure 8. 

 

4.3 Performance comparisons of strategies in route construction 

In the simulation environment, 50 hosts are randomly distributed over a 1000 m × 1000 m 

area. Two kinds, i.e., 128 Kbps and 200 Kbps, of flows with 0.2 second end-to-end delay 

requirement are ejected from the sources to the destinations. The IEEE 802.11b is used as our 
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MAC/PHY protocol, i.e., there are four available data rates 1, 2, 5.5, and 11 Mbps. We 

measure the performance in terms of end-to-end delay and admission ratio for the distinct 

strategies of route construction in our proposed protocol and the routing protocol [5]. The 

admission ratio is the ratio of the number of admitted source-destination pairs to the number 

of requested source-destination pairs.  

In figures 11 and 12, the end-to-end delays of both protocols are small when the number 

of flows is small, and the routing protocol [5] obtains smaller end-to-end delays than our 

proposed protocol as a consequence that the routes constructed by it have the links with 

smaller interference time. However, when the number of flows with 128 Kbps (200 Kbps) 

increases from 12 (8) to 30 (20), the average end-to-end delays of the protocol [5] increases 

drastically. It is likely that the routing protocol [5] selects the routes which may blocks many 

hosts. On the other hand, the values of our proposed protocol increase slightly as a 

consequence that our proposed protocol adopts the strategy of selecting the routes with the 

minimum total medium time to the network. Figures 13 and 14 validate that our proposed 

protocol can accommodate more flows. 

Figure 15 shows that our proposed protocol generates more control bytes per second 

than the routing protocol [5] since the control packets d_hello exchanged periodically among 

the hosts in our proposed protocol. In the simulations of Figure 15, we set the frequency to 

one per second. However, by the aid of the more control bytes, our proposed protocol can 

accommodate more flows than the routing protocol [5]. 
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Figure. 11. End-to-end delays of 128 Kbps 
flows. 
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Figure. 12. End-to-end delays of 200 Kbps 
flows. 
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Figure 13. Admission ratio of 128 Kbps 

flows. 
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Figure 14. admission ratio of 200 Kbps 

flows. 
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5 Conclusion 

In order to exploit wireless resource efficiently and provide QoS for MANET services, we 

proposed a delay-sensitive routing protocol in multi-rate MANETs. Since one-hop delay 

should be known before constructing a delay-sensitive route, we first propose a method of 

estimating one-hop delay based on varied data rates. Simulation results validate that the 

proposed method can obtain more precise one-hop delay than that proposed in a very recent 
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work [14]. Then by the aid of one-hop delay estimation, end-to-end delay can be accurately 

accumulated while constructing the route.  

HRP, which is one delay-violation problem that may occur to previous QoS 

routing protocols, is introduced in this paper. In this paper, the proposed routing protocol 

is proposed to avoid HRP by further considering the resource consumption of 

one-hop/two-hop neighbors when a route is being determined. Further, it adopts the strategy 

of selecting the combination of higher data rates and a route with fewer neighbors in order to 

minimize the total medium time. The simulation results show that the proposed protocol can 

improve network throughput by admitting more flows.  
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