A hybrid SOFM-SVR with a filter-based feature selection for stock market forecasting
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Abstract

Stock market price index prediction is regarded as a challenging task of the financial time series prediction process. Support vector regression (SVR) has successfully solved prediction problems in many domains, including the stock market. This paper hybridizes SVR with the self-organizing feature map (SOFM) technique and a filter-based feature selection to reduce the cost of training time and to improve prediction accuracies. The hybrid system conducts the following processes: filter-based feature selection to choose important input attributes; SOFM algorithm to cluster the training samples; and SVR to predict the stock market price index. The proposed model was demonstrated using a real future dataset – Taiwan index futures (FITX) to predict the next day’s price index. The experiment results show that the proposed SOFM-SVR is an improvement over the traditional single SVR in average prediction accuracy and training time.
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1. Introduction

Data mining is a rapidly-growing technology in the information processing industry. It has been applied to various disciplines, such as engineering, business, management, science, as well as the military. In the financial domain, data mining can be used to assist with the prediction of stock prices, credit scores, and even bankruptcy potential. Stock market price prediction is regarded as a challenging task of the financial time series prediction process since the financial market is a complex, evolutionary, and non-linear dynamic system (Abu-Mostafa & Aitaya, 1996). In the last decade many studies have been conducted in mining financial time series data, including traditional statistical approaches and data mining techniques. In the area of financial stock market forecasting, many studies focused on application of Artificial Neural Networks (ANNs); the ANNs have been reported as good methods to predict financial stock market levels (Kim & Han, 2000; Kimoto, Asakawa, Yoda, & Takeoka, 1990; Quah & Srinivasan, 1999; Roman & Jameel, 1996; Tsaih, Hsu, & Lai, 1998).

Recently, the support vector machine (SVM) method, which was first suggested by Vapnik (1995), has recently been used in a range of applications, including financial stock market prediction (Cao, 2003; Huang, Nakamori, & Wang, 2005; Kim, 2003; Tay & Cao, 2001). The SVM technique, in general, is widely regarded as the state of art classifier and previous researches indicated that SVM prediction approaches are superior to neural networks approaches (Chen & Shih, 2006; Huang, Chen, & Wang, 2007; Huang, Chen, Hsu, Chen, & Wu, 2004; Lee, 2007). Initially developed for solving classification problems, SVM techniques can be successfully applied in regression (i.e., for a functional approximation problems) (Drucker, Burges, Kaufman, Smola, & Vapnik, 1997; Vapnik, Golowich, & Smola, 1997). Unlike pattern recognition problems where the desired outputs are discrete values (e.g., Boolean), the support vector regression (SVR) deals with ‘real valued’ functions. The SVR is derived from the structural risk minimization principle to estimate a function by
minimizing an upper bound of the generalization error (Huang et al., 2005; Schölkopf, Burges, & Vapnik, 1995). Previous researches reported the SVR model has successfully solved many classification and regression problems. However, improving the prediction accuracy still remains a prime issue of concern in the area of prediction. Especially for stock market prediction, even a slight improvement on prediction accuracy could have a positive impact on the profit of investment.

It was reported that a hybrid system in prediction and classification achieved a higher performance level against the traditional system (Brabazon & Keenan, 2004; Chang & Chang, 2006; Kim & Shin, 2007; Lekakos & Giaglis, 2007; Min, Lee, & Han, 2006). In order to improve the prediction accuracy of the traditional SVR method and to reduce its long training time, this study proposes a hybrid SOFM-SVR which combines SVR with self-organizing feature map (SOFM). Combining SOFM with classification or prediction algorithms has successfully solved many classification and prediction problems such as with ANN (Li, Zhang, & Wang, 2006; Wang & Yan, 2004; Wong, Wong, Gedeon, & Fung, 2003), SVM (Wu, Liu, Xu, Peng, & Rudy, 2004), SVR (Cao, 2003; Martín-Merino & Román, 2006; Tay & Cao, 2001), and with other methods (Chang & Liao, 2006; Chen, Grant-Muller, Mussone, & Montgomery, 2001). According to the research of Tay and Cao (2001), the approach combining SOFM with SVR can successfully predict stock market activity. In this study, the SOFM-SVR is combined with the filter-based feature selection to predict Taiwan index futures (FITX) that are collected from the Taiwan futures exchanges. By combining the SOFM-SVR with filter-based feature selection, an improvement in training time, prediction accuracy, and the ability to select a better feature subset is achieved. To train a SOFM-SVR model, a two-stage process was performed. In the first stage, the SOFM algorithm clusters the training data into several disjointed clusters; the individual SVR model for each cluster is then constructed in the second stage. The multiple SVR models provide various patterns in predicting the stock market, so the SOFM-SVR is able to cope with the fluctuation of stock market values. Using the filter-based feature selection method, the important feature subset can be selected. With a proper feature subset, the data complexity can be reduced and prediction accuracy can be improved.

This paper is organized as follows: Section 2 describes the basic concepts of SVR and SOFM. Section 3 describes the proposed SOFM-SVR with a filter-based feature selection model. Section 4 presents the experimental results of predicting the FITX. Section 5 provides remarks and conclusions.

2. Brief introduction to SVR and SOFM

2.1. Support vector regression

In this section the basic SVR concepts are briefly described which can also be found in Schölkopf and Smola (2000), Cristianini and Taylor (2000) and Keckman (2001). Given a training set \( \{(x_i, y_i)\}, i = 1, 2, \ldots, m \), where the input variable \( x_i \in \mathbb{R}^d \) is the \( d \)-dimensional vector; and the response variable \( y_i \in \mathbb{R} \) is the continuous value. SVR builds the linear regression function as the following form:

\[
f(x, w) = w^T x + b
\]  

(1)

Based on the Vapnik’s linear \( \varepsilon \)-Insensitivity loss (error) function [see Eq. (2)], the linear regression \( f(x, w) \) is estimated by simultaneously minimizing \( |w|^2 \) and the sum of the linear \( \varepsilon \)-Insensitivity losses [as shown in Eq. (4)] for the SOFM value of parameter \( C \). The constant \( C \) influences a trade-off between an approximation error and the weights vector norm \( |w| \), is a design parameter chosen by the user.

\[
|y - f(x, w)|_e = \begin{cases} 0, & \text{if } |y - f(x, w)| \leq \varepsilon \\ |y - f(x, w)| - \varepsilon, & \text{otherwise} \end{cases}
\]  

(2)

\[
R = \frac{1}{2} |w|^2 + C \sum_{i=1}^{m} |y_i - f(x_i, w)|_e
\]  

(3)

Minimizing the risk \( R \) is equivalent to minimizing the following risk:

\[
R_{\varepsilon, \zeta^\ast, \zeta} = \frac{1}{2} |w|^2 + C \sum_{i=1}^{m} (\zeta + \zeta^\ast)
\]  

(4)

under constraints:

\[
(w^T x_i + b) - y_i \leq \varepsilon + \zeta_i
\]  

(5)

\[
y_i - (w^T x_i + b) \leq \varepsilon + \zeta_i^\ast
\]  

(6)

\[
\zeta_i, \zeta_i^\ast \geq 0, \quad i = 1, 2, \ldots, m
\]  

(7)

where \( \zeta_i \) and \( \zeta_i^\ast \) are slack variables, one for exceeding the target value by more than \( \varepsilon \), and the other for being more than \( \varepsilon \) below the target. As with procedures applied to SVM classifiers (Cristianini & Taylor, 2000; Keckman, 2001; Schölkopf & Smola, 2000), this constrained optimization problem is solved by applying the Lagrangian theory and the Karush Kuhn-Tucker condition to obtained the optimal desired weights vector of the regression function.

The non-linear SVR maps the training samples from the input vectors into a higher-dimensional feature space via a mapping function \( \Phi \). By performing such a mapping method, in the feature space the learning algorithm will be able to obtain a linear regression function by applying the linear regression SVR formulation. In the final expression for a predictor function, training data only appears in the form of scalar products \( x_i^T x_j \) which are replaced by scalar products \( \Phi^T(x_i)\Phi(x_j) \). The scalar product \( \Phi^T(x_i)\Phi(x_j) \) is calculated directly by computing a kernel function, \( K(x_i, x_j) \), that is, \( \Phi^T(x_i)\Phi(x_j) = K(x_i, x_j) \), to avoid having to perform a mapping \( \Phi(x_i) \). The most popular kernel function is Radial Basis Function (RBF), as shown in Eq. (8).

\[
K(x_i, x_j) = \exp(-\gamma||x_i - x_j||^2)
\]  

(8)
2.2. Self-organizing feature map

The SOFM proposed by Kohonen (Kohonen, 1989, 1997; Kohonen, Raivo, Simula, Venta, & Henriksson, 1990) is an unsupervised and competitive learning algorithm. The learning algorithm spatially forms the topological maps in which the relations of similarity among the input samples (i.e., high-dimensional space) are converted into spatial relationships among the neurons (i.e., two-dimensional grid) that respond to these inputs. Kohonen’s learning algorithm updates not only the weights of the winning neuron, but also those of the spatially-close neurons, based on the activation zone for each neuron. The training steps, including competitive and weight adaptation processes, are repeated until the stopping criteria are met as follows:

1. Introduce an input vector \( \mathbf{x} \) into the net.
2. In the competitive process, compute Eq. (9) (the distance between input vector and all neurons of output layer), and find the winning neuron.
\[
||\mathbf{x} - \mathbf{w}_i|| \quad i = 1, 2, \ldots, \ell
\]  

where \( \ell \) is the number of output neurons; \( \mathbf{w} \) is the weight vector.
3. In the weight adaptation process, update the new weights at time \( t + 1 \) of the winning neuron and its neighborhood neurons defined by the activation zone.
\[
\mathbf{w}_i(t + 1) = \mathbf{w}_i(t) + \eta(t)\pi_{i,r}(t)(\mathbf{x}(t) - \mathbf{w}_i(t))
\]  

where \( \eta(t) \) is the learning rate and \( \pi_{i,r}(t) \) is the topological neighborhood depending on lateral distance between the neuron \( i \) and the winner neuron \( r^* \). A Gaussian-like neighborhood function centered at winning neuron \( r^* \) is defined by Eq. (11):
\[
\pi_{i,r}(t) = \exp \left( -\frac{||\mathbf{p}_i - \mathbf{p}_r||}{g(t)} \right)
\]  

where the \( \mathbf{p}_i \) is the position vector of the neighborhood neuron, the \( \mathbf{p}_r \) is the winning neuron, and \( g(t) \) is a parameter which is gradually decreased.

3. The proposed system framework

3.1. Overview of the SOFM-SVR model

In this study, a two-stage hybrid method was implemented which combines the SVR prediction capability with the SOFM clustering algorithm, as illustrated in Fig. 1. In the first stage, SOFM clusters the training data into several disjointed clusters. Each cluster contains similar objects. In the second stage, an individual SVR model for each cluster is constructed. In order to construct an accurate SVR model, the kernel function and loss function must be selected. Properly setting the parameters can improve the SVR prediction accuracy. The parameter gamma (\( \gamma \)) of the RBF kernel, the parameter \( \varepsilon \) of the loss function, and the soft margin constant \( C \) (i.e., penalty parameter) must be optimized to improve the prediction accuracy.

This study used the RBF kernel because it can analyze high-dimensional data and requires only two parameters, a soft margin constant \( C \) and a gamma (\( \gamma \)) (Hsu, Chang, & Lin, 2003). The Grid algorithm (Hsu et al., 2003) is adapted to find the best parameters of \( C, \gamma \), and \( \varepsilon \). The detailed steps to train and test the two-stage SOFM-SVR model, as shown in Fig. 2, are described in the next two sections.

3.2. Training the hybrid SOFM-SVR model

In this study, SVR is combined with SOFM to construct the predicted model. In order to guarantee valid results for making predictions regarding new data, the data set was randomly partitioned into a training set and an independent test set. The training set adjusts the model prediction parameters, while the test set evaluates the prediction accuracy of the trained model. The SOFM-SVR model is established according to the following steps:

1. Scaling the training set: All input variables are scaled during the data preprocessing stage. The two main advantages of scaling are to avoid attributes in greater numeric ranges from dominating those in smaller numeric ranges, and to prevent numerical difficulties during the calculation (Hsu et al., 2003). Feature value scaling can help increase SVR accuracy according to experimental results of this study. Generally, each feature can be linearly scaled to the \([0,1]\) range using the following formula [see Eq. (12)], where \( x \) is original value, \( x' \) is the scaled value, \( \max_a \) is the maximum value of feature \( a \), and \( \min_a \) is the minimum value of feature \( a \).
\[
x' = \frac{x - \min_a}{\max_a - \min_a}
\]  

2. Clustering the training dataset (first stage): Cluster property includes objects within a cluster that have high similarity and objects in other clusters that are very dissimilar (Han & Kamber, 2001). This study used the unsupervised neural network SOFM to cluster the training data. An advantage of SOFM over other clustering algorithms is its ability to visualize high-dimensional data using a two-dimensional grid while preserving the similarity between data points as much as possible (Roussinov & Chen, 1999). Another positive aspect is that the SOFM clustering algorithm is able to determine the number of clusters under a pre-defined two-dimensional grid. The clustering performed in this study was based on the scaled training data. After the training data was clustered, the SVR model was constructed for each cluster in the next step.
3. Training the Individual SVR Models for Each Cluster (second stage): This study used the SVR with the \( \varepsilon \)-insensitive loss function to build the prediction model for the training data in each cluster. Proper setting of the SVR parameters can improve the SVR prediction accuracy. With the RBF kernel and \( \varepsilon \)-insensitive loss function, three parameters, \( C, \gamma, \) and \( \varepsilon \), should be determined in the SVR model. The grid search approach (Hsu et al., 2003) is a common method to search for the best \( C, \gamma, \) and \( \varepsilon \) values. To achieve the ability to produce good generalizations, the grid search approach uses a validation process to decide parameters. In the grid algorithm, pairs of \( (C, \gamma, \varepsilon) \) are tried and the one with the best cross-validation accuracy of Mean Square Error (MSE) is chosen. After identifying a “better” region on the grid, a more specific grid search on that region can be conducted (Hsu et al., 2003). Finally, choose the parameter \( (C, \gamma, \varepsilon) \) that leads to the lowest cross-validation prediction error and use the best parameters to create a model as the predictor. Fig. 3 shows the process of grid algorithm when building the SVR predictor.

3.3. Evaluating the SOFM-SVR model with test set

For each sample in the test set, the following steps should be completed:

1. Scale the test set based on the scaling equation according to the attribute rage of the training set.
2. Find the cluster to which the test sample in the test set belongs based on the trained SOFM model.
3. Calculate the predicted value for each sample in the test set according to the trained SVR model (with the support vectors and the best parameters, \( C, \gamma, \epsilon \) derived by the grid search) in the same cluster.

4. Calculate the prediction accuracy for the test set.

### 3.4. SOFM-SVR combined with filter-based feature selection

The purposes of the feature selection method are to reduce data complexity and improve accuracy. Based on whether feature selection is performed independently of the learning algorithm that constructs the predictor, feature subset selection algorithms can be classified into two categories: the filter approach, and the wrapper approach (John, Kohavi, & Peger, 1994; Kohavi & John, 1997; Liu & Motoda, 1998). The filter approach selects important features first; SVR is then applied for prediction. On the other hand, the wrapper approach combines SVR with other optimization tools (e.g., genetic algorithms and ant colony optimization) to perform feature selection.

A filter-based feature selection is conducted in this study because it required much less execution time. The coefficient of determination \( r^2 \) is a simple measurement which measures the discrimination of two sets of real numbers, and it was used in SOFM researches (Guyon & Elisseeff, 2003; Li, Manry, Narasimha, & Yu, 2006). Given a certain input variable (i.e., feature) \( x \) and the response variable, \( y \), \( r^2 \) is defined as follows:

\[
r^2 = \frac{\left( \sum x y - \frac{\sum x \sum y}{n} \right)^2}{\left( \sum x^2 - \frac{(\sum x)^2}{n} \right) \left( \sum y^2 - \frac{(\sum y)^2}{n} \right)} \tag{13}
\]

where \( n \) is the number of training samples.

The larger \( r^2 \) is, the more likely this feature is discriminative. One can select the number of features manually; however, this study conducted the following procedure (see Fig. 4):

**Step 1.** Calculate \( r^2 \) for the \( m \) features.

**Step 2.** Sort \( r^2 \), and set possible number of features by \( f = m - i, i \in \{0, 1, 2, \ldots, m - 1\} \).

**Step 3.** For each \( f \), do the following

- (a) Keep the first \( f \) features according to the sorted \( r^2 \).
- (b) Train the SOFM-SVR model and calculate its test error.

**Step 4.** Choose the threshold of \( f \) with the lowest test error and drop features with \( r^2 \) below the selected threshold.

### 4. Experiments

#### 4.1. Experimental data set

To evaluate the SOFM-SVR approach, this study used the FITX as a data set. As a hedge tool, the daily index prediction is important for investors in the stock and future market. Even a slight improvement in prediction accuracy can reduce the investors’ risk and translate considerably into investment profit. Singapore International Monetary Exchange Limited (SIMEX) first introduced FITX on the January 9, 1997, and the underlying asset is the Morgan Stanley Capital International (MSCI). Taiwan index Taiwan futures exchanges (TAIFEX) offered FITX on July...
21, 1998, which is based on the Taiwan stock exchange (TAIEX) value-weighted index.

The FITX data set covers a six-year period, from January 4, 2000 to February 20, 2006. A total of 1,540 pairs of daily observations were made, as shown in Fig. 5. The data set was split into five subsets by slicing the time period. Each subset contains a training period around five years (i.e., 1,340 cases) and a testing period around two months (i.e., 40 cases), as shown in Table 1. A prediction model was built for each of the five data sets, and the average performance for the five data sets was then used to evaluate the reliability of the proposed approach.

4.2. Input variables consideration

Thirteen technical indicators are considered as input variables to forecast the daily price in the stock price index. Previous researches indicated SOFM variables are relevant for predicting and classifying the stock price index including the relative strength index (RSI), the moving average convergence and divergence (MACD), moving average (MA), William’s oscillator percent R (WR), psychological line (PSY), stochastic K index, and stochastic D index (Achelis, 1995; Kim, 2003; Kim & Lee, 2004; Klassen, 2005). Other SOFM input variables suggested by the domain experts were adapted in this study including directional indicator up (+DI), directional indicator down (−DI), BIAS, volume ratio (VR), A ratio (AR) and B ratio (BR). The descriptions and definitions of these input variables are presented in Appendix A.

4.3. Performance measures

To demonstrate the effectiveness of the proposed SOFM-SVR model, this study used the statistical metrics of the mean square error (MSE), mean absolute error (MAE), and mean absolute percentage error (MAPE). The definitions of MSE, MAE and MAPE are provided in Eqs. (14)–(16), respectively.

\[
\text{MSE} = \frac{\sum_{i=1}^{n} (A_i - F_i)^2}{n}
\]

\[
\text{MAE} = \frac{\sum_{i=1}^{n} |A_i - F_i|}{n}
\]

\[
\text{MAPE} = \frac{\sum_{i=1}^{n} |A_i - F_i|/A_i}{n} \times 100
\]

where \(A_i\) is the actual value of sample \(i\), \(F_i\) is a predicted value of sample \(i\), and \(n\) is the number of samples.

4.4. Experimental results

The implementation platform was carried out via Matlab 7.0, a mathematical development environment, by extending the Libsvm version 2.82, which was originally designed by Chang and Lin (2001). The empirical evaluation was performed on a Pentium IV CPU running at 2.8 GHz with 256 MB RAM. The experimental results are shown in the sections that follow.

4.4.1. Determining the number of clusters

Models based on the maximum numbers of 3, 4, and 5 clusters in the SOFM are constructed to investigate the impacts of the number of clusters on the performances. Fig. 6 shows the predicted value of the SOFM-SVR with various numbers of clusters in data set number 1. The average prediction errors, shown in Table 2, are computed by averaging the prediction errors of the five data sets. The average MAPE errors for the three models are 3.59002%, 3.90044%, and 4.3148%, respectively. It was determined that the model of three clusters is the best according to the criteria of MAPE as well as to the MSE and MAE. To precisely compare the prediction error of the test set, a nonparametric Wilcoxon signed rank test (i.e., a test for the two-related samples) was performed. Since the population distributions of the performance measures are unknown, a nonparametric test is suggested for the performance comparison of the two models (Conover, 1980). Additionally, the experiments used identical training and test sets for each “treatment” (i.e., model), thus the test set is not independent (Salzberg, 1997). Therefore, the nonparametric with dependent samples was adapted to compare the performances. As shown in Table 3, the model
with three clusters significantly outperforms the others (with 0.005 significance), in MSE, MAE and MAPE, based on the nonparametric Wilcoxon signed rank tests with two-related (dependent) samples. That is, for the cases of the FITX data set, the SOFM-SVR model with three clusters is more appropriate than other models with four or five clusters, based on the criteria of minimizing the prediction errors. The detail prediction errors of the model with three clusters are illustrated in Table 4.

4.4.2. SOFM-SVR with filter-based feature selection

The models of SOFM-SVR with filter-based feature selection for each data set were built based on three clusters determined in the previous section. The prediction errors for each model are shown in Table 5. It was determined the model with feature selection is more accurate than the model without feature selection based on the average MAPE errors for the two models: 1.7726% from Table 5 and 3.59002% from Table 4, respectively. This is also true from the results of the Wilcoxon signed rank test on the prediction errors, as shown Table 6. Each dataset has a different selected feature subset. Fig. 7 illustrates the features’ relative importance (i.e., frequency) for the selected features for each data set. For the case of the FITX data set, MA10, MACD9, PSY10, D10, K10, +DI10, and /C0 DI10 are important input attributes.

4.4.3. Comparison with the traditional single SVR

This study compared the prediction accuracy of the SOFM-SVR method with that of the traditional single SVR. The difference between SOFM-SVR and the traditional single SVR is that the former built a SVR model for each cluster, and the latter built only the single SVR model for the whole training set. More specifically, the same RBF kernel, $\varepsilon$-insensitive loss function, and grid

---

**Table 2**
The accuracy measures with various numbers of clusters

<table>
<thead>
<tr>
<th>Number of clusters</th>
<th>MSE (± Deviation)</th>
<th>MAE (± Deviation)</th>
<th>MAPE (%) (± Deviation)</th>
<th>Time (min) (± Deviation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 Clusters</td>
<td>74260.73 ± 64047.00</td>
<td>223.5331 ± 115.96</td>
<td>3.59002 ± 1.85</td>
<td>419.9717 ± 26.60</td>
</tr>
<tr>
<td>4 Clusters</td>
<td>91781.47 ± 78616.04</td>
<td>243.6887 ± 131.12</td>
<td>3.90044 ± 2.07</td>
<td>446.2202 ± 13.46</td>
</tr>
<tr>
<td>5 Clusters</td>
<td>99859.31 ± 68100.27</td>
<td>268.6646 ± 107.51</td>
<td>4.3148 ± 1.70</td>
<td>338.4418 ± 28.67</td>
</tr>
</tbody>
</table>

**Table 3**
Wilcoxon sign rank test on the prediction errors for the SOFM-SVR with various numbers of clusters

<table>
<thead>
<tr>
<th>Accuracy criteria</th>
<th>3 Clusters vs. 4 clusters</th>
<th>3 Clusters vs. 5 clusters</th>
<th>4 Clusters vs. 5 clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>0.345</td>
<td>0.043*</td>
<td>0.5</td>
</tr>
<tr>
<td>MAE</td>
<td>0.345</td>
<td>0.043*</td>
<td>0.138</td>
</tr>
<tr>
<td>MAPE</td>
<td>0.345</td>
<td>0.043*</td>
<td>0.138</td>
</tr>
</tbody>
</table>

* Achieving 0.05 significance (2-tailed).
search approach were used in the single SVR. In addition, the experiment for the single SVR is conducted on the five data sets that are the same as the data sets of the SOFM-SVR in order to have a fair basis of comparison.

The prediction errors of the single SVR with selected features and that with all features are shown in Table 8 and 9, respectively. The average MAPE errors for the two models are 3.47252% from Table 8 and 3.5424% from Table 9, respectively. The SOFM-SVR with feature selection (i.e., MAPE of 1.7726% from Table 5) is more accurate than the single SVR with feature selection and that without feature selection. Although the Wilcoxon signed

Table 6
Wilcoxon sign rank test on the prediction errors: SOFM-SVR with selected features vs. SOFM-SVR with all features

<table>
<thead>
<tr>
<th>Prediction error</th>
<th>MSE</th>
<th>MAE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOFM-SVR with selected features vs. SOFM-SVR with all features</td>
<td>0.043115a</td>
<td>0.043115a</td>
<td>0.043115a</td>
</tr>
</tbody>
</table>

a Achieving 0.05 significance (2-tailed).

Table 7
Wilcoxon sign rank test: SOFM-SVR vs. single SVR

<table>
<thead>
<tr>
<th>Prediction error</th>
<th>MSE</th>
<th>MAE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOFM-SVR with selected features vs. single SVR</td>
<td>0.224917</td>
<td>0.224917</td>
<td>0.043115a</td>
</tr>
<tr>
<td>SOFM-SVR with selected features vs. single SVR with all features</td>
<td>0.500185</td>
<td>0.685831</td>
<td>0.043115a</td>
</tr>
</tbody>
</table>

a Achieving 0.05 significance.

Table 8
Results of single SVR with selected features

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MSE</th>
<th>MAE</th>
<th>MAPE (%)</th>
<th>Time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>68760</td>
<td>243.77</td>
<td>3.9918</td>
<td>983.12</td>
</tr>
<tr>
<td>2</td>
<td>162037</td>
<td>395.89</td>
<td>6.2829</td>
<td>919.91</td>
</tr>
<tr>
<td>3</td>
<td>92975</td>
<td>278.81</td>
<td>4.5912</td>
<td>932.94</td>
</tr>
<tr>
<td>4</td>
<td>6278</td>
<td>61.41</td>
<td>1.0090</td>
<td>994.91</td>
</tr>
<tr>
<td>5</td>
<td>12705</td>
<td>98.53</td>
<td>1.4877</td>
<td>862.96</td>
</tr>
<tr>
<td>Average</td>
<td>68551.05</td>
<td>215.68</td>
<td>3.47252</td>
<td>938.77</td>
</tr>
<tr>
<td>Deviation</td>
<td>57154.03</td>
<td>122.29</td>
<td>1.971181</td>
<td>47.44</td>
</tr>
</tbody>
</table>

Table 9
Results of single SVR with all features

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MSE</th>
<th>MAE</th>
<th>MAPE (%)</th>
<th>Time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>35623</td>
<td>168.78</td>
<td>2.7653</td>
<td>1471.51</td>
</tr>
<tr>
<td>2</td>
<td>210179</td>
<td>452.85</td>
<td>7.1966</td>
<td>1555.51</td>
</tr>
<tr>
<td>3</td>
<td>103615</td>
<td>303.56</td>
<td>5.0144</td>
<td>1501.69</td>
</tr>
<tr>
<td>4</td>
<td>7983</td>
<td>68.39</td>
<td>1.1239</td>
<td>1593.59</td>
</tr>
<tr>
<td>5</td>
<td>15384</td>
<td>106.64</td>
<td>1.6118</td>
<td>1494.75</td>
</tr>
<tr>
<td>Average</td>
<td>74556.85</td>
<td>220.04</td>
<td>3.5424</td>
<td>1523.41</td>
</tr>
<tr>
<td>Deviation</td>
<td>75745.84</td>
<td>141.18</td>
<td>2.267166</td>
<td>44.59</td>
</tr>
</tbody>
</table>

Fig. 7. Relative importance of the selected features.

Fig. 8. MAPE comparison: SOFM-SVR vs. single SVRs.
rank test on the prediction errors are not significant enough, as shown in Table 7, the average MSE, MAE, and MAPE errors of the SOFM-SVR are superior to that of the single SVR with and without feature selection. Fig. 8 shows the MAPEs for the three models. For the stock market prediction, even a slight improvement on prediction accuracy could have a positive impact on the profit of investment. This study showed the SOFM-SVR improved the prediction accuracy against the traditional single SVR.

The average training time for the SOFM-SVR with selected features, single SVR with selected features, and single SVR with all features are 382.14 (see Table 5), 938.77 (see Table 8), and 1523.41 min (see Table 9), respectively. The training times shown in Tables 5 and 8 are collected by constructing the SOFM-SVR model and single SVR model with the selected feature subset. Fig. 9 shows the training time for the three models. The SOFM-SVR significantly outperforms the single SVR according to the Wilcoxon signed rank test on the training times, as shown in Table 7. One disadvantage of SVM is that the training time scales somewhere between quadratic and cubic with respect to the number of training samples. Thus, a large amount of computation time will be involved when SVM is applied for solving large problems (Cao & Tay, 2003; Deng, Jin, & Zhong, 2005). By dividing the samples into smaller clusters, the training time for each cluster can be reduced.

5. Conclusion

This study introduced a hybrid SOFM-SVR with filter-based feature selection to improve the prediction accuracy and to reduce the training time for the financial daily stock index prediction. The SOFM algorithm clusters the training data into several disjointed clusters. The individual SVR model for each cluster is then constructed.

According to the empirical experiments in forecasting daily FITX, the SOFM-SVR improves the average prediction accuracy, and thus may lead to a capital gain. Additionally, the SOFM-SVR model reduces the training time. Because the training time of the SVR is determined by the size of training samples, dividing the training samples into clusters of small sample sizes reduces the training time at each cluster, and thus saves a large amount of training time.

The proposed approach with multiple SVR models provides various patterns in predicting the daily FITX, so it was able to cope with the fluctuation of stock market values. It also yielded good prediction accuracy. In addition, with fewer and more appropriate input variables generated by a filter-based feature selection approach, the SOFM-SVR model can maintain its accuracy and shorten the training time. Further research directions are using optimization algorithms (e.g., genetic algorithms) to optimize the SVR parameters and performing feature selection using a wrapper-based approach that combines SVR with other optimization tools (e.g., genetic algorithms and ant colony optimization).

Appendix A. The descriptions and definition of input attributes

1. MA10: 10-day moving average.

\[
MA(n)_t = \frac{1}{n} \sum_{i=t-n+1}^{t} C_i
\]

where \(n\) is the length of time period, \(C_i\) is the close price at time \(i\), and \(t\) is current day.
2. RSI5: 5-day relative strength index.
\[
RSI(n) = \left( \frac{\text{UPC}_n / \text{UD}_n - 1}{\text{UPC}_n / \text{UD}_n + \text{DPC}_n / \text{DD}_n} \right) \times 100
\]
(2)
where \(\text{UD}_n\) is the number of upward days (during previous \(n\) days period), \(\text{DD}_n\) is the number of downward days, \(\text{UPC}_n\) is the sum of close prices at upward days, and \(\text{DPC}_n\) is the sum of close prices at downward days.

3. K9: 9-day stochastic index \(K\)
\[
K(n) = \frac{2}{3} \times K(n)_{t-1} + \frac{1}{3} \times \frac{C_t - \text{HP}_n}{\text{HP}_n - \text{LP}_n}
\]
(3)
where \(\text{HP}_n\) is the highest high price (in previous \(n\) days period), and \(\text{LP}_n\) is the lowest low price.

4. D9: 9-day stochastic index \(D\)
\[
D(n) = \frac{2}{3} \times D(n)_{t-1} + \frac{1}{3} \times K(n)
\]
(4)

5. MACD9: 9-day moving average convergence/divergence.
\[
\text{MACD}(n) = \text{MACD}(n)_{t-1} + \frac{2}{n+1} \times (\text{DIFF} - \text{MACD}(n)_{t-1})
\]
(5)
where \(\text{DIFF} = \text{EMA}(12) - \text{EMA}(26)\), is represented as the difference between a 26-day and 12-day exponential moving average. \(\text{EMA}(k)_{t-1} + \alpha \times (C_t - \text{EMA}(k)_{t-1})\), where \(\alpha = 2/(k+1)\), \(k\) is time period of the \(k\)-day exponential moving average.

6. WR10: 10-day Larry Williams’ oscillator.
\[
\text{WR}(n) = \left( \frac{\text{HP}_n - C_t}{\text{HP}_n - \text{LP}_n} \right) \times 100
\]
(6)

7. PSY10: 10-day psychological line.
\[
\text{PSY}(n) = \left( \frac{\text{UD}_n}{n} \right) \times 100
\]
(7)
where \(\text{UD}_n\) is the number of upward days during previous \(n\) days.

8. +DI10: directional indicator up.
\[
\left( \sum_{i=t-n+1}^{t} (\text{+DM}_i) / n \right) / \left( \sum_{i=t-n+1}^{t} \text{TR}_i / n \right) \times 100
\]
(8)
where \(\text{+DM}_i = H_i - H_{i-1}\), \(H_i\) is high price at time \(i\), \(\text{TR}_i = \max\{H_i - L_i, H_i - C_{i-1}, L_i - C_{i-1}\}\), and \(L_i\) is low price at time \(i\).

\[
\left( \sum_{i=t-n+1}^{t} (-\text{DM}_i) / n \right) / \left( \sum_{i=t-n+1}^{t} \text{TR}_i / n \right) \times 100
\]
(9)
where \(-\text{DM}_i = L_i - L_{i-1}\).

10. BIAS5: 5-day BIAS. It is a momentum indicator which measures deviation level between close price and moving average.
\[
\text{BIAS}(n)_t = \frac{C_t - \text{MA}_n}{\text{MA}_n} \times 100
\]
(10)

11. VR10: 10-day volume ratio.
\[
\text{VR}(n)_t = \left( \frac{\text{UV}_n - TV/n}{(\text{DV}_n - TV/n)} \right)
\]
(11)
where \(TV\) is the volume summation at previous \(n\) days, \(UV\) is the volume summation at upward days, and \(DV\) is the volume summation at downward days.

12. AR20: 20-day A ratio.
\[
\text{AR}(n)_t = \left( \sum_{i=t-n+1}^{t} (H_i - O_i) / \sum_{i=t-n+1}^{t} (O_i - L_i) \right)
\]
(12)
where \(O_i\) is open price at time \(i\).

13. BR20: 20-day B ratio.
\[
\text{BR}(n)_t = \left( \sum_{i=t-n+1}^{t} (H_i - C_{i-1}) / \sum_{i=t-n+1}^{t} (C_{i-1} - L_i) \right)
\]
(13)
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