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Abstract Evolutionary population-based methods have found their applications in dealing with 

many real-world simulation experiments and mathematical modeling problems. The Moth-flame 

optimization (MFO) algorithm is one of the swarm intelligence algorithms and it can be used with 

constrained and unknown search spaces. However, there are still some defects in its performance, 

such as low solution accuracy, slow convergence, and insufficient exploration capability. This study 

improves the basic MFO algorithm from the perspective of improving exploration capability and 

proposes a hybrid swarm-based algorithm called SMFO. The essential notion is to further explore 

and scan the feature space with taking advantages of the sine cosine strategy. We methodically 

investigated the efficacy, solutions, and optimization compensations of the developed SMFO using 

more than a few demonstrative benchmark tests, together with unimodal, multimodal, hybrid and 

composition tasks, and two widely applied engineering test problems. The simulations point toward 

this fact that the diversification and intensification inclinations of the original MFO and its 

convergence traits are fortunately upgraded. The findings and remarks show that the suggested 

SMFO is a favorable algorithm and it can show superior efficacy compared to other techniques. 
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1 Introduction 

With the advancement of technology and the increasing amount of data, big data, and the 

emergence of machine learning and deep learning [1, 2], the complexity of tackling optimization 

cases have been vividly enhanced. Searching for feasible variables of problems, which we may face 

in manufacturing, is highly demanded in many constrained and unconstrained applications such as 

operation optimization [3], supply chain planning [4], optimization of hydrothermal systems [5], 

RFID positioning [6], production and distribution problems [7], and order-picking systems [8].  

Also, in some applications such as parameters optimization [9], deployment optimization [10], 

optimal resource allocation [11], and temperature optimization [12], the problem has several 

dimension that we should consider at the same time and minimize or maximize an explicit objective 

function regarding the specific boundary conditions and set of variables. Optimization is a kind of 

philosophy and way of thinking that can be translated into an algorithmic process and can have a 

real impact on the quality of life [13]. The base idea is that it tries to enhance the quality of solutions 

of a problem gradually or based on a prearranged set of conditions in different forms of 

multiobjective [14-17], many objectives [18-22], fuzzy optimization [23], large scale optimization 

[24, 25], robust optimization [26], and memetic optimization [27]. Traditional optimization methods 

do not meet the specific optimization needs of real life. The emergence of meta-heuristics (MAs) 

offers a new way to solve these complex optimization problems in different areas of neural networks 

and artificial intelligence and energy field [28-37]. Compared to traditional optimization methods 

that need to gradient info and slope of the surface [38-40], MAs are more efficient and flexible, and 

they can find an approximately optimal solution to most of the practical problems within a specific 

time and with a reasonable complexity [41-48]. Swarm intelligence (SI) algorithms are one of the 

famous class of MAs that has been applied to many fields such as parameter identification of 

photovoltaic systems [49-52], feature selection [53], neural networks and machine learning [44, 54-

57], image segmentation [29, 58, 59], medical diagnosis [60-65], maximum satisfiability problem) 

[66, 67], PID optimization control [68-70], wind speed prediction [71], scheduling problem [72, 73], 

fault diagnosis of rolling bearings [74, 75], gate resource allocation [76, 77], prediction problems in 

educational field [78-82], bankruptcy prediction [83-88], engineering applications [89, 90], 

industrial applications [91, 92], etc. SI algorithms are usually inspired by the habits of natural 

populations [93-96]. The general idea is to distribute the individuals in the search space randomly 

and then evolve them until a required quality of results [97]. Each individual collects relevant 

information according to the perception of the surrounding situation, and then gathers these 

unintelligent individuals to express intelligence through the exchange of information, and adjusts 

the relevant convergence factors by themselves. Iterate this process until a termination criterion is 

satisfied and outputs an optimal solution eventually. Usually, such algorithms have the 

characteristics of fewer control parameters, self-organization, self-learning, and adaptability, which 

provides the possibility to solve some complex problems efficiently. A large number of SI 

algorithms have been proposed, which here we can list some of the practical studies on them such 

as differential search [98, 99], particle swarm optimization (PSO) [100, 101], differential evolution Jo
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(DE) [102], slime mould algorithm (SMA)1 [103], Harris hawks optimization (HHO)2 [29, 32, 60, 

78, 104, 105], whale optimization algorithm (WOA) [37, 41, 106], extremal optimization algorithm 

[20, 107-109], monarch butterfly optimization (MBO) [110-112], moth search algorithm (MSA) 

[113]. 

Moth-Flame optimizer (MFO) is a new SI algorithm proposed in 2015 [114]. It is inspired by the 

"traverse navigation" mechanism in which moth navigates in space, and it mathematically models 

this behaviour to perform optimization. The performance of MFO is verified by multiple benchmark 

functions and engineering applications in [114]. Thus, the MFO has been widely used in many fields. 

Traditional distributed clustering of wireless sensor networks using K-Means tends to be easily 

confined to the local optimum. Kotary et al. [115] addressed this problem by using diffusion MFO 

(DMFO) with the ability to determine the global optimum solution to minimize the distance within 

the cluster and thus determine the optimal partitioning of each sensor node. Lei et al. [116] 

incorporated a protein complex prediction algorithm called MFOC based on MFO and applied it to 

a reliable weighted dynamic protein interaction network. The results show that MFOC outperforms 

other classical algorithms. Li et al. [117] used MFO to optimize support vector machines (SVM) 

with feature selection for the diagnosis of tuberculous pleural effusion (TPE). The model exhibited 

up to 95% accuracy. Elsakaan et al. [118] added Lévy-flight to the MFO to enhance population 

diversity and applied the model to non-convex economic scheduling problems with valve point 

effects and emissions. Sayed et al. [119] used a combination of MFO and neutrosophic sets (NS) in 

histopathological section imaging for automated mitotic detection. MFO was mainly used to select 

the best distinguishing features of mitotic cells, and the selected features were used for classification 

and regression tree (CART) prediction. Ng Shin Mei et al. [120] used MFO for optimizing reactive 

power dispatch (ORPD) problem, and the results show that MFO can produce more satisfactory 

power loss and voltage deviation than comparable techniques in the literature. The MFO utilized to 

train a neural net for building a neuroevolution model [121]. The authors in [122] developed an 

advanced orthogonal MFO with Broyden–Fletcher–Goldfarb–Shanno procedure to solve real-world 

tasks. Hassanien et al. [123] used MFO for the tomato disease detection problem. Specifically, 

features are selected through the high performance of MFO and rough set, and the selected features 

are used for data classification of the SVM. Zhang et al. [124] combined Firefly Algorithm (FA) 

and MFO to mitigate premature convergence of MFO. The hybrid model was also used for the facial 

expression recognition system. Li et al. [125] proposed a prediction model with hybrid MFO and 

least squares SVM and used the model for annual power compliance forecasting. Because of the 

need for a more accurate optimization algorithm to estimate the model parameters, Allam et al. [126] 

used MFO to estimate the parameters of a three-diode model for polycrystalline silicon solar cells. 

Although MFO had been widely used, it still has its drawbacks [30, 52, 86, 127, 128]. Its ability 

to explore is not enough to form a good balance with the ability to exploit and prone to stagnation 

to local or deceptive optima (LO) during continuous iterations. In order to solve these defects, some 

modifications are proposed. Wang et al. [64] introduced a chaotic strategy in the original MFO and 

named it CMFO, and then used CMFO for parameter optimization and feature selection in KELM. 

Finally, the optimized model was used in medical predictive diagnostic problems. Zhang et al. [52] 

improved the integrative performance of the original MFO by introducing the Nelder-Mead Simplex 

                                                             
1 The source codes of this SMA optimizer is provided at http://aliasgharheidari.com/SMA.html 

2 The source codes of HHO optimizer is provided at http://aliasgharheidari.com/HHO.html 
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(NMS) mechanism and orthogonal learning (OL) operator in the underlying MFO. The OL is used 

to create more distributed candidate positions for the search agents in the MFO, while the NMS 

mechanism explores the space around the optimal position with refinement to improve accuracy. 

Shehab et al. [129] introduced two steps to enhance the underlying MFO. The first step was to 

accelerate the search process by combining the Hill Climbing (HC) algorithm with the MFO. The 

second step is to increase the probability of finding a better solution by adding six crossover 

mechanisms. To overcome the weak convergence rate of MFO during the global search, Pelusi et al. 

[130] introduced adaptation-dependent weighting factors to update the position of moth individuals. 

To solve the problem of insufficient exploration capacity of the original MFO, Kaur et al. [131] 

improved the distribution of the algorithm by using Cauchy distribution function. At the same time, 

iterative division and adaptive step size are adopted to balance the distribution and accuracy of the 

algorithm, and it is named E-MFO. Among them, the differential evolution method is used to 

improve the accuracy of MFO, and opposite learning mechanism is used to improve the convergence 

speed of MFO. Xu et al. [132] added Lévy mutation (LM) to MFO to search for the distributed 

randomness of agents. Cauchy mutation (CM) and Gaussian mutation (GM) are used to increase the 

number of pilot sampling evaluations of the algorithm on a global scale. Sapre et al. [133] added 

OBL, CM and Evolutionary Boundary Constraint Processing (EBCH) to the MFO to cope with its 

premature convergence and local optimal trapping. Xu et al. [86] introduced GM and chaotic local 

search (CLS) into MFO to propose a new algorithm CLSGMFO and used it for the parameter 

optimization of kernel extreme learning machine. GM was used to enhance the diversity of the 

population. CLS was used to improve the refined search of search agents in specific areas. Xu et al. 

[134] combined the GM strategy and cultural learning mechanisms [135] into the MFO. GM was 

used to help the MFO escape the local optimum, and CL was used to help search individuals to 

remember historical experiences and improve exploration capabilities. Savsani et al. [136] proposed 

a non-dominated moth optimization algorithm (NS-MFO) using the MFO method. Based on the 

original MFO, the algorithm used non-dominated sorting and crowded distance method to obtain 

different non-dominated levels, thus ensuring the richness of the optimal solution.  

In this study, a hybrid MFO algorithm called SMFO is proposed using the sine cosine strategy, 

which was derived from the sine cosine algorithm (SCA) that proposed in 2016 [137]. First, divide 

all individuals into search space randomly and assign a flame to each individual. This allows them 

to converge to the possible solution while exploring the global space fully. Then, as the iterative 

process progresses, reduce the number of flames, and the focus of the optimizer will gradually shift 

from global exploration to specific area exploitation. Finally, the sine cosine strategy is introduced 

into the MFO to improve exploration capabilities further.  

 In this paper, MFO is improved to solve the problem that MFO is easy to fall into local optimum 

due to the lack of exploration ability. By introducing SCA, SMFO improves the exploration ability 

of MFO and shortens the cycle of the exploration phase, which makes SMFO have more time to 

execute the exploitation phase, which greatly improves the accuracy of SMFO. Experiments show 

that the new algorithm outperforms many well-known MAs and improved algorithms in 

performance. 

2 An overview of the MFO algorithm 

The standard MFO proposed to be a population-based optimization algorithm. This metaphor-
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based algorithm was inspired by the navigation method of the moth. We usually observe that moths 

fly spirally around the lights. In fact, the moth is not attracted by the light but is trapped around the 

light source by a transverse orientation mechanism used in flight. The transverse orientation 

mechanism means that the moth maintains a fixed angle with the light source to ensure its straight 

flight. When the light source is far away, like the moon, the light emitted by it can be regarded as 

parallel light, and the mechanism can stably play a navigation role. However, when the light source 

becomes a point source with a relatively close distance, the emitted light is no longer parallel. 

Currently, the mechanism causes the moth to fall into a deadly spiral flight, and the moth converges 

toward the light source. The MFO algorithm makes use of this misleading phenomenon modelling 

to achieve the optimal value solution. 

From the above, we can easily conclude that moths and flames are two key components. Moths 

are the search agents that fly in d-dimensional hyper plane (d = 1, 2, 3, …) and their location is 

stored in matrix M. the fitness value of each moth is stored in array OM. The flames are the best 

position that moth had attained so far and is stored in matrix F. The fitness values of flames are 

stored in array OF. Each moth updates its position according to its own flame using the following 

equation: 

                         𝑀𝑖
⃗⃗ ⃗⃗  = 𝐷𝑖

⃗⃗  ⃗ ∙ 𝑒𝑏𝑡 ∙ cos(2𝜋𝑡) + 𝐹𝑗⃗⃗           Eq. (1) 

where 𝑀𝑖
⃗⃗ ⃗⃗   indicate the 𝑖-th moth, 𝐹𝑗⃗⃗  is the j-th flame after sorting, and S is the spiral function. This 

spiral function must satisfy the following conditions: 

1. The spiral should start from the moth. 

2. Spiral's final point should be flame. 

3. The fluctuation of range of spiral should be within given search space. 

Considering these points, the equation is defined as follows: 

where 𝐷𝑖
⃗⃗  ⃗ indicates the distance between the 𝑖-th moth and 𝑗-th flame. The i,j is the same as i,j in 

Eq.(1) It can be calculated as: 

                              𝐷𝑖
⃗⃗  ⃗ = |𝐹𝑗⃗⃗ − 𝑀𝑖

⃗⃗ ⃗⃗  |                           Eq. (2) 

Here, b is a constant for defining the shape of spiral and t is a random number between -1 and 1. 

The t parameter decides the step size of moth's next movement. After the moths' position updated, 

update their corresponding flames if any of the moths become fitter than it. Each moth is updated 

according to the corresponding flame, which may weaken the exploration of the beat promising 

solutions. Therefore, the following formula is used to adaptively reduce the number of flames to 

balance exploration and exploitation. 

       𝑓𝑙𝑎𝑚𝑒_𝑛𝑜 = round(𝑁 − l ∗
𝑁−1

𝑇
)                  Eq. (3) 

where l is the current number of iterations, N is the maximum number of flames, and T indicates the 

maximum number of iterations. 

According to the previous description, the standard MFO algorithm working steps can be 

obtained as follows. The matrix �⃗⃗�  is sorted by the fitness of �⃗⃗� . 

The Pseudo-code of the standard MFO 

1  Initialize the position of moths 

2  while (Iteration<=Max_iteration) 

3    Update flame no using Eq. () 

4   𝑂𝑀⃗⃗ ⃗⃗ ⃗⃗  =FitnessFunction(�⃗⃗� ); 

5   if iteration = = 1  Jo
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6     𝐹 =sort(�⃗⃗� );  

7     𝑂𝐹⃗⃗⃗⃗  ⃗=sort (𝑂𝑀⃗⃗ ⃗⃗ ⃗⃗  );  

8   else  

9     𝐹  = sort (�⃗⃗� 𝑡−1, �⃗⃗� 𝑡);  

10    𝑂𝐹⃗⃗⃗⃗  ⃗= sort (𝑂𝑀⃗⃗ ⃗⃗ ⃗⃗  
𝑡−1, 𝑂𝑀⃗⃗ ⃗⃗ ⃗⃗  

𝑡);  

11  end  

12  for i = 1: n  

13    for j=1: d  

14       Update r and t  

15       Calculate D using Eq. () with respect to the corresponding moth  

16       Update M (i, j) using       Eq. (1) and Eq. (2) with respect to the 

corresponding moth 

17    end  

18  end 

19 end                                                                         

When the iteration end condition is satisfied, the best moth is returned as the best-obtained 

approximation optimum. 

3 Enhanced MFO with SCA 

For any SI algorithm, we should focus on balancing the main traits of the exploration and 

exploitation [138]. Here, exploration emphasizes the global search capability of the algorithm, while 

exploitation focuses on the accuracy and quality of the solution. There is two way of thinking about 

how to deal with solving a practical problem. One way is to utilize a set of rules to extract knowledge 

from the mathematical info of the surface. Another way is to use the estimated info to approximate 

some satisfactory solutions for the problem during a reasonable time. Stochastic operations of an 

algorithm can assist it in showing more variety of patterns during carrying out [139]. The improved 

SMFO improves the global exploration capability of MFO by combining the sin cosine strategy, 

increasing the possibility of escaping the local optimal solution. At the same time, the adjustment 

parameters in sin cosine strategy also ensure the accuracy of the optimal solution, which has shown 

great potential in many problems [79, 89, 140-145]. 

The core of sine cosine strategy is to change the position of the initial state through changes in 

the mathematical function [28, 146, 147]. Individual position updates in the population rely on the 

increase or decrease of the function value to randomly update the state of each individual in each 

iteration, using multiple adjustment parameters to ensure the population maintains diversity in the 

early stage, and the individual tends to develop locally in the later stage, and finally converges to 

the optimal solution. 

During each iteration, the following formula is used to update the state of the individual: 

𝑋 𝑖
𝑡+1 = {

𝑋 𝑖
𝑡 + 𝑟1 × 𝑠𝑖𝑛(𝑟2) × |𝑟3�⃗� 𝑖

𝑡 − 𝑋 𝑖
𝑡|, 𝑟4 < 0.5

𝑋 𝑖
𝑡 + 𝑟1 × 𝑐𝑜𝑠(𝑟2) × |𝑟3�⃗� 𝑖

𝑡 − 𝑋 𝑖
𝑡|, 𝑟4 ≥ 0.5

                 Eq. (4) 

where 𝑋 𝑖
𝑡 is the position of the current solution in 𝑖-th dimension at 𝑡-th iteration(solution), �⃗� 𝑖

𝑡 

is the position of the current optimal solution in 𝑖-th dimension at 𝑡-th iteration(destination), and 

| | indicates the absolute value. 
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Fig. 1. The basic principle of sine cosine strategy 

The effects of sine, cosine and parameters are illustrated in Fig. . The parameter 𝑟1 determines 

whether the search range for the next location is between or outside solution and destination. This 

improves the global exploration capability of the MFO algorithm. Parameter 𝑟2 defines the update 

step of the next position. 𝑟3 is a random weight, the range of values determines the influence of 

destination on the current solution. 𝑟4 is the random probability of sine and cosine mechanism 

switching. The cyclic pattern of sine and cosine function allows a solution to be re-positioned around 

another solution. This can guarantee exploitation of the space defined between two solutions. In 

order to further balance exploration and exploration, we introduced in 𝑟1=𝑎− 𝑡
𝑎

𝑇
         

Eq. (). 

                           𝑟1 = 𝑎 − 𝑡
𝑎

𝑇
                              Eq. (5) 

where t is the current number of iterations, T is the maximum number of iterations, and a is a 

constant, usually set to 2. This formula adaptively adjusts the parameter size, so that the exploration 

finally converges gradually to the global optimal. 

This paper adds the above mechanism to the spiral update process of MFO, which helps to escape 

from LO and further convergence towards the global minimum. 

The flow chart of SMFO is shown in Fig. 2. It can be seen from the flow chart that SCA is added 

to SMFO on the basis of MFO, and has little effect on the time complexity. 

 

The Pseudo-code of the SMFO 

1  Initialize the position of moths 

2  while (Iteration<=Max_iteration) 

3    Update flame_no using 𝑓𝑙𝑎𝑚𝑒_𝑛𝑜=round(𝑁 − l ∗
𝑁−1

𝑇
)                  Eq. () 

4    𝑂𝑀⃗⃗ ⃗⃗ ⃗⃗  =FitnessFunction(�⃗⃗� ); 

5    if iteration = = 1  

6      𝐹 =sort(�⃗⃗� );  

7      𝑂𝐹⃗⃗⃗⃗  ⃗=sort (𝑂𝑀⃗⃗ ⃗⃗ ⃗⃗  );  

8    else  

9      𝐹  = sort (�⃗⃗� 𝑡−1, �⃗⃗� 𝑡);  

10     𝑂𝐹⃗⃗⃗⃗  ⃗= sort (𝑂𝑀⃗⃗ ⃗⃗ ⃗⃗  
𝑡−1, 𝑂𝑀⃗⃗ ⃗⃗ ⃗⃗  

𝑡);  

11   end  

12   for i = 1:n  Jo
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13     Calculate 𝑟1, 𝑟2, 𝑟3, 𝑟4; 

14     

15       

16       Calculate D using 𝐷𝑖= |𝐹𝑗⃗⃗ − 𝑀𝑖
⃗⃗ ⃗⃗  |                           Eq. () with 

respect to the corresponding moth  

17       Update M(i, j) using 𝑀𝑖= 𝐷𝑖
⃗⃗  ⃗ ∙ 𝑒𝑏𝑡 ∙ cos(2𝜋𝑡) + 𝐹𝑗⃗⃗           

Eq. (1) and Eq. (2) with respect to the corresponding moth 

18      if (𝑟4<0.5) 

19        Update �⃗⃗� ( i, j) using 𝑋𝑖𝑡+1= {
𝑋 𝑖

𝑡 + 𝑟1 × 𝑠𝑖𝑛(𝑟2) × |𝑟3�⃗� 𝑖
𝑡 − 𝑋 𝑖

𝑡|, 𝑟4 < 0.5

𝑋 𝑖
𝑡 + 𝑟1 × 𝑐𝑜𝑠(𝑟2) × |𝑟3�⃗� 𝑖

𝑡 − 𝑋 𝑖
𝑡|, 𝑟4 ≥ 0.5

 

                Eq. () 

20      else 

21        Update �⃗⃗� ( i, j) using 𝑋𝑖𝑡+1= {
𝑋 𝑖

𝑡 + 𝑟1 × 𝑠𝑖𝑛(𝑟2) × |𝑟3�⃗� 𝑖
𝑡 − 𝑋 𝑖

𝑡|, 𝑟4 < 0.5

𝑋 𝑖
𝑡 + 𝑟1 × 𝑐𝑜𝑠(𝑟2) × |𝑟3�⃗� 𝑖

𝑡 − 𝑋 𝑖
𝑡|, 𝑟4 ≥ 0.5

 

                Eq. () 

22      end 

23     end 

24   end 

25  end                                                                             
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Fig. 2. The flowchart of SMFO 

 

The time complexity of the improved SMFO algorithm relies on the number of algorithm 

iterations (t), the total number of moths (n), and the number of dimensions of the problems (d). 

Through analysis, the overall time complexity is O(SMFO)=O(t(O(Quick sort)+O(position 

updating))). The time complexity of Quicksort is of O(nlogn) and O(n2) in the best and worst case, 

respectively. Updating the position of the moth is O(n×d). Hence, the final time complexity of the 

improved SMFO is as follows: O(SMFO)=O(t(n2+n×d))=O(tn2+tnd). 

4 Experimental results and discussions 

In this section, we firstly introduce the involved benchmark functions and experimental setup, 

then present the balance and diversity analysis, and finally deliver the comparison results between 

the SMFO and other competitive peers on the benchmark problems.  

4.1 Benchmark functions and experimental setup  

In this experimental section, 25 classical functions were chosen to test the performance of the 

proposed SMFO. The equations of the functions are listed in Table 1, where Dim represents the Jo
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function's dimension; Dim is uniformly set to 30. Range is the boundary of the feature space for the 

matching function, and fmin represents the optimal value. F1-F5 are unimodal benchmark functions, 

and F6-F10 are multimodal functions. The first ten benchmark functions are the classical functions 

utilized by many researchers. F11 is the hybrid function, and F12-F17 are composition functions. 

They are all taken from IEEE CEC2014. The remaining F18-F25 are functions selected from IEEE 

CEC2017. In order to ensure the validity of the experimental results, all tests are carried out under 

the same conditions, the population size and maximum evaluation times were set at 30 and 300,000, 

respectively. Also, each benchmark function is executed 30 times independently, to avoid the 

contingency of the experiment. To more intuitively evaluate test results, the Friedman test [148] was 

used. It is a non-parametric statistical comparison test to rank the average performance of all selected 

methods. For further statistical comparison, the paired Wilcoxon signed-rank test [149] was also 

utilized in this paper. If the p-value obtained by the test is less than 0.05, then SMFO is significantly 

different from other algorithms. 

 

Table 1. Details of 25 benchmark functions 

ID Function Equation Search Range Optimum 

Value 

Unimodal Functions   

F1 𝑓1(𝑥) = ∑ 𝑥𝑖
2𝑛

𝑖=1    [-100,100] f1{𝑋𝑚𝑖𝑛} = 0 

F2 𝑓2(𝑥) = ∑ |𝑥𝑖| + ∏ |𝑥𝑖|
𝑛
𝑖=1

𝑛
𝑖=1    [-10,10] f2{𝑋𝑚𝑖𝑛} = 0 

F3 𝑓3(𝑥) = ∑ (∑ 𝑥𝑗
𝑖
𝑗−1 )2𝑛

𝑖=1   [-100,100] f3{𝑋𝑚𝑖𝑛} = 0 

F4 𝑓4(𝑥) = 𝑚𝑎𝑥𝑖{|𝑥𝑖|, 1 ≤ 𝑖 ≤ 𝑛}  [-100,100] f4{𝑋𝑚𝑖𝑛} = 0 

F5 𝑓7(𝑥) = ∑ 𝑖𝑥𝑖
4 + 𝑟𝑎𝑛𝑑𝑜𝑚[0,1)𝑛

𝑖=1     [-1.28,1.28]   f7{𝑋𝑚𝑖𝑛} = 0 

Multimodal Functions   

F6 𝑓8(𝑥) = ∑ −𝑥𝑖sin (√|𝑥𝑖|)
𝑛
𝑖=1       [-500,500] f8{𝑋𝑚𝑖𝑛} = 

- 418.9829×5 

F7 𝑓9(𝑥) = ∑ [𝑥𝑖
2 − 10 cos(2𝜋𝑥𝑖) + 10]𝑛

𝑖=1    [-5.12,5.12] f9{𝑋𝑚𝑖𝑛} = 0 

F8 
𝑓10(𝑥) = −20exp {−0.2√1

𝑛
∑ 𝑥𝑖

𝑛
𝑖=1 } 

−𝑒𝑥𝑝{1

𝑛
∑ cos(2𝜋𝑥𝑖)

𝑛
𝑖=1 } + 20 + 𝑒    

[-32,32] f10{𝑋𝑚𝑖𝑛} = 0 

F9 
𝑓11(𝑥) =

1

4000
∑ 𝑥𝑖

2 − ∏ cos (
𝑥𝑖

√𝑖
) + 1𝑛

𝑖=1
𝑛
𝑖=1   

[-600,600] f11{𝑋𝑚𝑖𝑛} = 0 

F10 
𝑓12(𝑥) =

𝜋

𝑛
{10 sin(𝑎𝑦1) + ∑ (𝑦𝑖 − 1)2[1 +𝑛−1

𝑖=1

10𝑠𝑖𝑛2(𝜋𝑦𝑖+1)] + (𝑦𝑛 − 1)2 +

∑ 𝜇(𝑥𝑖 , 10,100,4)𝑛
𝑖=1 }  

𝑦𝑖 = 1 +
𝑥𝑖+1

4
     𝜇(𝑥𝑖, 𝑎, 𝑘,𝑚) = 

{
𝑘(𝑥𝑖 − 𝑎)𝑚                        𝑥𝑖 > 𝑎
0                             − 𝑎 < 𝑥𝑖 < 𝑎

𝑘(−𝑥𝑖 − 𝑎)𝑚                 𝑥𝑖 < −𝑎
 

[-50,50]   f12{𝑋𝑚𝑖𝑛} = 0 

CEC 2014 Hybrid Function   

F11 Hybrid function 6 [-100,100] f20{𝑋𝑚𝑖𝑛} = 2200 

CEC 2014 Composition Functions   Jo
ur

na
l P

re
-p

ro
of



Journal Pre-proof
F12 Composition function 1 [-100,100] f24{𝑋𝑚𝑖𝑛} = 2300 

F13 Composition function 2 [-100,100] f25{𝑋𝑚𝑖𝑛} = 2400 

F14 Composition function 4 [-100,100] f26{𝑋𝑚𝑖𝑛} = 2600 

F15 Composition function 5 [-100,100] f27{𝑋𝑚𝑖𝑛} = 2700 

F16 Composition function 6 [-100,100] f28{𝑋𝑚𝑖𝑛} = 2800 

F17 Composition function 7 [-100,100] f29{𝑋𝑚𝑖𝑛} = 2900 

CEC 2017 Composition Functions   

F18 Composition function 3 [-100,100] f29{𝑋𝑚𝑖𝑛} = 2300 

F19 Composition function 4 [-100,100] f29{𝑋𝑚𝑖𝑛} = 2400 

F20 Composition function 5 [-100,100] f29{𝑋𝑚𝑖𝑛} = 2500 

F21 Composition function 6 [-100,100] f29{𝑋𝑚𝑖𝑛} = 2600 

F22 Composition function 7 [-100,100] f29{𝑋𝑚𝑖𝑛} = 2700 

F23 Composition function 8 [-100,100] f29{𝑋𝑚𝑖𝑛} = 2800 

F24 Composition function 9 [-100,100] f29{𝑋𝑚𝑖𝑛} = 2900 

F25 Composition function 10 [-100,100] f29{𝑋𝑚𝑖𝑛} = 3000 

4.2 Diversity and balance analysis 

We further analyze SMFO and MFO on the benchmark functions selected in this paper. Fig. 3 

shows the results of the feasibility experimental analysis of SMFO and MFO on F3 and F6. (a) 

Show the distribution of SMFO search locations in three dimensions. (b) Show the distribution of 

SMFO search locations in two dimensions. We can see that most of the SMFO search locations in 

the figure are concentrated on a single line, and a small number of points are scattered throughout 

the space. (c) Show the trajectory of the SMFO. In the selected graphs, F5 remains to fluctuate for 

a long time, while the other functions have stabilized at the beginning, which shows that SMFO has 

excellent search capability and has quickly identified the position of the optimal solution. (d) Shows 

the convergence curves of the two tested algorithms. From the convergence curves, we can see more 

intuitively that the SMFO algorithm is not only better than MFO in terms of convergence speed, but 

also significantly better than MFO in terms of the quality of the solutions found. This is mainly due 

to the introduction of the SCA strategy, which allows MFO to find a right balance between global 

and local search. 
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Fig. 3. (a) Three-dimensional location distribution of SMFO, (b) Two-dimensional location 

distribution of SMFO, (c) Trajectory of SMFO in the first dimension, (d) Convergence of SMFO  

 

We next perform a balance and diversity analysis of SMFO to understand the characteristics of 

SMFO further. Fig. 4 shows the results of the balanced analysis of SMFO and MFO. We express the 

abscissa in the graph as an index, so as to better observe the change of its curve. There are three 

curves in the diagram of the equilibrium analysis, two of which represent search and exploitation, 

respectively. Which curve has a high value is indicative of which behaviour was dominant at the Jo
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time. Moreover, in order to represent the relationship more visually between the two behaviours, a 

third incremental-decremental curve was added. When the curve is incremental, it means that the 

search effect is greater than the exploitation effect. The curve will reach its maximum when the 

effect of the two behaviours is the same. 

From Fig. 4, we can see that the two algorithms are relatively similar in their equilibrium. For 

most of the time, they are performing local searches. Both algorithms ended the global search phase 

very quickly and then moved on to the local exploitation phase. However, compared with MFO, 

SMFO can enter the exploitation stage faster, which indicates that the exploitation ability of SMFO 

is stronger than MFO. 

 

 

Fig. 4. Balance analysis of SMFO and MFO 
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Fig. 5 shows the results of the diversity analysis of SMFO. Population diversity is always a large 

value at the outset, as the position is randomly generated at the time of initialization of a population. 

From the figure, we can see that the diversity changes of SMFO and MFO are also relatively similar. 

Neither has a large fluctuation in diversity change, and both fall rapidly shortly after running, 

suggesting that both algorithms converge rapidly after starting to run. It can be seen from the graph 

that the diversity of SMFO declines faster than MFO, which reaches a small value almost 

immediately at the beginning. This indicates that the SMFO converges rapidly and the region where 

the optimal solution is located is identified in a short period of time. 

 

Fig. 5. Diversity analysis of SMFO and MFO 

4.3 Comparison with other methods 

In this section, we compare the improved SMFO with the original MFO [114] and other common 

Jo
ur

na
l P

re
-p

ro
of



Journal Pre-proof
MAs including sine cosine algorithm (SCA) [137], grey wolf optimizer (GWO) [150], WOA, multi-

verse optimizer (MVO) [151], PSO, DE, firefly algorithm (FA) [152], bat algorithm (BA) [153], 

cuckoo search [154]. For fairness of comparisons, as a logical rule in the optimization and neural 

networks community, we are constrained to establish the same setting and computing environment 

for the compared methods. Such a condition can make the comparisons more reliable and make it 

easier to compare the methods again and obtain the attained outcomes and patterns. All the methods 

involved in these tests are consistent with their common parameters, as labeled in section 4.1 and 

the parameters used by each algorithm are set to the recommended values of the original paper. 

Parameters are shown in Table 2. The experimental results are shown in Tables 3-5. 

Table 3 shows that the performance of SMFO is not only significantly better than the original 

MFO but also superior to other algorithms on 22 out of 25 functions. In addition, the std value of 

SMFO is the lowest of most test functions, which means SMFO has the smallest deviations 

compared with other methods. This shows that SMFO has better stability and can find optimum 

values in a smaller range. 

Table 4 shows the results of the Wilcoxon test for SMFO compare with other algorithms. 94% p-

value is less than 0.05. As for statistical significance cases "+/-/=", where "+", "−" and "=" indicate 

that the performance of SMFO is better, worse, and equal to the corresponding algorithm, 

respectively. It shows that SMFO is better than each algorithm in most comparison functions. 

 

Table 2 Parameter settings of the comparison algorithms 

Algorithm Parameter settings 

SCA 𝐴 = 2  

GWO 𝑎 = [2,0]  

MFO 𝑏 = 1;  𝑡 = [−1,1];  𝑎 ∈ [−1,−2]  

WOA 𝑎1 = [2,0]; 𝑎2 = [−2,−1];  𝑏 = 1  

MVO 𝑒𝑥𝑖𝑠𝑡𝑒𝑛𝑐𝑒 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 ∈ [0.2 1];  𝑡𝑟𝑎𝑣𝑒𝑙𝑙𝑖𝑛𝑔 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑟𝑎𝑡𝑒 ∈ [0.6 1]  

PSO 𝑐1 = 2; 𝑐2 = 2;  𝑣𝑀𝑎𝑥 = 6  

DE 𝑠𝑐𝑎𝑙𝑖𝑛𝑔 𝑓𝑎𝑐𝑡𝑜𝑟 = 0.5;  𝑐𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 0.5  

FA 𝛼 = 0.5;  𝛽 = 0.2;  𝛾 = 1  

BA 𝐴 = 0.5;  𝑟 = 0.5  

CS 𝑃𝑎 ∈ [0,1] 

 

Table 3 Comparison results of SMFO on the 25 functions with traditional algorithms 

 F1   F2   F3  

Algorithm AVG STD  AVG STD  AVG STD 

SMFO 0.00E+00 0.00E+00  0.00E+00 0.00E+00  0.00E+00 0.00E+00 

MFO 3.33E+03 6.06E+03  4.00E+01 1.97E+01  1.70E+04 1.32E+04 

GWO 0.00E+00 0.00E+00  0.00E+00 0.00E+00  7.42E-178 0.00E+00 

WOA 0.00E+00 0.00E+00  0.00E+00 0.00E+00  3.76E+01 6.64E+01 

BA 

SCA 

7.01E-01 4.46E-01  3.42E+00 1.77E+00  2.40E-01 1.31E-01 

SCA 

 

9.21E-56 2.96E-55  4.44E-60 1.56E-59  1.38E+00 5.44E+00 

CS 1.28E-30 2.08E-30  3.15E-14 2.49E-14  1.21E-03 8.19E-04 

DE 2.49E-159 6.69E-159  1.94E-94 2.07E-94  1.34E+03 4.54E+02 

MVO 3.13E-03 9.65E-04  3.89E-02 9.76E-03  3.66E-01 1.37E-01 

FA 1.11E+04 1.05E+03  4.79E+01 2.88E+00  1.96E+04 2.86E+03 

PSO 9.77E+01 1.26E+01  4.62E+01 3.33E+00  1.73E+02 2.36E+01 
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 F4   F5   F6  

Algorithm AVG STD  AVG STD  AVG STD 

SMFO 0.00E+00 0.00E+00  8.31E-06 9.63E-06  -1.26E+04 2.04E-04 

MFO 6.70E+01 7.55E+00  3.22E+00 7.65E+00  -8.47E+03 8.23E+02 

GWO 5.41E-152 2.27E-151  6.33E-05 4.16E-05  -6.46E+03 6.53E+02 

WOA 6.08E+00 1.11E+01  1.34E-04 1.32E-04  -1.24E+04 3.90E+02 

BA 

SCA 

5.02E+00 4.92E+00  1.37E+01 8.05E+00  -7.14E+03 6.72E+02 

SCA 

 

4.28E-02 2.18E-01  3.06E-03 3.26E-03  -4.46E+03 2.76E+02 

CS 1.90E+00 1.44E+00  1.18E-02 4.46E-03  -1.07E+04 3.12E+02 

DE 3.43E-15 2.96E-15  2.64E-03 5.31E-04  -1.24E+04 1.25E+02 

MVO 1.07E-01 3.59E-02  3.05E-03 1.37E-03  -8.12E+03 5.95E+02 

FA 4.07E+01 1.44E+00  4.01E+00 7.29E-01  -4.19E+03 1.88E+02 

PSO 3.75E+00 2.27E-01  1.15E+02 3.15E+01  -6.66E+03 1.08E+03 

 F7   F8   F9  

Algorithm AVG STD  AVG STD  AVG STD 

SMFO 0.00E+00 0.00E+00  8.88E-16 0.00E+00  0.00E+00 0.00E+00 

MFO 1.45E+02 4.96E+01  1.32E+01 8.07E+00  1.51E+01 4.16E+01 

GWO 0.00E+00 0.00E+00  7.40E-15 1.35E-15  0.00E+00 0.00E+00 

WOA 0.00E+00 0.00E+00  3.26E-15 2.35E-15  7.96E-04 3.18E-03 

BA 

SCA 

2.48E+02 2.16E+01  1.73E+00 8.24E-01  1.72E-02 2.01E-02 

SCA 

 

2.97E-03 1.63E-02  7.01E+00 9.23E+00  3.37E-11 1.85E-10 

CS 2.74E+01 5.23E+00  6.21E-02 2.36E-01  3.27E-13 1.79E-12 

DE 6.63E-02 2.52E-01  7.40E-15 1.35E-15  0.00E+00 0.00E+00 

MVO 9.27E+01 2.09E+01  8.44E-02 3.85E-01  2.66E-02 1.31E-02 

FA 2.28E+02 1.31E+01  1.60E+01 2.82E-01  1.01E+02 9.23E+00 

PSO 3.39E+02 1.58E+01  7.70E+00 3.82E-01  1.02E+00 1.26E-02 

 F10   F11   F12  

Algorithm AVG STD  AVG STD  AVG STD 

SMFO 2.39E-07 4.00E-07  2.50E+03 0.00E+00  2.60E+03 8.88E-06 

MFO 8.53E+06 4.67E+07  2.67E+03 5.03E+01  2.67E+03 3.10E+01 

GWO 3.82E-02 2.54E-02  2.63E+03 7.87E+00  2.60E+03 5.55E-04 

WOA 8.49E-07 4.29E-07  2.62E+03 3.50E+01  2.61E+03 4.41E+00 

BA 

SCA 

6.93E+00 3.29E+00  2.62E+03 2.14E-03  2.66E+03 1.84E+01 

SCA 

 

3.42E-01 5.33E-02  2.67E+03 1.15E+01  2.60E+03 5.58E-02 

CS 6.78E-15 3.71E-14  2.62E+03 1.39E-12  2.63E+03 1.05E+00 

DE 1.57E-32 5.57E-48  2.62E+03 1.39E-12  2.63E+03 2.06E+00 

MVO 6.38E-02 1.05E-01  2.62E+03 1.26E-01  2.62E+03 1.45E+01 

FA 2.12E+06 8.79E+05  2.73E+03 2.22E+01  2.70E+03 4.18E+00 

PSO 3.52E+00 5.30E-01  2.62E+03 4.31E-01  2.63E+03 5.65E+00 

 F13   F14   F15  

Algorithm AVG STD  AVG STD  AVG STD 

SMFO 2.70E+03 0.00E+00  2.90E+03 0.00E+00  3.00E+03 0.00E+00 

MFO 2.71E+03 7.64E+00  3.64E+03 1.90E+02  4.01E+03 2.17E+02 

GWO 2.71E+03 4.97E+00  3.33E+03 1.17E+02  3.95E+03 2.77E+02 

WOA 2.71E+03 1.64E+01  3.82E+03 3.57E+02  4.99E+03 5.85E+02 

BA 

SCA 

2.73E+03 1.45E+01  3.93E+03 3.43E+02  5.38E+03 8.43E+02 

SCA 

 

2.72E+03 8.77E+00  3.46E+03 3.16E+02  4.83E+03 3.49E+02 

CS 2.71E+03 1.46E+00  3.11E+03 1.08E+01  3.78E+03 7.55E+01 

DE 2.71E+03 1.10E+00  3.23E+03 8.71E+01  3.64E+03 2.59E+01 

MVO 2.71E+03 1.65E+00  3.23E+03 1.50E+02  3.84E+03 2.44E+02 

FA 2.73E+03 4.75E+00  3.79E+03 9.70E+01  4.22E+03 1.19E+02 
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PSO 2.71E+03 7.39E+00  3.45E+03 2.91E+02  6.91E+03 9.34E+02 

 F16   F17   F18  

Algorithm AVG STD  AVG STD  AVG STD 

SMFO 2.32E+06 9.49E+06  8.89E+05 7.15E+05  2.50E+03 0.00E+00 

MFO 2.47E+06 3.45E+06  5.99E+04 4.63E+04  2.96E+03 3.58E+01 

GWO 1.16E+06 2.16E+06  4.35E+04 2.85E+04  2.88E+03 5.76E+01 

WOA 6.38E+06 4.64E+06  9.29E+04 6.22E+04  3.16E+03 1.24E+02 

BA 

SCA 

3.48E+07 3.36E+07  1.98E+04 4.48E+04  3.56E+03 3.07E+02 

SCA 

 

1.63E+07 9.98E+06  2.39E+05 7.30E+04  3.26E+03 4.22E+01 

CS 3.91E+03 1.19E+02  5.00E+03 4.68E+02  2.91E+03 2.60E+01 

DE 3.00E+04 1.15E+05  7.13E+03 1.81E+03  2.88E+03 9.43E+00 

MVO 1.01E+06 3.01E+06  8.18E+03 1.46E+03  2.87E+03 2.32E+01 

FA 3.38E+06 1.03E+06  1.63E+05 4.09E+04  3.11E+03 1.53E+01 

PSO 9.05E+04 1.79E+05  1.32E+04 5.69E+03  4.70E+03 5.74E+02 

 F19   F20   F21  

Algorithm AVG STD  AVG STD  AVG STD 

SMFO 2.60E+03 0.00E+00  2.70E+03 0.00E+00  2.80E+03 0.00E+00 

MFO 3.50E+03 4.34E+01  3.53E+03 6.81E+02  6.62E+03 3.72E+02 

GWO 2.97E+03 3.47E+02  3.19E+03 1.21E+02  5.12E+03 8.07E+02 

WOA 2.68E+03 3.06E+02  2.71E+03 6.62E+01  4.38E+03 2.50E+03 

BA 

SCA 

2.87E+03 5.29E+02  3.02E+03 3.80E+01  5.15E+03 3.49E+03 

SCA 

 

3.86E+03 7.51E+01  3.63E+03 1.34E+02  8.00E+03 4.21E+02 

CS 2.74E+03 1.72E+02  2.91E+03 1.97E+01  3.98E+03 1.04E+03 

DE 3.40E+03 7.58E+00  2.91E+03 5.93E+00  5.41E+03 9.44E+01 

MVO 3.39E+03 1.50E+02  2.92E+03 2.77E+01  4.99E+03 8.57E+02 

FA 3.69E+03 2.05E+01  4.12E+03 1.24E+02  7.29E+03 1.61E+02 

PSO 2.67E+03 3.32E+00  2.96E+03 6.34E+01  3.40E+03 4.35E+01 

 F22   F23   F24  

Algorithm AVG STD  AVG STD  AVG STD 

SMFO 2.90E+03 0.00E+00  3.00E+03 0.00E+00  3.10E+03 0.00E+00 

MFO 3.62E+03 1.06E+02  5.15E+03 3.64E+02  4.07E+03 2.53E+02 

GWO 3.72E+03 1.99E+02  3.75E+03 4.14E+02  3.48E+03 1.62E+02 

WOA 4.02E+03 1.92E+02  3.24E+03 5.57E+02  4.32E+03 4.10E+02 

BA 

SCA 

3.91E+03 1.87E+02  3.47E+03 6.34E+02  4.65E+03 4.28E+02 

SCA 

 

4.04E+03 1.03E+02  5.81E+03 6.09E+02  4.16E+03 3.18E+02 

CS 3.52E+03 5.79E+01  3.22E+03 3.14E+01  3.69E+03 1.00E+02 

DE 3.43E+03 1.57E+01  4.07E+03 8.58E+02  3.48E+03 7.76E+01 

MVO 3.61E+03 1.02E+02  3.41E+03 5.99E+02  3.69E+03 1.74E+02 

FA 3.91E+03 8.92E+01  4.18E+03 4.35E+02  4.54E+03 1.71E+02 

PSO 5.05E+03 7.79E+02  3.30E+03 3.59E+01  3.98E+03 2.45E+02 

 F25        

Algorithm AVG STD       

SMFO 3.20E+03 0.00E+00       

MFO 1.65E+06 1.70E+06       

GWO 6.92E+05 6.84E+05       

WOA 3.06E+06 3.55E+06       

BA 

SCA 

1.36E+06 9.03E+05       

SCA 

 

6.49E+06 1.26E+07       

CS 7.56E+03 1.29E+03       

DE 6.13E+04 2.31E+04       

MVO 1.55E+06 1.65E+06       
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FA 1.01E+08 3.62E+07       

PSO 2.79E+06 1.27E+06       

 

Table 4 Comparison results of SMFO and conventional algorithms are compared on Wilcoxon test 

(p-values of the Wilcoxon test, lower is better. The worst p-values are shown in bold) 

 MFO GWO WOA BA SCA CS DE MVO FA PSO 

F1 1.70E-06 1.00E+00 1.00E+00 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

F2 1.59E-06 1.00E+00 1.00E+00 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

F3 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

F4 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

F5 1.73E-06 3.52E-06 7.69E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

F6 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.36E-05 1.73E-06 1.73E-06 1.73E-06 

F7 1.73E-06 1.00E+00 1.00E+00 1.73E-06 1.00E+00 1.73E-06 5.00E-01 1.73E-06 1.73E-06 1.73E-06 

F8 1.72E-06 2.57E-07 1.05E-04 1.73E-06 1.61E-06 1.73E-06 2.57E-07 1.73E-06 1.73E-06 1.73E-06 

F9 2.67E-05 1.00E+00 5.00E-01 1.73E-06 1.00E+00 5.00E-01 1.00E+00 1.73E-06 1.73E-06 1.73E-06 

F10 2.06E-01 1.92E-06 3.11E-05 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

F11 1.73E-06 1.73E-06 3.79E-06 1.73E-06 1.73E-06 4.32E-08 4.32E-08 1.73E-06 1.73E-06 1.73E-06 

F12 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

F13 1.73E-06 1.23E-05 1.22E-04 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

F14 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

F15 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

F16 3.59E-04 3.59E-04 3.06E-04 5.75E-06 9.71E-05 3.59E-04 3.59E-04 3.59E-04 3.59E-04 3.59E-04 

F17 1.36E-05 1.36E-05 1.36E-05 1.36E-05 6.89E-05 1.36E-05 1.36E-05 1.36E-05 2.37E-05 1.36E-05 

F18 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

F19 1.73E-06 8.84E-05 5.00E-01 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

F20 1.73E-06 2.56E-06 1.00E+00 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

F21 1.73E-06 2.56E-06 3.91E-03 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

F22 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

F23 1.71E-06 1.73E-06 9.77E-04 1.73E-06 1.73E-06 1.73E-06 1.71E-06 1.73E-06 1.73E-06 1.73E-06 

F24 1.73E-06 1.73E-06 2.56E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

F25 1.73E-06 1.73E-06 3.79E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

+/-/= 23/1/1 19/2/4 18/1/6 24/1/0 22/1/2 21/3/1 20/3/2 23/2/0 24/1/0 23/2/0 

 

 

Fig. 6. Average ranking values of SMFO and other well-known algorithms  

 

In order to compare SMFO with other algorithms more intuitively, the Friedman test is used, and 
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the results are listed in Fig. 6. It is revealed that SMFO ranks first, indicating that SMFO has the 

best performance. 

 

 

Fig. 7. Convergence curves of SMFO and other algorithms 

Fig. 7 shows the convergence curves of SMFO and other original algorithms with 30 dimensions. 

We can use the diagram to evaluate the performance of the SMFO further. From F3 and F4, we can 

see that the convergence speed of SMFO is the fastest. But it does not mean that SMFO runs less 

times than other algorithms, which indicates that SMFO has found the global optimal solution in 

the early stage. Although GWO follows it, the precision of SMFO is far less than that of GWO. 

Moreover, some even fall into local optimum at the beginning. As for F7 and F9, other algorithms Jo
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finally find the best value, but SMFO converges rapidly to global optimal solution at the beginning 

of the iteration. For F5, F8, F11, F13, F15 and F18, the convergence speed of each function is similar, 

but SMFO has better exploration ability, and it provides the best results. For F22 and F25, the 

convergence rate of SMFO is not the fastest in the early exploration, but it can find the solution 

much better than other algorithms. From the above analysis, we can see that SMFO has superior 

performance to find optimal values for a different type of functions. 

4.4 Comparison with other well-established advanced algorithms 

To further illustrate the performance of SMFO, we compare SMFO with CMA-ES [155], CMFO 

[156], CLSGMFO [86], CESCA [157], CSSA [158], FSTPSO [159], and OBSCA [160]. These 

algorithms have superior performance, even CLSGMFO surpasses SMFO in general, but SMFO is 

still irreplaceable. 

It can be seen from Table 5 that although SMFO is inferior in F16-F25, SMFO has strong 

performance and stability on F1-F15. More than half of SMFO functions can reach the minimum 

value, which fully reflects the powerful performance of SMFO. CLSGMFO followed closely and 

even surpassed SMFO on F16-F25. However, SMFO has faster convergence speed than CLSGMFO. 

It can be seen from Fig. 8 that the convergence speed of SMFO on F1, F2 and F4 is faster than that 

of CLSGMFO, and even higher accuracy is obtained on F5 than CLSGMFO. 

As can be seen from Table 6, SMFO goes beyond most of the comparison algorithms. CMA-ES 

and SMFO have their advantages and disadvantages. CMA-ES is better than SMFO in combination 

function, and SMFO surpasses CMA-ES in single-mode and multi-mode functions. However, on 

the whole, SMFO is better than CMA-EA. CLSGMFO is very close to SMFO in F1, F2, F3, F4, F7, 

F8, F9, F11, F13, F14, F15, F16, and surpasses SMFO in F17-F25. However, the convergence speed 

and time complexity of SMFO are lower than that of CLSGMFO. 

 

Table 5 Comparison results of SMFO on the 25 functions with variants algorithms 

 F1   F2   F3  

Algorithm AVG STD  AVG STD  AVG STD 

SMFO 0.00E+00 0.00E+00  0.00E+00 0.00E+00  0.00E+00 0.00E+00 

CMA-ES 1.92E-29 1.54E-30  1.54E-02 6.08E-02  7.23E-28 9.95E-29 

CMFO 2.60E+02 5.85E+02  1.98E-01 8.48E-01  3.78E+04 8.64E+03 

CLSGMFO 0.00E+00 0.00E+00  0.00E+00 0.00E+00  0.00E+00 0.00E+00 

CESCA 9.84E+02 7.46E+02  8.45E+00 2.55E+00  4.40E+03 2.99E+03 

CSSA 4.86E-03 3.65E-03  3.11E-02 1.01E-02  1.21E+00 6.60E-01 

FSTPSO 2.43E+03 1.18E+03  2.91E+01 1.26E+01  1.05E+04 4.00E+03 

OBSCA 1.29E-107 6.71E-107  7.72E-91 3.14E-90  1.55E-23 8.42E-23 

 F4   F5   F6  

Algorithm AVG STD  AVG STD  AVG STD 

SMFO 0.00E+00 0.00E+00  6.65E-06 7.34E-06  -1.26E+04 3.63E-04 

CMA-ES 2.11E-15 9.90E-17  5.95E-02 1.59E-02  -7.17E+03 5.89E+02 

CMFO 5.28E+01 8.51E+00  9.25E-01 4.43E-01  -9.78E+03 3.14E+03 

CLSGMFO 0.00E+00 0.00E+00  3.64E-05 2.97E-05  -1.26E+04 5.24E-08 

CESCA 1.99E+01 8.04E+00  4.96E-01 3.51E-01  -3.95E+03 2.11E+02 

CSSA 2.51E-02 1.10E-02  2.56E-04 3.13E-04  -1.26E+04 1.30E-05 

FSTPSO 3.02E+01 5.09E+00  5.14E-01 3.27E-01  -5.15E+03 8.90E+02 

OBSCA 5.05E-21 2.73E-20  9.68E-04 5.75E-04  -4.15E+03 2.61E+02 Jo
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 F7   F8   F9  

Algorithm AVG STD  AVG STD  AVG STD 

SMFO 0.00E+00 0.00E+00  8.88E-16 0.00E+00  0.00E+00 0.00E+00 

CMA-ES 2.35E+02 4.67E+01  1.95E+01 1.81E-01  8.21E-04 3.38E-03 

CMFO 6.88E+01 2.32E+01  1.89E+00 2.56E+00  1.85E+00 1.86E+00 

CLSGMFO 0.00E+00 0.00E+00  8.88E-16 0.00E+00  0.00E+00 0.00E+00 

CESCA 4.91E+01 1.69E+01  7.02E+00 1.87E+00  1.03E+01 5.49E+00 

CSSA 1.08E+02 1.04E+02  1.71E-02 7.86E-03  1.68E-02 1.35E-02 

FSTPSO 1.87E+02 3.25E+01  1.35E+01 1.12E+00  1.71E+01 7.71E+00 

OBSCA 0.00E+00 0.00E+00  4.44E-15 0.00E+00  0.00E+00 0.00E+00 

 F10   F11   F12  

Algorithm AVG STD  AVG STD  AVG STD 

SMFO 6.30E-07 1.87E-06  2.50E+03 0.00E+00  2.60E+03 9.18E-06 

CMA-ES 1.11E-30 1.59E-31  2.62E+03 1.83E-12  2.65E+03 6.70E+01 

CMFO 3.34E+04 8.44E+04  2.63E+03 1.56E+01  2.66E+03 1.25E+01 

CLSGMFO 1.96E-28 5.18E-28  2.50E+03 0.00E+00  2.60E+03 0.00E+00 

CESCA 3.89E+04 1.63E+05  3.05E+03 1.63E+02  2.65E+03 1.81E+01 

CSSA 3.32E-05 2.54E-05  2.63E+03 3.28E+02  2.60E+03 3.53E-01 

FSTPSO 1.72E+05 3.90E+05  2.81E+03 6.69E+01  2.71E+03 1.42E+01 

OBSCA 3.91E-01 4.00E-02  2.68E+03 1.55E+01  2.60E+03 2.74E-04 

 F13   F14   F15  

Algorithm AVG STD  AVG STD  AVG STD 

SMFO 2.70E+03 0.00E+00  2.90E+03 0.00E+00  3.00E+03 0.00E+00 

CMA-ES 2.70E+03 1.96E+00  3.12E+03 1.04E+02  7.42E+03 2.83E+03 

CMFO 2.73E+03 8.27E+00  3.79E+03 3.88E+02  5.56E+03 7.01E+02 

CLSGMFO 2.70E+03 0.00E+00  2.90E+03 0.00E+00  3.00E+03 0.00E+00 

CESCA 2.72E+03 7.63E+00  4.04E+03 1.41E+02  5.43E+03 3.21E+02 

CSSA 2.70E+03 1.05E-02  4.66E+03 3.57E+02  1.02E+04 1.55E+03 

FSTPSO 2.75E+03 1.25E+01  3.99E+03 3.15E+02  8.24E+03 1.27E+03 

OBSCA 2.70E+03 9.49E-10  3.25E+03 3.99E+01  5.56E+03 3.90E+02 

 F16   F17   F18  

Algorithm AVG STD  AVG STD  AVG STD 

SMFO 1.28E+06 6.99E+06  7.78E+05 7.22E+05  3.34E+03 1.55E+02 

CMA-ES 3.69E+03 7.74E+01  5.42E+03 8.06E+02  4.24E+03 9.08E+02 

CMFO 4.63E+07 3.04E+07  4.65E+05 4.67E+05  2.96E+03 6.49E+01 

CLSGMFO 5.17E+03 1.13E+04  6.35E+03 9.95E+03  2.80E+03 3.24E+01 

CESCA 1.83E+07 3.53E+06  1.40E+06 2.88E+05  3.47E+03 4.29E+01 

CSSA 4.13E+07 1.26E+08  1.07E+07 6.50E+06  3.87E+03 1.99E+02 

FSTPSO 3.06E+07 3.03E+07  5.56E+05 3.04E+05  3.39E+03 2.15E+02 

OBSCA 1.56E+07 8.66E+06  4.27E+05 1.39E+05  3.03E+03 3.39E+01 

 F19   F20   F21  

Algorithm AVG STD  AVG STD  AVG STD 

SMFO 3.70E+03 2.05E+02  4.15E+03 5.41E+02  9.70E+03 1.07E+03 

CMA-ES 2.86E+03 1.39E+01  2.89E+03 6.06E-01  3.69E+03 5.47E+02 

CMFO 3.14E+03 1.08E+02  2.96E+03 5.29E+01  6.72E+03 8.80E+02 

CLSGMFO 2.96E+03 3.50E+01  2.90E+03 1.59E+01  3.97E+03 1.32E+03 

CESCA 3.47E+03 4.08E+01  5.63E+03 4.91E+02  1.13E+04 5.28E+02 

CSSA 4.29E+03 2.14E+02  5.79E+03 7.01E+02  1.30E+04 8.42E+02 

FSTPSO 3.50E+03 1.47E+02  4.20E+03 5.52E+02  9.30E+03 8.70E+02 

OBSCA 3.19E+03 3.10E+01  3.36E+03 1.37E+02  7.01E+03 7.01E+02 

 F22   F23   F24  
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Algorithm AVG STD  AVG STD  AVG STD 

SMFO 3.96E+03 3.27E+02  5.49E+03 6.03E+02  6.64E+03 2.77E+03 

CMA-ES 3.46E+03 9.55E+02  3.14E+03 5.97E+01  3.64E+03 1.54E+02 

CMFO 3.40E+03 9.69E+01  3.47E+03 4.49E+02  4.58E+03 4.31E+02 

CLSGMFO 3.31E+03 6.87E+01  3.22E+03 4.01E+01  3.95E+03 1.85E+02 

CESCA 3.70E+03 9.05E+01  7.10E+03 4.09E+02  6.07E+03 2.07E+02 

CSSA 5.40E+03 5.03E+02  8.16E+03 6.80E+02  1.40E+04 5.21E+03 

FSTPSO 3.92E+03 3.16E+02  5.29E+03 8.61E+02  5.73E+03 5.73E+02 

OBSCA 3.45E+03 4.14E+01  4.20E+03 2.83E+02  5.00E+03 2.42E+02 

 F25        

Algorithm AVG STD       

SMFO 4.81E+08 6.35E+08       

CMA-ES 5.22E+03 2.11E+02       

CMFO 3.70E+05 7.62E+05       

CLSGMFO 1.62E+05 2.94E+05       

CESCA 2.20E+09 6.57E+08       

CSSA 3.37E+09 1.56E+09       

FSTPSO 7.77E+07 6.93E+07       

OBSCA 1.20E+08 3.51E+07       

 

Table 6 Comparison results of SMFO and variants algorithms are compared on Wilcoxon test 

 CMAES CMFO CLSGM

FO 

CESCA CSSA FSTPSO OBSCA 

F1 1.73E-06 1.73E-06 1.00E+00 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

F2 1.73E-06 1.73E-06 1.00E+00 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

F3 1.73E-06 1.73E-06 1.00E+00 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

F4 1.73E-06 1.73E-06 1.00E+00 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

F5 1.73E-06 1.73E-06 2.16E-05 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

F6 1.73E-06 1.73E-06 1.73E-06 1.73E-06 3.88E-06 1.73E-06 1.73E-06 

F7 1.73E-06 1.73E-06 1.00E+00 1.73E-06 1.73E-06 1.73E-06 1.00E+00 

F8 1.73E-06 1.73E-06 1.00E+00 1.73E-06 1.73E-06 1.73E-06 4.32E-08 

F9 5.00E-01 1.73E-06 1.00E+00 1.73E-06 1.73E-06 1.73E-06 1.00E+00 

F10 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

F11 4.32E-08 1.73E-06 1.00E+00 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

F12 1.73E-06 1.73E-06 4.38E-04 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

F13 1.73E-06 1.73E-06 1.00E+00 1.73E-06 1.73E-06 1.73E-06 1.56E-02 

F14 1.73E-06 1.73E-06 1.00E+00 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

F15 1.73E-06 1.73E-06 1.00E+00 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

F16 3.11E-05 1.73E-06 7.50E-01 1.80E-05 2.37E-05 4.73E-06 1.97E-05 

F17 5.31E-05 8.22E-02 2.67E-05 9.63E-04 1.92E-06 1.99E-01 2.85E-02 

F18 6.89E-05 1.73E-06 1.73E-06 1.11E-03 1.73E-06 5.30E-01 1.73E-06 

F19 1.73E-06 1.73E-06 1.73E-06 1.49E-05 1.73E-06 7.16E-04 1.73E-06 

F20 1.73E-06 1.73E-06 1.73E-06 1.92E-06 2.88E-06 7.81E-01 1.73E-06 

F21 1.73E-06 1.73E-06 1.73E-06 4.73E-06 1.73E-06 1.92E-01 1.73E-06 

F22 3.32E-04 1.73E-06 1.73E-06 9.63E-04 1.73E-06 6.88E-01 1.73E-06 

F23 1.73E-06 1.92E-06 1.73E-06 1.73E-06 1.73E-06 1.59E-01 2.60E-06 

F24 1.73E-06 1.92E-06 1.73E-06 8.45E-01 1.36E-05 2.18E-02 1.64E-05 

F25 1.73E-06 1.73E-06 1.73E-06 2.88E-06 1.73E-06 6.98E-06 3.06E-04 

+/-/= 14/10/1 16/8/1 1/12/12 222/1 24/1/0 16/3/0 14/9/2 
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Fig. 8. Convergence curve of SMFO and other variants algorithms 

4.5 Influence of parameter setting on SMFO's performance 

We use F5 in benchmark functions as the test function when testing the influence of 𝑁 and 

𝑀𝑎𝑥_𝐹𝐸𝑠 on SMFO algorithm. 𝑁 is set to 10, 30, 50, 100 and 200, respectively. 𝑀𝑎𝑥_𝐹𝐸𝑠 is 

initialized to 10000, 100000, 300000, 500000,1000000 and 2000000. The test results can be visually 

observed in Fig. 9. The increase of 𝑁 and 𝑀𝑎𝑥_𝐹𝐸𝑠 will improve the accuracy of SMFO, but 

when it reaches a certain level, the influence will become minimal. The experimenter can set it 
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according to his own needs in the actual experiment, because if the value is too large, it will take a 

long time, and if the value is too small, the experimental results are not ideal. 

 
Fig. 9. The influence of 𝑁 and 𝑀𝑎𝑥_𝐹𝐸𝑠 

5 SMFO for the engineering benchmarks 

5.1 I-beam design 

The last structural optimization problem in this section is the design of I-beams, which aims to 

design I-beams to achieve minimum vertical deflection. At the same time, length, height and 

thickness are the structural parameters of the problem. The mathematical model of this problem can 

be described as follows: 

Consider  𝑥 = [𝑥1 𝑥2 𝑥3 𝑥4] = [𝑏 ℎ 𝑡𝑤 𝑡𝑓] 

Objective: 𝑓(𝑥 )𝑚𝑖𝑛 =
5000

𝑡𝑤(ℎ−2𝑡𝑓)3

12
+

𝑏𝑡𝑓
3

6
+2𝑏𝑡𝑓(

ℎ−𝑡𝑓

2
)2

   

Subject to g(𝑥 ) = 2b𝑡𝑤 + 𝑡𝑤(h − 2𝑡𝑓) ≤ 0 

Variable range 10 ≤ 𝑥1 ≤ 50, 10 ≤ 𝑥2 ≤ 80, 0.9 ≤ 𝑥3 ≤ 5, 0.9 ≤ 𝑥4 ≤ 5 

 

We can use the mathematical method and MAs to solve the design problem of I-beam (IBD). 

MAs include BA, ARSM [161] , LARSM [161], CS [162], SOS [163], MFO and WOA. The 

experimental results between the above techniques and SMFO are shown in Table 8. In order to 

make a fair comparison, we apply a similar penalty function for SMFO. 

Table 8 indicates that SMFO is superior to all other algorithms in dealing with IBD problems and 

ultimately provides the most effective design scheme. 
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Table 8. Comparison results of the I-beam design problem. 

Algorithm 
Optimal values for variables  Optimum 

weight b h 𝒕𝒘 𝒕𝒇 

SMFO 50.00000 80.00000 1.763301 5.000000 0.006626 

BA 43.91803 76.98691 2.613636 0.900000 0.006625959 

ARSM 48.42000 79.99000 0.900000 2.400000 0.015700 

IARSM 0.244200 6.223100 8.291500 0.243300 0.131000 

CS 50.00000 80.00000 0.900000 2.321675 0.013075 

SOS 50.00000 80.00000 0.900000 2.321790 0.013074 

MFO 50.00000 80.00000 1.764700 5.000000 0.0066259 

WOA  49.99799 80.00000 1.764748 5.000000 0.00662619 

 

In summary, the experimental studies on these two classical engineering design problems reveal 

that the suggested SMFO has an excellent performance in the optimization of practical problems. 

Furthermore, the efficacy of the proposed algorithm is confirmed when dealing with constrained 

problems. The reason why SMFO outperforms other methods in the constrained problems is that 

SMFO can effectively assist the original MFO in coordinating the exploration and exploration 

propensity. 

5.2 Multiple disk clutch brake problem 

This is a minimization problem categorized as a discrete optimization problem. Its objective is to 

use five discrete design variables to minimize the quality of multidisc clutch brakes. The five 

variables are actuating force, inner and outer radius, number of 27 friction surfaces, and thickness 

of discs. Figure 15 shows the configuration of this problem. The mathematical model for this 

problem is as follows: 

𝑓(𝑥) = Π(𝑟0
2 − 𝑟𝑖

2)𝑡(𝑍 + 1)ρ 

subject to: 

g1(𝑥) = 𝑟0 − 𝑟𝑖 − ∆𝑟 ≥ 0 

g2(𝑥) = 𝑙𝑚𝑎𝑥 − (𝑍 + 1)(𝑡 + 𝛿) ≥ 0 

g3(𝑥) = 𝑃𝑚𝑎𝑥 − 𝑃𝑟𝑧 ≥ 0 

g4(𝑥) = 𝑃𝑚𝑎𝑥𝑣𝑠𝑟𝑚𝑎𝑥
− 𝑃𝑟𝑧𝑣𝑠𝑟 ≥ 0 

g5(𝑥) = 𝑣𝑠𝑟𝑚𝑎𝑥
− 𝑣𝑠𝑟 ≥ 0 

g6 = 𝑇𝑚𝑎𝑥 − 𝑇 ≥ 0 

g7(𝑥) = 𝑀ℎ − 𝑠𝑀𝑠 ≥ 0 

g8(𝑥) = 𝑇 ≥ 0 

𝑀ℎ =
2

3
𝜇𝐹𝑍

𝑟0
3−𝑟𝑖

2

𝑟0
2−𝑟𝑖

3  𝑃𝑟𝑧 =
𝐹

Π(𝑟0
2−𝑟𝑖

2)
  𝑣𝑟𝑧 =

2𝛱𝑛(𝑟0
3−𝑟𝑖

3)

90(𝑟0
2−𝑟𝑖

2)
   𝑇 =

𝐼𝑧𝛱𝑛

30(𝑀ℎ+𝑀𝑓)
 

∆𝑟 = 20 𝑚𝑚 𝐼𝑧 = 55 𝑘𝑔𝑚𝑚2 𝑃𝑚𝑎𝑥 = 1 𝑀𝑃𝑎 𝐹𝑚𝑎𝑥 = 1000 𝑁 𝑇𝑚𝑎𝑥 = 15 𝑠 𝜇 = 0.5 s = 1.5 

𝑀𝑠 = 40 𝑁𝑚  𝑀𝑓 = 3 𝑁𝑚  n = 250 𝑟𝑝𝑚  𝑣𝑠𝑟𝑚𝑎𝑥
= 10 𝑚/𝑠  𝑙𝑚𝑎𝑥 = 30 𝑚𝑚  𝑟𝑖𝑚𝑖𝑛

= 60  

𝑟𝑖𝑚𝑎𝑥
= 80  𝑟0𝑚𝑖𝑛

= 90  𝑟0𝑚𝑎𝑥
= 110  𝑡𝑚𝑖𝑛 = 1.5  𝑡𝑚𝑎𝑥 = 3  𝐹𝑚𝑖𝑛 = 600  𝐹𝑚𝑎𝑥 = 1000 

𝑍𝑚𝑖𝑛 = 2 𝑍𝑚𝑎𝑥 = 9 

 

This paper compares SMFO with WCA [164], PVS [165], and TLBO [166] to minimize the 

quality of multidisc clutch brakes. Table 9 shows the details of the comparison. We can find from 
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Table 14 that the quality of the SMFO algorithm is far less than that of other algorithms, reaching 

0.313656. This shows that the algorithm has a stronger optimization ability and can find more high-

quality problem solutions. 

 

Table 9. Results of Multiple disk clutch brake compared with other methods 

Algorithm 𝑟𝑖 𝑟0 𝑡 𝐹 𝑍 Optimal cost 

SFMO 60.00000 90.00000 1 600.0000 2.000000 0.313656 

WCA 70.00000 90.00000 1 910.0000 3.000000 0.313656 

PVS 70.00000 90.00000 1 980.0000 3.000000 0.313660 

TLBO 70.00000 90.00000 1 810.0000 3.000000 0.313656 

 

6 Conclusions and future works 

In this paper, a hybrid MFO algorithm called SMFO is proposed by introducing the sine cosine 

strategy into the original MFO. The proposed SMFO has further balanced the exploration and 

exploitation of MFO and substantially enhanced the diversity of moth populations. The numerical 

results on representative benchmark functions including unimodal, multimodal, hybrid and 

composition functions show that the proposed method is significantly better than the original MFO. 

Furthermore, we also compared SMFO with other well-known MAs and improved variants of MAs 

to validate its superiority. It shows that SMFO is good at solving function optimization problems, 

and can effectively alleviate the premature convergence of MFO. Its ability to jump out of local 

optima is enhanced, and the accuracy of the solution is also improved to a great extent as well. 

Compared with the original MFO, SMFO improves the exploration ability of MFO and shortens the 

exploration cycle of SMFO. Therefore, the accuracy and convergence speed of SMFO are improved 

indirectly. However, shortening the exploration period means that on some complex multi-mode 

functions, it may be easier to fall into local optimization than other algorithms. For example, the 

gap can be seen in F7 and F9 functions. 

For future work, how to improve the exploration ability of SMFO in the middle and late-stage 

under the condition of ensuring the exploitation ability is a problem needed to solve. Moreover, how 

to successfully apply the proposed SMFO to dealing with multiobjective and dynamic landscapes 

is also a popular research direction. Secondly, the application of SMFO to brain disease diagnosis 

[167], fault diagnosis [168], clustering analysis [169], face recognition and micro-expression 

recognition [170], social evolution modelling [171] and image recognition [172] is also an exciting 

topic for us, and we are researching to apply SMFO for them. 
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1. Sine cosine strategy is introduced into moth-flame optimization algorithm 

2. The proposed method is compared with representative algorithms on lots of functions 

3. The proposed method can solve engineering design problems efficiently  
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