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Abstract—Setting up a suitable current spatial profile in tokamak plasmas has been demonstrated to be a key condition for one possible advanced scenario with improved confinement and possible steady-state operation. Experiments at the DIII-D tokamak focus on creating the desired current profile during the plasma current ramp-up and early flattop phases with the aim of maintaining this target profile during the subsequent phases of the discharge. The evolution in time of the current profile is related to the evolution of the poloidal magnetic flux, which is modeled in normalized cylindrical coordinates using a parabolic partial differential equation usually referred to as the magnetic diffusion equation. We propose a framework to solve a finite-time, optimal tracking control problem for the current profile evolution via diffusivity, interior, and boundary actuation during the ramp-up and early flattop phases of the discharge. The proposed approach is based on reduced order modeling via proper orthogonal decomposition and successive optimal control computation for a bilinear system. Simulation results illustrate the performance of the proposed controller.

Index Terms—Bilinear optimal tracking control, distributed parameter systems, proper orthogonal decomposition (POD), tokamak plasma control.

I. INTRODUCTION

UCLEAR fusion is the process by which two nuclei stick together to form a heavier nucleus. This process is accompanied by a release of energy $E$, which is the result of the amount $\Delta m$ of mass “lost” in the reaction. To make a fusion reaction possible, a certain amount of energy is required to bring the two repellant nuclei carrying positive charges sufficiently close. To overcome the Coulomb barrier, the kinetic energy of the nuclei is increased by heating. The temperature required for a thermonuclear fusion reaction to take place is around 100 million degrees. At much lower temperatures (about 10 thousand degrees), the electrons and nuclei separate and create an ionized gas called plasma, and also known as the fourth state of matter.

An intangible doughnut-shaped bottle created by magnetic lines is used to confine the high-temperature plasma. This type of magnetic confinement device is called Tokamak.
diffusion equation as interior, boundary, and diffusivity control terms.

One possible approach to current profile control is to focus on creating the desired current profile during the plasma current ramp-up and early flattop phases of the tokamak discharge with the aim of maintaining this target profile during the subsequent phases of the discharge. Since the actuators that are used to achieve the desired target profile are constrained, experiments have shown that some of the desirable target profiles may not be achieved for all arbitrary initial condition. Therefore, a perfect matching of the desirable target profile are constrained, experiments have shown that some of the desirable target profiles may not be achieved for all arbitrary initial condition. Therefore, a perfect matching of the desirable target profile may not be physically possible. In practice, the objective is to achieve the best possible approximate matching at final time \( t_f = T \) during the early flattop phase of the total plasma current pulse, as shown in Fig. 2. Thus, such matching problem can be formulated as a finite-time optimal control problem for the magnetic diffusion PDE.

Our current work includes the investigation of the use extremum seeking [6] and nonlinear programming [7] to achieve an open-loop control solution for this optimal problem. The work is aimed at saving long trial-and-error periods of time currently spent by fusion experimentalists trying to manually adjust the time evolutions of the actuators to achieve the desired current profile at some prespecified time. However, the reproduction of the nominal initial conditions is usually challenging and sometimes impossible for the operators, who can only guarantee that the real initial conditions are within a neighborhood of the nominal ones. Therefore, in this work we propose a closed-loop finite-time optimal control law aimed at rejecting disturbances in initial conditions. The objective of the closed-loop (feedback) optimal controller is to track the undisturbed open-loop (feedforward) system trajectory.

Optimal feedback control design for PDE systems is very challenging and usually unfeasible due to the infinite dimensionality of the problem. In this paper, we use proper orthogonal decomposition (POD) and Galerkin methods to obtain a low dimensional dynamical model for the PDE system. The POD method is an efficient approach to obtain low-dimensional dynamical models from data ensembles arising from numerical simulation or experimental observation. By using POD it is possible to extract the dominant low-dimensional dynamics from the infinite dimensional dynamical system. The method has been widely and successfully used, particularly in the area of fluid dynamics (e.g., [8]). Fundamental aspects of the POD method applied to parabolic problems, such as error estimates for POD-Galerkin model reduction applied to both linear and nonlinear systems, are discussed in [9].

Due to the presence of the diffusivity control term in the magnetic diffusion equation, the low dimensional dynamical model obtained turns to be bilinear. To track the open loop control trajectory for any initial condition, minimize the control effort, and match a target profile as closely as possible at a prespecified time \( t_f = T \), a closed-loop finite-time optimal tracking control problem for a finite-dimensional bilinear system must be solved. Inspired by [10], the two-point-boundary-value (TPBV) problem arising from the optimality conditions for the bilinear system is solved using a convergent scheme based on an iterative quasi-linear approximation approach. Convergence of the iterative scheme is proved in appropriate functional spaces by using the contraction mapping theorem.

This paper is organized as follows. In Section II, an infinite-dimensional dynamic model for the poloidal flux \( \psi \) is introduced. Section III describes the control objectives during the different phases of the tokamak discharge, and states the control problem. In Section IV, we discuss the POD method as well as the Galerkin projection method based on a test function set composed by dominant POD modes. After obtaining a low dimensional bilinear system, in Section V, we derive the optimality conditions and propose an iterative convergent scheme, based on the quasi-linear approximation of the system dynamics, to solve the optimal control problem. A simulation study showing the effectiveness of the proposed feedback controller is presented in Section VI. Conclusions and future work are presented in Section VII.

**II. CURRENT PROFILE EVOLUTION MODEL**

We let \( \rho \) be an arbitrary coordinate indexing the magnetic surfaces. Any quantity constant on each magnetic surface could be chosen as the variable \( \rho \). We choose the mean geometric radius of the magnetic surface as the variable \( \rho \), i.e., \( \pi B_{\rho, \rho} \rho^2 = \Phi \), where \( \Phi \) is the toroidal magnetic flux and \( B_{\rho, \rho} \) is the reference toroidal magnetic field at the magnetic plasma center \( R_0 \). The variable \( \rho \) denotes the normalized radius \( (\rho / \rho_b) \), and \( \rho_b \) is the radius of the last closed flux surface. The evolution of the poloidal flux in normalized cylindrical coordinates is given by the magnetic diffusion equation [4]

\[
\frac{\partial \psi}{\partial t} = \frac{\eta(T_e)}{\mu_0 \rho^2 F^2} \frac{\partial}{\partial \theta} \left( \frac{\partial \hat{\rho} \hat{G} \hat{H} \frac{\partial \psi}{\partial \rho}}{\partial \rho} \right) - R_0 \hat{H}(T_e) \left( \hat{G}_{NI} \cdot \vec{B} \right) B_{\theta, \theta}
\]

(1)

where \( t \) is the time, \( \psi \) is the poloidal magnetic flux, \( \eta \) is the plasma resistivity, \( T_e \) is the plasma electron temperature, \( \mu_0 \) is the vacuum permeability, \( \hat{G}_{NI} \) is the non-inductive source of current density (neutral beam, electron cyclotron, etc.), \( \vec{B} \) is the toroidal magnetic field, and \( \hat{G} \) denotes flux-surface average. \( \hat{F}, \hat{G}, \hat{H} \) are geometric factors, which are functions of \( \rho \) and are given in [6]. The boundary conditions are given by

\[
\left. \frac{\partial \psi}{\partial \rho} \right|_{\rho = 0} = 0, \quad \left. \frac{\partial \psi}{\partial \rho} \right|_{\rho = 1} = \frac{\mu_0}{2\pi} \frac{R_0}{\hat{G}} \frac{\hat{H}}{\hat{G}} I(t)
\]

(2)

**Fig. 2.** Current evolution defines the phases of the tokamak discharge.
where \( I(t) \) denotes the total plasma current.

The model makes the simplifying assumption that the magnetic geometry is fixed in time. This excludes two potential sources of flux—a change in \( \rho_b \) (either by a change in the shape of the last closed flux surface or in \( B_{\phi_0} \)) and a change in location of the geometric center of the interior flux surfaces relative to that of the last closed flux surface. It is straightforward to include the effect of a change in \( \rho_b \) in the model for situations where it would be important. However, we focus in this work on the design of a current profile controller to be activated during the later stage of the ramp-up phase, where the plasma shape has already developed and is approximately fixed, which implies that changes in \( \rho_b \) are small by design in the experiments of interest (\( B_{\phi_0} \) is also approximately constant). Changes in the relative positions of the flux surfaces do occur, but for cases of interest, these happen slowly enough and they can be neglected.

During “Phase I” (see Fig. 2), mainly governed by the ramp-up phase, the plasma current is mostly driven by inductive and non-inductive current components) follow the desired waveform generated by the controller. Similarly to the case of the plasma current, a PID loop regulates gas puffing and pumping to make the line averaged density measured by a CO\(_2\) interferometer follow the desired waveform. The power of the current drives is directly controlled by the power supplies associated with the drives.

### III. CONTROL PROBLEM DESCRIPTION

During “Phase I” the control goal is to drive the current profile from any arbitrary initial condition to a prescribed target or desirable profile at some time \( T \in (T_1, T_2) \) (here \( T_1 = 1.2s \) and \( T_2 = 2.4s \) in the flat-top phase of the total current \( I(t) \) evolution. During “Phase II” the control goal is to regulate the current profile around this target profile.

It is worth to note that we can rewrite the equation for the evolution of the poloidal flux (1) as

\[
\frac{1}{f_1(\hat{\rho})} \frac{\partial \psi}{\partial t} = u_1(t) \frac{1}{\rho \hat{\rho}} \left( \hat{\rho} f_1(\hat{\rho}) \frac{\partial \psi}{\partial \hat{\rho}} \right) + f_2(\hat{\rho}) u_2(t) \frac{1}{f_1(\hat{\rho})} f_3(t)(3)
\]

with boundary conditions \( \left( \partial \psi / \partial \hat{\rho} \right)_{\hat{\rho}=0} = 0, \left( \partial \psi / \partial \hat{\rho} \right)_{\hat{\rho}=1} = k_{3\text{tg}}(t) \), where \( k_3 = (\mu_0/2\pi) \left( R_0 / \hat{C} \right) \left| \frac{\partial \psi}{\partial \hat{\rho}} \right|_{\hat{\rho}=1} \hat{H} \right|_{\hat{\rho}=1} \), and

\[
\begin{align*}
\hat{f}_1(\hat{\rho}) &= \frac{k_{\text{eff}} Z_{\text{eff}}}{k_{T_e} T_e L_{\text{eff}}} \frac{1}{f_1(\hat{\rho})} \frac{\partial \psi}{\partial \hat{\rho}} \\
\hat{f}_2(\hat{\rho}) &= \frac{k_{\text{eff}} Z_{\text{eff}} R_0 n_{\text{par}}}{k_{T_e} T_e \hat{C}} \left( \frac{\partial \psi}{\partial \hat{\rho}} \right)_{\hat{\rho}=1} \\
\hat{f}_3(\hat{\rho}) &= \hat{F} \hat{C} \hat{H} \left( \frac{\partial \psi}{\partial \hat{\rho}} \right)_{\hat{\rho}=1} \\
\end{align*}
(4)
\]

and

\[
\begin{align*}
u_1(t) &= \left( \frac{\partial \psi}{\partial \hat{\rho}} \right)_{\hat{\rho}=1} \left( \frac{\partial \psi}{\partial \hat{\rho}} \right)_{\hat{\rho}=1} \\
u_2(t) &= \sqrt{P_{\text{eff}}(t) I(t)} \\
u_3(t) &= I(t). \\
\end{align*}
(5)
\]

The control of the magnetic diffusion PDE (3) is unique in the sense that it admits control not only through \( u_2(t) \) (interior control) and \( u_3(t) \) (boundary control) but also through \( u_1(t) \), what we name **diffusivity control** in this paper.

In practice, the toroidal current density is usually specified indirectly by the rotational transform \( \iota \) (or the safety factor \( q = e^{-1} \), which is defined as \( \iota(\rho,t) = \partial \psi / \partial \rho \). The constant relationship between \( \Phi \) and \( \rho_\rho = \sqrt{1/\pi B_{\phi_0}^2} \), and the definition of the normalized radius \( \hat{\rho} \) allow us to rewrite the rotational transform as \( \iota(\hat{\rho},t) = \partial \psi / \partial \hat{\rho} \). Since \( \iota \) is uniquely defined by the spatial derivative of the magnetic flux \( \psi \), in this work we define the to-be-controlled variable as

\[
\theta(\hat{\rho},t) = \frac{\partial \psi}{\partial \hat{\rho}}
(6)
\]

and use (3) to obtain a PDE for \( \theta(\hat{\rho},t) \). To simplify notation, we replace \( \hat{\rho} \) by \( x \) hereafter. The control objective is to drive \( \theta(x,t) \) from any arbitrary initial profile \( \theta_{\text{ini}}(x) \) to a prescribed target or
desirable profile $\theta^\text{des}(x)$ at some time $t_f = T$. Using (6) we can rewrite (3) as
\begin{equation}
\frac{\partial \psi}{\partial t} = g_1(x)u_1(t)(g_2(x)\theta(x,t))' + g_3(x)u_2(t) \tag{7}
\end{equation}
with $g_1(x) = f_1(x)/f_2$, $g_2(x) = x f_4(x)$, $g_3(x) = f_5(x)$, where “$'$” stands for derivative of $f$ w.r.t. $x$, i.e., $f' = (\partial f/\partial x)$. By differentiating both sides of (7) w.r.t. $x$, and letting $h_0(x) = g_1(x)g_2(x)$, $h_1(x) = g_1'(x)g_2(x) + 2g_1(x)g_2'(x)$, $h_2(x) = g_1'(x)g_2'(x) + g_1(x)g_2''(x)$, $h_3(x) = g_3(x)$, we can finally write
\begin{equation}
\frac{\partial \theta(x,t)}{\partial t} = h_0(x)\theta'(x,t)u_1(t) + h_1(x)\theta'(x,t)u_1(t) + h_2(x)\theta(x,t)u_1(t) + h_3(x)u_2(t) \tag{8}
\end{equation}
with boundary conditions $\theta(0, t) = 0$, $\theta(1, t) = k_3 u_3(t)$, and initial condition $\theta(x, 0) = \theta_{\text{ini}}(x)$.

IV. MODEL REDUCTION USING POD/GALERKIN

A. POD Modes

The set $\mathcal{V} = \text{span}\{\theta_1, \ldots, \theta_n\} \subset \mathbb{R}^m$ refers to a data ensemble consisting of snapshots $\{\theta_j\}_{j=1}^n$ obtained from simulation or experimental observation on the grid $Q_{ij} = (x_i, t_j)$, where $i, j$ are integers with $1 \leq i \leq m; 1 \leq j \leq n$ (if $\theta_i = \theta(x_i, t_j)$). Let $\{\varphi_k\}_{k=1}^d$ be an orthonormal basis of the data ensemble $\mathcal{V}$, where $d = \dim \mathcal{V} \leq m$. We then project each of the snapshots onto the basis $\varphi_k$
\begin{equation}
\theta_j = \sum_{k=1}^d (\theta_j, \varphi_k)\varphi_k, \quad j = 1, \ldots, n \tag{9}
\end{equation}
where $(\cdot, \cdot)$ denotes the vector inner product. The goal of the POD method is to find an orthonormal basis such that for some predefined $1 \leq l \leq d$ the following average index is minimized:
\begin{equation}
\min_{\{\varphi_k\}_{k=1}^d} \frac{1}{n} \sum_{j=1}^n \left| \theta_j - \sum_{k=1}^l (\theta_j, \varphi_k)\varphi_k \right|^2 \tag{10}
\end{equation}
subject to
\begin{equation}
(\varphi_i, \varphi_j) = \delta_{ij}, \quad 1 \leq i \leq l, \quad 1 \leq j \leq i \tag{11}
\end{equation}
where $||\theta|| = \sqrt{(\theta, \theta)} = \sqrt{\theta^T\theta}$ and $\delta_{ij}$ denotes the Kronecker delta, which is one when $i = j$ and zero otherwise.

The solution of (10) can be found in the literature, e.g., [8], [9]. Defining the correlation matrix $K \in \mathbb{R}^{m \times n}$ as $K_{ij} = (1/n)(\theta_j, \theta_i)$, for $i, j = 1, \ldots, n$, let $\Lambda_1 > \cdots > \Lambda_l > \cdots > \Lambda_d > 0$ denote the positive eigenvalues of the correlation matrix $K$ and $\chi_1, \ldots, \chi_l, \ldots, \chi_d$ the associated eigenvectors, where $d = \text{rank}(K)$. Then, the POD basis functions take the form
\begin{equation}
\varphi_k = \frac{1}{\sqrt{\Lambda_k}} \sum_{j=1}^n (\chi_k, \theta_j)\varphi_j = \frac{1}{\sqrt{\Lambda_k}} \Theta \chi_k, \quad (k = 1, \ldots, d) \tag{11}
\end{equation}
where $(\chi_k)_j$ is the $j$th component of the eigenvector $\chi_k$, and $\Theta = (\theta_1, \ldots, \theta_n)$ is the collection of all the snapshots. Moreover, the error (energy ratio) associated with the approximation with the first $l$ POD modes is
\begin{equation}
\varepsilon_l = \frac{1}{n} \sum_{j=1}^n \left| \theta_j - \sum_{k=1}^l (\Theta^T \varphi_k) \varphi_k \right|^2 = \sum_{k=l+1}^d \Lambda_k. \tag{12}
\end{equation}

B. Galerkin Projection

Let $V_{\text{POD}} = \{\varphi_1, \varphi_2, \varphi_3, \varphi_4, \ldots, \varphi_l\}$ be the set of obtained POD modes. Using the $l$ POD modes, we approximate the system state as $\theta(x, t) \approx \theta(x, t) = \sum_{i=1}^l \alpha_i(t)\varphi_i(x)$, where continuous POD basis functions $\varphi_i(x) \in L^2([0, 1])$ are obtained by interpolating the POD modes $\varphi_i$ (vectors). We substitute this expression in (8) to obtain
\begin{equation}
\begin{align*}
\sum_{i=1}^l \alpha_i(t)\varphi_i(x) &= h_0(x)u_1(t) \sum_{i=1}^l \alpha_i(t) \frac{\partial \varphi_i}{\partial x} + h_1(x)u_1(t) \sum_{i=1}^l \alpha_i(t) \frac{\partial \varphi_i}{\partial x} \\
&+ h_2(x)u_1(t) \sum_{i=1}^l \alpha_i(t)\varphi_i(x) + h_3(x)u_2(t), \tag{13}
\end{align*}
\end{equation}
In order to write the weak form of (13) we define first
\begin{equation}
\langle g_1 g_2 \cdots g_n \rangle \triangleq \int_0^1 g_1 g_2 \cdots g_n dx \\
\approx \sum_{n=1}^N g_1(n \Delta x) g_2(n \Delta x) \cdots g_n(n \Delta x) \tag{14}
\end{equation}
where $\Delta x$ is the spatial interval size and $N + 1$ is the number of grid points ($N \Delta x = 1$) considered for the numerical approximation of the interior product. The grid $\mathcal{F} = \{0 \Delta x, 2\Delta x, \ldots, (N - 1)\Delta x, 1\}^T$, is partitioned as $\mathcal{F} = \{0 \Delta x, 2\Delta x, \ldots, (N - 1)\Delta x, 1\}^T = \{x_0 \Delta x, 1\}^T$. We then multiply both sides of (13) by $\varphi_k(x)$, for $k = 1, 2, \ldots, l$, integrate over the spatial domain $[0, 1]$, and take into account that the POD basis functions $\varphi_i(x)$ are orthonormal, i.e., $\langle \varphi_i(x), \varphi_j(x) \rangle = \delta_{ij}$, to obtain
\begin{equation}
\begin{align*}
\delta_{ik}(t) &= u_2(t) \ll h_3, \varphi_k \gg^N \\
+ u_1(t) \sum_{i=1}^l \alpha_i(t) \ll h_0, \varphi_i', \varphi_k \gg^{N-1} + h_0(1)\varphi_i'(1)\varphi_k(1) \\
+ u_1(t) \sum_{i=1}^l \alpha_i(t) \ll h_1, \varphi_i', \varphi_k \gg^{N-1} + h_1(1)\varphi_i'(1)\varphi_k(1) \\
+ u_1(t) \sum_{i=1}^l \alpha_i(t) \ll h_2, \varphi_i, \varphi_k \gg^{N-1} + h_2(1)\varphi_i(1)\varphi_k(1). \tag{15}
\end{align*}
\end{equation}
C. Inclusion of Boundary Control in Reduced-Order Model

Dirichlet boundary control cannot be effectively incorporated into the reduced-order model by following a conventional integration-by-parts approach during the Galerkin projection. Specific difficulties in Dirichlet boundary control problems result from the fact that they are not of variational type [11], [12]. Inspired by [13], we overcome this problem by using a spatial discretization (14) of the interior product during the Galerkin projection and employing the end-point-separation method as shown below. We rewrite the boundary condition as

\[ \theta|_{t=1} = l \sum_{i=1}^{l} \alpha_i(t) \phi_i(1) = k_3 u_3(t). \]  

(16)

From (16) we can write

\[ \alpha_k(t) \phi_k(1) = k_3 u_3(t) - \sum_{i=1}^{l} (1 - \delta_{i,k}) \alpha_i(t) \phi_i(1). \]  

(17)

By using (17) we obtain

\[ u_1(t) h_0(1) \sum_{i=1}^{l} \alpha_i(t) \phi_i(1) \phi_i''(1) = u_1(t) h_0(1) \alpha_k(t) \phi_k(1) \phi_k''(1) + u_1(t) h_0(1) \sum_{i=1}^{l} (1 - \delta_{i,k}) \alpha_i(t) \phi_i(1) \phi_i''(1) = u_1(t) h_0(1) k_3 u_3(t) \phi_k''(1) + u_1(t) h_0(1) \sum_{i=1}^{l} \alpha_i(t) [\phi_k(1) \phi_i''(1) - \phi_i(1) \phi_k''(1)]. \]  

(18)

We follow similar procedure to write

\[ u_1(t) h_1(1) \sum_{i=1}^{l} \alpha_i(t) \phi_i(1) \phi_i''(1) = u_1(t) h_1(1) k_3 u_3(t) \phi_k''(1) + u_1(t) h_1(1) \sum_{i=1}^{l} \alpha_i(t) [\phi_k(1) \phi_i''(1) - \phi_i(1) \phi_k''(1)]. \]  

(19)

and

\[ u_1(t) h_2(1) \sum_{i=1}^{l} \alpha_i(t) \phi_i(1) \phi_i''(1) = u_1(t) h_2(1) k_3 u_3(t) \phi_k''(1). \]  

(20)

By substituting (18)–(20) into (15), using the notation

\[ \Gamma_{kl} = \langle h_0, \phi_k'', \phi_l \rangle^N - h_0(1) \phi_k(1) \phi_k''(1), \]

\[ + \langle h_1, \phi_k''(1) \rangle^N - h_1(1) \phi_k(1) \phi_k''(1), \]

\[ + \langle h_2, \phi_k''(1) \rangle^N - h_2(1) \phi_k(1) \phi_k''(1), \]

\[ \Phi_k = \langle h_3, \phi_k \rangle^N \]

\[ \Pi_k = h_0(1) k_3 \phi_k''(1) + h_1(1) k_3 \phi_k''(1) + h_2(1) k_3 \phi_k''(1), \]

and redefining the control vector as

\[ u = (v_1, v_2, v_3)^T = (u_1, u_2, u_3)^T \]

we obtain a matrix representation for the reduced order model

\[ \frac{d\tilde{x}}{dt} = \Gamma \tilde{x} + \Phi \sqrt{e} + \Pi \tilde{x} \]  

(22)

where \( \sigma(t) = (\alpha_1, \ldots, \alpha_l)^T \in \mathbb{R}^l, \Gamma \in \mathbb{R}^{l \times l}, \Phi \in \mathbb{R}^{l \times 1}, \) and \( v_3 \in \mathbb{R}^l \), for \( i = 1, 2, 3 \). The vector \( \tilde{\alpha}(t) \) is the finite dimensional approximation of \( \theta(x, t) \), w.r.t. the associated POD modes.

V. OPTIMAL TRACKING CONTROL DESIGN

A. Optimal Control Problem Statement

We let \( \psi(t) = [v_1, v_2, v_3]^T \) be a set of open-loop control trajectories, which are computed offline, and \( \alpha^o(t) \) be the open-loop state trajectory associated with the open-loop control \( \psi(t) \), with a nominal initial state \( \alpha^o_0 \). The open-loop state trajectory satisfies

\[ \frac{d\alpha^o}{dt} = \Gamma \alpha^o + \Phi \psi(t) + \Pi \psi_3(t) \]  

(23)

with initial condition \( \alpha^o(t_0) = \alpha^o_0 \). Let us define \( e(t) = \alpha(t) - \alpha^o(t) \) and \( \psi(t) = v(t) - \psi(t) \), where \( v(t) = [v_1, v_2, v_3]^T \) is the overall control input and \( \psi(t) = [v_1, v_2, v_3]^T \) is the to-be-designed closed-loop control, which is appended to the open-loop control \( \psi(t) \). Then, we can write

\[ \frac{de}{dt} + \frac{de}{dt} = \Gamma(e + e) + \Phi (v_2 + v_3) + \Pi (v_3 + v_3). \]  

(24)

By substituting (23) into (24), we obtain

\[ \frac{de}{dt} = A(t) e + B(e) u = f(e, u) \]  

(25)

where \( A(t) = \Gamma \psi(t) \in \mathbb{R}^{l \times l}, B(e) = \Pi [e + \psi(t)] \in \mathbb{R}^{l \times 3}, \) \( u(t) = \psi(t) = [v_1, v_2, v_3]^T \in \mathbb{R}^{l \times 3} \).

We state the optimal control problem for the reduced-order ODE system (25) as

\[ \min_u J = \frac{1}{2} \int_{t_f}^{t_f} e^T(t) \Omega(t) e(t) dt + \frac{1}{2} \int_{t_0}^{t_f} e^T(t) \Omega(t) e(t) dt + \int_{t_0}^{t_f} e^T(t) \Omega(t) e(t) dt \]  

(26)

where \( S \) and \( \Omega \) are symmetric positive semi-definite matrices and \( R \) is a symmetric positive definite matrix. By introducing the Lagrange multiplier \( \lambda(t) \in \mathbb{R}^{l \times 1} \), we can define the Hamiltonian

\[ H(e, u, \lambda) = \frac{1}{2} e^T(t) \Omega(t) e(t) + \frac{1}{2} e^T(t) \Omega(t) e(t) \]  

(27)

By invoking the principle of optimality, \( (\partial H/\partial u) = 0 \), we obtain

\[ R(t) u(t) + B^T(e) \lambda(t) = 0. \]  

(28)

Then, the optimal control law is given by

\[ u^*(t) = -R^{-1}(t)B^T(e) \lambda(t). \]  

(28)
The optimal solution is characterized by the following set of differential equations in the state $e$ and costate $\lambda$

$$\dot{e} = \frac{\partial H}{\partial \lambda} = A(t)e + B(e)u(t)$$
$$\dot{\lambda} = -\frac{\partial H}{\partial e} = -\Omega(t)e - A(t)^T\lambda(t) - u(T)\frac{\partial BT(e)}{\partial e}\lambda(t)$$

which define a two-point-boundary-value (TPBV) problem with $e(t_0) = e_0 = x_0 - x_0^0$, $\lambda(t_f) = Se(t_f)$.

### B. Solution by Quasi-Linear Approximation

The solution of the nonlinear TPBV problem is usually computationally demanding. In this section, we propose a successive approach based on a quasi-linear approximation of the system dynamics [10] to solve the TPBV problem. By expanding our problem (25) up to first-order around the previous iteration trajectories $e^{k}(t)$ and $u^{k}(t)$, the system (25) takes the form

$$e^{k+1} = A(t)e^{k+1} + B^{k}(t)u^{k+1}$$

where $k$ is the iteration number and

$$B^{k}(t) = B(e)|_{e = e^{k}(t)}$$

with initial condition $e^{k+1}(0) = e_0$. The cost function takes the form

$$J^{k+1} = \frac{1}{2}\int_{t_0}^{t_f} \left( (e^{k+1}(t_f))^TSe^{k+1}(t_f) + \frac{1}{2}(u^{k+1}(t_f))^TR(t)u^{k+1}(t_f) + \frac{1}{2}(\lambda^{k+1}(t_f))^TAR^{T}(t)\lambda^{k+1}(t_f) \right) dt$$

and the Hamiltonian is written as

$$H(e^{k+1}, u^{k+1}, \lambda^{k+1}) = \frac{1}{2}(e^{k+1}(t_f))^T\Omega(t)e^{k+1}(t) + \frac{1}{2}(u^{k+1}(t_f))^TR(t)u^{k+1}(t) + (\lambda^{k+1}(t_f))^T[A(t)e^{k+1}(t) + B^{k}(t)u^{k+1}(t)]$$

For each iteration, we have a standard linear quadratic optimal control law given by

$$u^{k+1}(t) = -R^{-1}(t)B^{k}(t)^T\lambda^{k+1}(t).$$

As explained above, the optimal problem is characterized by the following TPBV:

$$\dot{e}^{k+1} = A(t)e^{k+1} + B^{k}(t)u^{k+1}(t)$$
$$\dot{\lambda}^{k+1} = -\Omega(t)e^{k+1}(t) - A(t)^T\lambda^{k+1}(t)$$

along with the boundary conditions

$$e^{k+1}(t_0) = e_0, \quad \lambda^{k+1}(t_f) = Se^{k+1}(t_f).$$

Let us propose the solution form

$$\lambda^{k+1}(t) \triangleq s^{k+1}(t)e^{k+1}(t)$$

where $s^{k+1}(t)$ is a $I \times I$ symmetric matrix. Substituting (37) into (35), we can obtain the following Riccati matrix differential equation

$$s^{k+1} = -A^T(t)s^{k+1} - s^{k+1}A(t) + s^{k+1}B^{k}(t)R^{-1}(t)B^{k}(t)^T s^{k+1}$$

with terminal condition $s^{k+1}(t_f) = S$. Then, the closed-loop system becomes

$$\dot{s}^{k+1} = (A - B^{k}(t)R^{-1}(t)B^{k}(t)^T s^{k+1})e^{k+1}$$

with the initial condition $s^{k+1}(t_0) = e_0$.

The open-loop state trajectories $x(t)$ are used to evaluate (31) and start the iterations. The iterative procedure is stopped when convergence is achieved under given error tolerance. Finally, by using the convergent solution $s(t)$ of the Ricatti (38), we obtain the following feedback control law

$$u^* = -R^{-1}(t)B^T(e) s^*(t)e(t),$$

The weight matrix $R$ can be used to satisfy the magnitude constraints of the actuators.

### Proof of Convergence for the Iterative Scheme

In the rest of this section, it remains to prove the convergence of the proposed quasi-linear approximation in solving the optimal control problem. Namely, we will show the following limits in appropriate functional spaces

$$\lim_{k \to \infty} e^{(k)} = e^*, \quad \lim_{k \to \infty} s^{(k)} = s^*.$$

The associated spaces are two Banach spaces, $\mathfrak{B}_1 = C([t_0, t_f], \mathbb{R}^I)$, $\mathfrak{B}_2 = C([t_0, t_f], \mathbb{R}^{I \times I})$, with norms $\|e\|_{\mathfrak{B}_1} = \sup_{t \in [t_0, t_f]} \|e(t)\|$, for any $e \in \mathfrak{B}_1$ and $\|s\|_{\mathfrak{B}_2} = \sup_{t \in [t_0, t_f]} \|s(t)\|$, for any $s \in \mathfrak{B}_2$, where $||e|| = \sqrt{\sum_{i=1}^{I} e_{i}^2}$ and $||s|| = \sqrt{\sum_{i=1}^{I} s_{i}^2}$.

Remark 1: To show (41), we only need to show that both $\{e^{(k)}\}$ and $\{s^{(k)}\}$ are Cauchy sequences. Thus, the convergence follows due to the completeness of the Banach spaces. The convergence proof is based on the contraction mapping theorem for Banach spaces, which is motivated by the convergence proof in [10].

Based on (38) and (39), we obtain differential equations for the differences $e^{(k+1)} - e^{(k)}$ and $s^{(k+1)} - s^{(k)}$

$$\frac{d}{dt} \left[ e^{(k+1)} - e^{(k)} \right] = Q^{(k)} \left[ e^{(k+1)} - e^{(k)} \right] + \left( Q^{(k)} - Q^{(k-1)} \right) e^{(k)}$$
$$\frac{d}{dt} \left[ s^{(k+1)} - s^{(k)} \right] + s^{(k)} \left[ Q^{(k)} - Q^{(k-1)} \right] = Q^{(k)} \left[ s^{(k+1)} - s^{(k)} \right] + s^{(k)} \left[ Q^{(k)} - Q^{(k-1)} \right]$$
\[
Q^{(k)} = A - B^{(k)} R^{-1} \left( B^{(k)} \right)^T s^{(k+1)} \\
\Omega^{(k)} = \Omega + s^{(k+1)} B^{(k)} R^{-1} \left( B^{(k)} \right)^T s^{(k+1)}.
\]

(44)

(45)

In order to express the solutions of (42) and (43), we introduce the transition matrix \( \Phi^{(k)}(t, t_0) \):

\[
\Phi^{(k+1)}(t, t_0) = Q^{(k)}(t) \Phi^{(k+1)}(t, t_0), \quad \Phi^{(k+1)}(t_0, t_0) = I. \tag{46}
\]

In the subsequent proof we will use some of the following properties of the transition matrix \( \Phi(\cdot, \cdot) \):

\[
\Phi(t, \tau) \Phi(\tau, t_0) = \Phi(t, t_0), \quad \Phi^{-1}(t, \tau) = \Phi(\tau, t). \tag{47}
\]

Lemma 1: The solutions of (42) and (43) are

\[
e^{(k+1)} - e^{(k)} = \int_{t_0}^t \Phi^{(k+1)}(t, \tau) \times \left( Q^{(k)}(\tau) - Q^{(k-1)}(\tau) \right) \\
\times \Phi^{(k)}(\tau, t_0)e^0 d\tau. \tag{48}
\]

and

\[
s^{(k+1)} - s^{(k)} = \int_{t_0}^t \left[ \Phi^{(k)}(\tau, t) \right]^T \\
\times \left\{ s^{(k)} \left[ Q^{(k)} - Q^{(k-1)} \right] + \left[ Q^{(k)} - Q^{(k-1)} \right]^T s^{(k+1)} \\
+ \left[ \Omega^{(k)} - \Omega^{(k-1)} \right] \right\} \Phi^{(k+1)}(\tau, t) d\tau. \tag{49}
\]

Proof: The integral expression for \( e^{(k+1)} - e^{(k)} \) can be obtained by directly integrating both sides of the linear system (42). This expression is written in terms of the transition matrix \( \Phi(t_0, t_0) \) defined in (46)–(47). We note that the initial value of the difference term \( e^{(k+1)}(t_0) - e^{(k)}(t_0) = 0 \) due to (36). Therefore, only the homogeneous term of the solution appears in (48), where we additionally use the transition matrix to write \( e^{(k)}(\tau) = \Phi^{(k)}(\tau, t_0)e^0 \). By using the variation of the constant method for solving differential equations and the definition of the system transition matrix (47), the expression (48) can be easily obtained.

For the integral expression for \( s^{(k+1)} - s^{(k)} \), we first use the definition (46)–(47) of the transition matrix to compute the time derivative \( (dt/dt) \left\{ \Phi^{(k)}(t, t_0) \right\} \left[ s^{(k+1)} - s^{(k)} \right] \Phi^{(k+1)}(t, t_0) \}. \]

Then, by taking into account (43), the resulting time derivative expression is integrated on both sides from \( t \) to \( t_f \) to obtain

\[
\int_{t_0}^{t_f} \left[ \Phi^{(k)}(t, t_0) \right]^T \left[ s^{(k+1)} - s^{(k)} \right] \Phi^{(k+1)}(t, t_0) \\
= \int_{t_0}^{t_f} \left[ \Phi^{(k)}(\tau, t_0) \right]^T \left[ s^{(k)} \left[ Q^{(k)} - Q^{(k-1)} \right] \\
+ \left[ Q^{(k)} - Q^{(k-1)} \right]^T s^{(k+1)} + \left[ \Omega^{(k)} - \Omega^{(k-1)} \right] \right] \\
\times \Phi^{(k+1)}(\tau, t_0) d\tau. \tag{50}
\]

where the final difference term \( s^{(k+1)}(t_f) - s^{(k)}(t_f) \) vanishes due to the terminal condition \( s^{(k+1)}(t_f) = S \) in (38). In order to cancel \( \left[ \Phi^{(k)}(t_0, t_0) \right]^T \Phi^{(k+1)}(t_0, t_f) \) in (50), we multiply both sides of the (50) with \( \left[ \Phi^{(k)}(t_0, t_f) \right]^T \) (from the left) and \( \Phi^{(k+1)}(t_0, t_f) \) (from the right) respectively, and use (47) to obtain the integral expression for \( s^{(k+1)} - s^{(k)} \).

Theorem 2: There exists an appropriate control weight matrix \( R \), such that the sequences \( \{ e^{(k)}(t) \} \) and \( \{ s^{(k)}(t) \} \) generated by (38) and (39) are convergent.

Proof: Taking the \( \| \cdot \|_{B_2} \)-norm of \( e^{(k)}(t) - e^{(k)} \) and \( s^{(k)} - s^{(k-1)} \) derived in Lemma 1, we have

\[
\begin{align*}
\| e^{(k+1)} - e^{(k)} \|_{B_2} & \leq \mu_1 \left\| Q^{(k)} - Q^{(k-1)} \right\|_{B_2} \tag{51} \\
\| s^{(k+1)} - s^{(k)} \|_{B_2} & \leq \mu_2 \left\| Q^{(k)} - Q^{(k-1)} \right\|_{B_2} + \mu_3 \left\| \Omega^{(k)} - \Omega^{(k-1)} \right\|_{B_2} \tag{52}
\end{align*}
\]

where

\[
\begin{align*}
\mu_1 &= \max_{t_0 \leq \tau \leq t_f} \| \Phi^{(k+1)}(t, \tau) \|_{B_2} \left\| \Phi^{(k)}(\tau, t_0) \right\|_{B_2} \tag{53} \\
\mu_2 &= \max_{t_0 \leq \tau \leq t_f} \| \Phi^{(k)}(\tau, t) \|_{B_2} \left( \| s^{(k+1)} \|_{B_2} + \| s^{(k)} \|_{B_2} \right) + \| \Phi^{(k+1)}(t, \tau) \|_{B_2} \tag{54}
\end{align*}
\]

By noting (44) and (45), and by defining \( S^{(k)} = B^{(k)} R^{-1} B^{(k)^T} \), we obtain the following norm bounds:

\[
\begin{align*}
\| Q^{(k)} - Q^{(k-1)} \|_{B_2} & = \| S^{(k)} - S^{(k-1)} \|_{B_2} \\
& \leq \left( \| S^{(k)} - S^{(k-1)} \|_{B_2} + \| S^{(k)} - S^{(k-1)} \|_{B_2} \right) \tag{53} \\
\| \Omega^{(k)} - \Omega^{(k-1)} \|_{B_2} & \leq \| s^{(k+1)} - s^{(k)} \|_{B_2} + \| S^{(k)} - S^{(k-1)} \|_{B_2} + \| S^{(k)} - S^{(k+1)} \|_{B_2} \\
& + \| S^{(k)} - S^{(k-1)} \|_{B_2} \tag{54}
\end{align*}
\]

Now we connect the terms in (53) and (54) with the factors \( \| e^{(k+1)} - e^{(k)} \|_{B_2} \) and \( \| s^{(k+1)} - s^{(k)} \|_{B_2} \) to obtain

\[
\| S^{(k)} - S^{(k-1)} \|_{B_2} \leq \| B^{(k)} - B^{(k-1)} \|_{B_2} + \| R^{-1} B^{(k)^T} \|_{B_2} + \| B^{(k)} R^{-1} - S^{(k)} \|_{B_2} + \| B^{(k)^T} \|_{B_2} \| \| S^{(k)} - S^{(k-1)} \|_{B_2} \tag{55}
\]
At this point, it is important to mention that because of 

\( \frac{\mu_4}{1 - \mu_3} \), \( \mu_2 \), and \( \mu_4 \), respectively, if \( \| R \| \) is large enough, we can make sure that the coefficients involved are less than one, i.e.,

\[
\max \left\{ \frac{\mu_4}{1 - \mu_3} , \mu_2 + \mu_4 (\mu_1 - \mu_2) / (1 - \mu_4) \right\} < 1.
\]

Thus, we can conclude that both \( \{ s^{(k)} \} \) and \( \{ e^{(k)} \} \) are Cauchy sequences

in the associated Banach spaces, i.e.,

\[
\lim_{k \to \infty} s^{(k)}(t) = s^*(t), \quad \lim_{k \to \infty} e^{(k)}(t) = e^*(t).
\]
VI. SIMULATION STUDY

We present simulation results showing the effectiveness of the proposed optimal control algorithm in a disturbance rejection problem. For this simulation study we consider a time interval \([t_0 = 0, t_f = T = 1.28]\) relative to an initial time \(t_{\text{ini}} = 500\) ms in the experiment, i.e., \(t_0 = 0\) in the simulations corresponds to \(t_{\text{ini}} = 500\) ms in the experiment. Fig. 3 shows the time evolutions for \(I(t)\), \(P_{\text{tot}}(t)\) and \(\theta(t)\) obtained from an extremum-seeking offline optimization procedure [6] and from which the control inputs \(v^d(t)\) are computed according to (5) and (21). The synthesis of this open-loop optimal controller considered the nominal initial profile \(\theta_{\text{ini}}(x)\) shown in Fig. 4, which has been extracted from DIII-D physical shot 129400 at \(t_{\text{ini}} = 500\) ms. Fig. 5 illustrates the space-time evolution of \(\theta(t, x)\) as predicted by the original PDE system (8) for the nominal initial profile \(\theta_{\text{ini}}(x)\) shown in Fig. 4 and the extremum-seeking-based open-loop control \(v^d(t)\) shown in Fig. 3. By simulating the original PDE system (8), a data ensemble is created with snapshots of the \(\theta(t, x)\) space-time evolution. POD modes are then extracted from the created data ensemble. A total of eight POD modes is considered for model reduction (the first four dominant POD modes are shown in Fig. 6). With these eight POD modes, a low dimensional dynamical system, governed by the ordinary differential equation (ODE) system (22), is obtained. Before computing the closed loop control based on the reduced-order model, we assess the effectiveness of the reduced-order model in approximating the original PDE system. Fig. 7 shows the approximation error as function of time and space. By comparing the magnitude orders in Figs. 5 and 7 we can note that the approximation error is less than 1%. The order of the error demonstrates that the reduced-order model based on only eight POD modes can successfully approximate the PDE system.

The first four more energetic POD modes.

Fig. 6. First four more energetic POD modes.

Fig. 7. Time evolution difference for the \(\theta\) profiles predicted by the original PDE and reduced ODE models.

Fig. 8. Convergence of the first diagonal element of \(s\).

Fig. 9. Final time \(\theta\) matching comparison.
The solution of the Riccati matrix equation converges, and the feedback controller is implemented according to (40). Fig. 8 shows the first diagonal element of $s$ as a function of the iteration number.

We consider now a disturbed initial profile $\theta_{in}(x)$, as shown in Fig. 4, and compare the performances of both open-loop and closed-loop controllers in the presence of this disturbance. Fig. 9 shows the difference between the final-time profiles $\theta(x,t_f)$ obtained with the open-loop and closed-loop controllers. The solid blue line shows the final profile obtained with the open-loop controller when there is no disturbance in the initial condition. It is possible to note how the closed-loop controller (red dashed-dotted line) recovers the open-loop undisturbed final profile even in the presence of a substantial disturbance in the initial profile. It is also possible to note how the disturbance in the initial profile is propagated to the final profile in the open-loop control case (green dotted line). In the case of the open-loop controller, the control input trajectories shown in Fig. 3, and computed for the nominal initial profile, are used. In the case of the closed-loop controller, the control input trajectories are shown in Fig. 10.

VII. CONCLUSION AND FUTURE WORK

In this paper, we consider a simplified dynamic model describing the evolution of the poloidal flux during the inductive phase of the tokamak discharge. The evolution in time of the current profile is related to the evolution of the poloidal flux, which is modeled in normalized cylindrical coordinates using a PDE usually referred to as the magnetic diffusion equation. An optimal tracking control problem is defined around a nominal open-loop trajectory to overcome uncertainties in the initial conditions. Diffusivity, interior, and boundary actuation are considered for the solution of this optimal control problem.

The control approach is based on model reduction via POD and Galerkin projection methods. A conventional integration-by-parts approach during the Galerkin projection fails to effectively incorporate the considered Dirichlet boundary control into the reduced-order model. To overcome this limitation we use a spatial discretization of the interior product during the Galerkin projection. The obtained low dimensional dynamical model is bilinear as the result of the presence of the diffusivity control term in the parabolic PDE system.

We propose a convergent successive scheme based on the quasi-linearization of the system dynamics to compute an optimal tracking control law for the bilinear reduced-order system. Convergence of the iterative scheme is proved in appropriate functional spaces by exploiting the contraction mapping theorem. The simulation study shows that the proposed controller can effectively overcome the effect of disturbances in the initial poloidal flux profile.

The experimental validation of this control law at the DIII-D tokamak is part of our future work. The current profile controller will have a feedforward component obtained via offline open-loop control design based on highly complex predictive codes and a feedback component designed as proposed in this work based on simplified control-oriented models.

REFERENCES