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Abstract—In this paper, we aim to find the global optimal
resource allocation for ultra-reliable and low-latency communica-
tions (URLLC), where the blocklength of channel codes is short.
The achievable rate in the short blocklength regime is neither
convex nor concave in bandwidth and transmit power. Thus, a
non-convex constraint is inevitable in optimizing resource alloca-
tion for URLLC. We first consider a general resource allocation
problem with constraints on the transmission delay and decoding
error probability, and prove that a global optimal solution can be
found in a convex subset of the original feasible region. Then, we
illustrate how to find the global optimal solution for an example
problem, where energy efficiency (EE) is maximized by optimizing
antenna configuration, bandwidth allocation, and power control
under the latency and reliability constraints. To improve the bat-
tery life of devices and EE of communication systems, both uplink
and downlink resources are optimized. Simulation and numerical
results validate the analysis and show that the circuit power is
dominated by the total power consumption when the average
inter-arrival time between packets is much larger than the re-
quired delay bound. Therefore, optimizing antenna configuration
and bandwidth allocation without power control leads to minor
EE loss.

Index Terms—Ultra-reliable and low-latency communications,
resource allocation, energy efficiency.

I. INTRODUCTION

Ultra-reliable and low-latency communications (URLLC)
has been considered as one of the new application scenarios
in the fifth generation (5G) cellular networks [2]. It is crucial
for enabling mission-critical applications such as autonomous
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vehicle communications, factory automation and haptic com-
munications [3, 4]. To ensure the stringent end-to-end (E2E)
delay including transmission delay, coding and processing de-
lay, queueing delay, and routing delay in backhaul and core
networks, it is necessary to develop new enabling transmission
algorithms, network architecture and protocols [5].

In the Long Term Evolution systems, the minimal time unit
for resource allocation is 1 ms [6], and hence cannot satisfy
the E2E delay requirement of URLLC. To reduce latency, one
of the key major reforms will be to employ a short frame
structure [7]. With the short frame structure and short packets in
URLLC, the blocklength of channel codes is short. The way to
characterize the relationship among achievable rate, decoding
error probability, and transmission delay in the short block-
length regime is fundamentally different from that in the long
blocklength regime, where Shannon’s capacity is applied [8].
If Shannon’s capacity is used in designing resource allocation
or analyzing the performance of URLLC, the reliability and
latency will be underestimated [9], and hence the quality-of-
service (QoS) cannot be satisfied.

A. Related Works
Transmission scheme and resource allocation for URLLC

have been studied in existing literatures [10–12]. Outage proba-
bility was utilized in these works to characterize the relationship
among data rate, reliability and delay. The basic assumption is
that if the signal-to-noise-ratio (SNR) is higher than a threshold
such that Shannon’s capacity is higher than the required data
rate, then the packets are transmitted successfully. Otherwise,
the transmission fails, and the packets are lost. Since the block-
length is short in URLLC, the decoding error probability is non-
zero for arbitrarily high SNR. As a result, the existing outage
probability based on Shannon’s capacity cannot be applied in
the short blocklength regime. The decoding error probability in
the short blocklength regime should be taken into account when
formulating a constraint on the reliability.

In a seminal work in [13], the authors derived an accurate ap-
proximation on the maximal achievable rate in the short block-
length region over AWGN channel. The result was extended to
multiple antenna systems over the quasi-static channel in [14].
The maximal achievable rates obtained in [13,14] are inevitable
in portraying decoding error probability, and have been applied
in spectrum sharing networks [15], relay systems [16], energy-
efficient packet scheduling [17], and cross-layer resource allo-
cation [18]. However, the expression of the achievable rate is
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still complex, which is neither convex nor concave with respect
to radio resources [17]. As a result, how to obtain the optimal
solution when characterizing the QoS requirements of URLLC
with such an achievable rate remains as an open challenge [19].

Resource allocation is usually optimized towards improving
spectrum efficiency or energy efficiency (EE), which are im-
portant metrics in 5G communications [20]. Energy efficient
resource allocation has been extensively studied for traditional
best effort or real-time services. In the typical URLLC scenar-
ios, the required E2E delay (around 1 ms) is shorter than the
channel coherence time. According to the studies in [21], when
the delay bound approaches to the channel coherence time,
the transmit power required to ensure the QoS requirements
becomes unbounded. As a result, EE of URLLC is much lower
than traditional real-time services with longer delay require-
ment. On the one hand, most of the power of cellular networks
is consumed by BSs. To improve energy efficiency, resource
optimization with short blocklength channel codes was studied
for downlink (DL) data transmission in orthogonal and non-
orthogonal multiple access systems [17,22]. On the other hand,
mobile devices have limited battery capacity in many mission-
critical internet-of-thing applications [5]. To prolong the battery
life, wireless energy transfer and transmit power optimization
were studied for uplink (UL) short packet transmission [23,24].
However, to ensure the E2E delay and overall reliability of
URLLC, UL and DL resources should be jointly allocated [25].
This calls for new solutions for joint UL and DL resource
allocation to improve the EE of URLLC.

B. Our Contributions

In this paper, we aim to find the global optimal resource
allocation for URLLC, where the achievable rate in the short
blocklength regime is applied. We first study a general resource
allocation problem, and show how to find the global optimal
solution. Then, we illustrate our method in a concrete EE
maximizing problem, where the number of active antennas,
bandwidth allocation, and power control are jointly optimized.
The decoding error probability, queueing delay violation proba-
bility and proactive packet dropping probability are considered
in the overall reliability. The UL and DL transmission delays,
queueing delay and backhaul delay are taken into account
in the E2E delay. The major contributions of this paper are
summarized as follows:

• We show how to find the global optimal solutions of
resource allocation problems for URLLC, where the QoS
constraint is non-convex due to using the maximal achiev-
able rate in the short blocklength regime. We analyze two
properties of the non-convex constraint in medium and
high SNR regime, i.e., higher than 5 dB, which is relevant
in URLLC for ensuring the stringent QoS requirement.
With the properties, we show that the global optimal
solution lies in a convex subset of the feasible region.
By narrowing down the feasible region, the optimization
problem becomes convex, whose solution can be found
with well-established methods.

• We take energy-efficient resource allocation for URLLC
as an example to show how to optimize the number of

active antennas, bandwidth allocation, and power control
under the non-convex QoS constraint. By applying the
properties, we find the global optimal solution. Numerical
results demonstrate a remarkable gain of the proposed
solution over that with a fixed number of antennas or that
with equal bandwidth allocation among different devices.
When the average inter-arrival time between packets at
each device is much larger than the required delay bound,
circuit power is dominated in the total power consumption,
and then the EE loss is minor by optimizing antenna
configuration and bandwidth allocation without power
control.

The rest of this paper is organized as follows. Section II
reviews the achievable rate in the short blocklength regime,
and derive two properties of the achievable rate which are
useful for optimizing resource allocation for URLLC. Section
III presents an example system model in URLLC. In Section
IV, we formulate an optimization problem that maximizes EE.
In Section V, antenna configuration, bandwidth allocation, and
power control are optimized. Simulation and numerical results
are presented in Section VI. Finally, we conclude our work in
Section VII.

II. ACHIEVABLE RATE AND PROPERTIES FOR RESOURCE
ALLOCATION IN URLLC

In this section, we first introduce the achievable rate in short
blocklength regime obtained in [14], and discuss the basic as-
sumptions when the achievable rate is applied in URLLC. Then,
we consider a general resource allocation problem for URLLC.
To find a global optimal solution of the problem, we come up
with two properties about the transmit power constraint that
is derived from the constraint on the achievable rate in the
short blocklength regime. With these two properties, the global
optimal resource allocation can be found with some well-
established methods. Finally, we discuss possible application
scenarios of these properties.

A. Achievable Rate in the Short Blocklength Regime

Shannon’s capacity has been widely used to characterize
the maximal achievable rate in traditional services (e.g., [26])
where the blocklength can be sufficiently long, which is jointly
convex in bandwidth and transmit power. However, data can-
not be transmitted without error with limited blocklength. In
URLLC, the blocklength of channel coding is short due to low-
latency requirement and small packet size (e.g., 20 bytes [2]),
and hence the impact of decoding error is more prominent and
cannot be ignored. Shannon’s capacity cannot characterize the
decoding error probability. Besides, the maximal achievable
rate in the short blocklength regime is lower than Shannon’s
capacity. If Shannon’s capacity is used in optimizing resource
allocation for URLLC, the latency and reliability will be un-
derestimated [27]. Therefore, the achievable rate in the short
blocklength regime is inevitable in optimizing resource alloca-
tion for URLLC.

For an interference-free single antenna system subject to
quasi-static flat fading channel, the maximal achievable rate in
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short blocklength regime can be accurately approximated by
[14],

r≈ W

ln 2

[
ln

(
1+

αgP

ϕN0W

)
−
√

V

τW
Q−1

G (εc)

]
(bits/s), (1)

where W and P are the bandwidth and transmit power, re-
spectively, ϕ > 1 is the SNR loss due to imperfect CSI at the
transmitter [28],1 α is the large-scale channel gain that depends
on path loss and shadowing, g is the small-scale channel gain
that results from multi-path effect, N0 is the single-side noise
spectral density, τ is the data transmission duration, εc is
the decoding error probability, Q−1

G (x) is the inverse of the
Gaussian Q-function, and V is the channel dispersion given by
[14],

V = 1− 1[
1 + αgP

ϕN0W

]2 ≈ 1, (2)

where the approximation in (2) is very accurate when the
received SNR is higher than 10 dB [27], which can be easi-
ly achieved in cellular networks (especially when supporting
URLLC). On the other hand, since V < 1 in low SNR regime,
by substituting V = 1 into (1), we can obtain a lower bound of
the achievable rate. If the lower bound is applied in optimizing
resource allocation, the reliability and delay requirements can
be satisfied.

To apply (1) to URLLC, we need two assumptions:
• Each user experiences quasi-static and flat fading channel,

which is reasonable for transmitting a short packet to a
user with medium and low velocity. In URLLC, the packet
size is small, hence the bandwidth required to transmit a
packet does not exceed the coherence bandwidth, which is
around 0.5 MHz [30]. On the other hand, the E2E delay
requirement of URLLC is around 1 ms, which is shorter
than the channel coherence time when the velocity of the
user is less than 120 km/h [18]. Thus, this assumption
is applicable to some outdoor applications like remote
control, autonomous vehicle communications and indoor
applications such as smart factory and augmented reality
[3–5].

• There is no strong intra/inter-cell interference. Weak in-
terference is treated as noise. To ensure the stringent
QoS requirements of URLLC, strong interference should
be avoided, which leads to severe degradation of the
reliability and latency. To avoid intra-cell interference,
orthogonal multiple access technologies can be applied.
To avoid strong inter-cell interference, various interference
coordination techniques can be employed, say setting a
less-than-one frequency reuse factor (e.g., 1/3).

B. Two Properties for Resource Allocation with the Achievable
Rate in Short Blocklength Regime

Let breq be the number of bits to be transmitted in each block.
By substituting (1) into τr≥breq, the required transmit power to

1With longer pilot, the channel estimation is more accurate. However, the
time/frequency resources for data transmission decreases with the length of
pilot. How to design channel training in short blocklength regime for URLLC
have been studied in [29], and will not be discussed in our work.

transmit the breq bits within the transmission duration is given
by

P ≥ ϕN0W

αg

{
exp

[
breq ln 2

τW
+

Q−1
G (εc)√
τW

]
−1

}
,y(W ), (3)

where V ≈ 1 is applied. y(W ) in constraint (3) is non-convex
in W . This is because the achievable rate in (1) is non-concave
with respect to transmit power and bandwidth [17]. Neverthe-
less, by analyzing (3) we can find the following property of
y(W ).

Property 1. There is a unique solution W th that minimizes
y(W ). Moreover, y(W ) is strictly convex in W when 0<W ≤
W th.

Proof: Please refer to Appendix A.
To illustrate how to apply Property 1, we consider a cost

function f (W,P ) and optimize the bandwidth and transmit
power that minimize f (W,P ), i.e.,

min
W,P

f (W,P ) (4)

s.t. (3), P > 0, W > 0. (4a)

Based on Property 1, we can obtain the following property.

Property 2. If the cost function increases with bandwidth and
transmit power, then the global optimal solution of problem (4)
satisfies

W ≤ W th. (5)

Proof: Please refer to Appendix B.
Hence, the global optimal solution of problem (4) can be

obtained from the following problem,

min
W,P

f (W,P ) (6)

s.t. (3), P > 0, W > 0, W ≤ W th.

According to Property 1, the feasible region of problem (6)
is convex. If f (W,P ) is convex with respect to W and P ,
problem (6) is a convex problem.

C. Possible Application Scenarios of the Properties

The two properties can be extended into many multiple
antenna systems, although they are obtained in single anten-
na systems. For multi-input-single-output (MISO) or single-
input-multiple-output (SIMO) systems, the small-scale channel
gain is g = hHhH , where h is the channel vector and (·)H
denotes conjugate transpose. The only difference between the
MISO (or SIMO) system and single-antenna system lies in
the distribution of g. Because the properties do not rely on
the channel distribution, they are also applicable to MISO
and SIMO systems with different pre-coding schemes, such
as maximal-ratio-transmission/combining. For multiple-input-
and-multiple-output (MIMO) systems, the required transmit
power depends on the eigenvalues of the channel matrix, and
power control is more complex, hence there is no simple
extension of these two properties.

The properties can be extended into multi-user systems with
time/frequency division multiple access, orthogonal frequency
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division multiple access (OFDMA), or spatial division multiple
access with zero-forcing (ZF) pre-coding. We take OFDMA
systems as an example, where the bandwidth and transmit pow-
er allocated to the kth user are denoted as Wk and Pk, respec-
tively. Then, the cost function is f (W1, ...,WK , P1, ..., PK).
The proof of Property 1 is the same as in point-to-point commu-
nications, and the proof of Property 2 can be found in Appendix
B with K > 1.

By changing the cost function, we can study differen-
t problems in URLLC. For example, to improve the spec-
trum efficiency, the total bandwidth should be minimized
with the given data rate requirement. In this problem,
f (W1, ...,WK , P1, ..., PK) =

∑K
k=1 Wk is a linear function

of Wk, and the global optimal solution can be obtained. In
the following sections, we use another concrete example to
illustrate how to optimize resource allocation.

III. SYSTEM MODEL FOR ILLUSTRATING RESOURCE
ALLOCATION OPTIMIZATION

Improving EE is one of the major goals in 5G [31], and most
mobile devices are powered by limited batteries [5]. To address
these concerns and show how to use the two properties, we
jointly optimize UL and DL resource allocation for improving
EE of a URLLC system, where both UL and DL power con-
sumptions are taken into account.

A. System Model

We consider a local communication scenario, where the
communication distance does not exceed the area covered by
a few BSs connected with one hop backhaul, as shown in Fig.
1. Each BS has Nt active transmit antennas, and each mobile
device has one antenna. There are two kinds of mobile devices
in the network: sensors that only upload packets and users that
only download packets uploaded by the sensors. A user may
desire the packets from multiple sensors. Sensors first upload
their packets to the accessed BS. If the packets are received by
the BS and requested by users from adjacent cells, they will be
forwarded by the BS to adjacent BSs via the backhaul. Then,
the packets to each target user wait in a queue at the associated
BS, and the BS transmits the packets to the target user. Such a
scenario can be found in autonomous vehicle communications,
smart factory and some augmented reality applications [3–5],
where the propagation delay and latency in fiber backhaul are
much shorter than 1 ms [32].

We take a frequency division duplex system as an example,
where the total bandwidth Wmax is shared by UL and DL trans-
missions. The results can be easily extended to time division
duplex systems.

B. Traffic Model

Time is discretized into frames [33].2 Let Tf denote the
duration of each frame. In UL transmission, a sensor either has a
packet to transmit with probability κ (i.e., active sensor) or stays
dumb with probability 1−κ in each frame [34]. In DL transmis-
sion, a user requests packets from multiple sensors [35]. Let Ak

2A frame is the minimum scheduling unit in the time domain, which is the
mini-slot as proposed in 5G New Radio [7].

user 2

user 1

user k

sensor i

user sensor UL DL

. . .

sensor 2sensor 1

Backhaul

. . .

. . . . . .

Fig. 1. System model.

denote the set of indices of sensors that need to transmit packets
to the kth user. We assume that the packet arrival processes at
all sensors are independent identically distributed (i.i.d). Then,
the aggregation of the packet arrival processes from multiple
sensors in set Ak can be modeled as a Poisson process with
average arrival rate λk , |Ak|κ packets/frame, where |Ak| is
the cardinality of set Ak [36].

C. Channel Model

Let αu
i and hu

i denote the UL large-scale channel gain and
channel vector of the ith sensor, and let αd

k and hd
k denote

the DL large-scale channel gain and channel vector of the kth
user, respectively, hu

i ,h
d
k ∈ CNt×1. The elements of both UL

and DL channel vectors follow independent complex Gaussian
distribution with zero mean and unit variance. For SIMO/MISO
systems with MRC/MRT,3 the UL and DL small-scale channel
gains of the ith sensor and the kth user can be expressed as
gui = (hu

i )
H
hu
i and gdk = (hd

k)
H
hd
k, respectively. From (1), the

achievable packet service rate (in packets/frame) for the kth
user and the ith sensor can be respectively expressed as follows,

rdk≈
τW d

k

u ln 2

[
ln

(
1+

αd
kg

d
kP

d
k

ϕN0W d
k

)
−
√

1

τW d
k

Q−1
G

(
εc,d
)]

, (7)

rui ≈
τW u

i

u ln 2

[
ln

(
1+

αu
i g

u
i P

u
i

ϕN0W u
i

)
−

√
1

τW u
i

Q−1
G (εc,u)

]
, (8)

where u is the number of bits in each packet, W u
i and P u

i are
the bandwidth and transmit power of the ith sensor, W d

k and
P d
k are the bandwidth and transmit power of the kth user, and

εc,u and εc,d are decoding error probabilities in UL and DL,
respectively.

D. Power Model and Energy Efficiency

Considering that the resource allocation at each BS does
not depend on those at other BSs, we consider the power
consumption and EE in a single-cell scenario. Let S and U
denote the sets of sensor indices and user indices that access
to a BS, respectively.

The average total power consumed by the ith sensor is given
by

E
{
P u
tot,i

}
=

1

ρu
E {P u

i }+ P c,u, i ∈ S, (9)

where ρu is the power amplifier (PA) efficiency of each sensor,
P u
i is the transmit power of the ith sensor, P c,u is the circuit

3The problem with ZF pre-coding is that the distribution of hHh is unavail-
able, and we can hardly derive the packet loss probability with it.
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power at each sensor, and the average is taken over small-
scale channel gains and packet arrival processes (similarly
hereinafter).

The average total power consumed by a BS can be modelled
as follows [37],

E
{
P d
tot

}
=

1

ρd

∑
k∈U

E
{
P d
k

}
+ P ntNt + P c,d, (10)

where ρd is the PA efficiency of the BS, P d
k is the transmit pow-

er allocated to the kth user, P nt is the circuit power consumed
by each antenna at the BS, and P c,d is circuit power component
that is independent of the number of active antennas.

The EE is defined as the ratio of the number of bits suc-
cessfully received by the users to the energy consumed by the
sensors and BS. For stationary packet arrival processes and
channel fading, the EE is equivalent to the ratio of the average
service rate to the average total power consumption, i.e.,

η ,
(
u
∑

k∈U λk/Tf

)
(1− εmax)

Ptot
, (11)

where the average total power consumption is defined as a
weighted sum of UL and DL average total power consumption

Ptot ,θmax
i∈S

E
{
P u
tot,i

}
+ (1− θ)E

{
P d
tot

}
=θmax

i∈S

{
1

ρu
E {P u

i }+ P c,u

}
+

(1− θ)

{
1

ρd

∑
k∈U

E
{
P d
k

}
+ P ntNt + P c,d

}
,

(12)

where θ ∈ (0, 1) is the weight that depends on applications. A
large θ corresponds to the devices that have stringent constraint
on power consumption, such as wearable devices.

The numerator of (11) is determined by the packet arrival
processes instead of channel capacity or achievable rate of a
wireless link. This is because we do not make the full buffer
assumption (i.e., there are always enough data in the buffer
awaiting for transmission [38]). For a given service, the data
arrival rate is determined by the traffic. To guarantee the queue-
ing delay requirement, the average service rate of a system is
equal to or higher than the average data arrival rate. In this
case, further increasing transmit power does not increase the
throughput of the system. Therefore, maximizing EE in (11) is
equivalent to minimizing the average total power consumption
Ptot.

IV. PROBLEM FORMULATION: MAXIMIZING EE UNDER
QOS CONSTRAINTS

In this section, we formulate a resource allocation problem
that maximizes EE under the QoS constraints of URLLC. We
first introduce the constraints on E2E delay and overall relia-
bility, as well as how different delay components and packet
loss probabilities are ensured by power control and packet
dropping policies, and derive the constraints to ensure all the
QoS components. Then, we derive the objective function for
the resource allocation.

A. QoS Constraints and Transmission Schemes for Guarante-
ing the Constraints

UL

Backhaul Queueing

DL
sensor user

Frame

Pilot Data Feedback

Fig. 2. E2E delay.

1) E2E Delay and Overall Reliability: As shown in Fig.
2, the E2E delay Dmax consists of UL transmission delay,
backhaul latency, queueing delay and DL transmission delay.
We assume UL and DL transmissions are finished in two frames
(i.e., one frame for each transmission). Each frame consists of
three parts: the pilot for channel estimation, data transmission,
and CSI feedback. With one-hop fiber backhaul, the backhaul
latency is much shorter than Dmax [39], which is assumed
identical to Tf without loss of generality. According to the
traffic model, the inter-arrival time between packets at each
sensor is equal to or higher than one frame, hence the UL
queueing delay is always zero. Since the packets from multiple
sensors wait in a separate queue to each user, the DL queueing
delay is non-zero. To ensure the E2E delay, the DL queueing
delay bound can be obtained as follows,

Dq,d = Dmax − 3Tf , (13)

where the three frames are occupied by UL/DL transmissions
and backhaul delay.

Let εq,d be the DL queueing delay violation probability.
To satisfy the queueing delay requirement with finite transmit
power, proactive packet dropping mechanism can be applied
[18] (to be detailed later). Let εp,u and εp,d denote the UL
and DL proactive packet dropping probabilities, respectively.
To ensure the overall reliability, the packet loss components
should satisfy

1−(1−εc,u)(1−εp,u)(1−εc,d)(1−εq,d)(1−εp,d)

≈εc,u+εp,u+εc,d+εq,d+εp,d≤εmax.
(14)

The approximation is very accurate since each packet loss
probability is extremely small.

2) Ensuring Queueing Delay Requirement and DL Decod-
ing Error Probability: To derive the constraint for ensuring
the queueing delay requirement and DL the decoding error
probability, we use the concept of effective bandwidth [40].
According to the analysis in [18], if the delay violation proba-
bility is extremely small, which is true in URLLC, the effective
bandwidth can be used to analyze the queueing delay at the
BS for Poisson arrival processes, interrupted Poisson processes,
and switched Poisson processes, where switched Poisson pro-
cesses are two-state Markovian modulated Poisson processes
(MMPP). According to [41], for some other arrival processes,
such as discrete-time and continuous-time Markov processes
and discrete-time and continuous-time MMPP, effective band-
width is also applicable.

Since the queueing delay in URLLC is typically shorter than
the channel coherence time, the service rate is constant [18].
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To ensure the queueing delay requirement (Dq,d, εq,d), the
constant packet service rate should not be lower than the ef-
fective bandwidth [40]. For a Poisson arrival process, effective
bandwidth is given by [18],

EB
k =

Tf ln(1/ε
q,d)

Dq,d ln
[
Tf ln(1/εq,d)

λkDq,d + 1
] (packets/frame). (15)

The constraint that reflecting the requirements for queueing
delay and DL decoding error probability can be expressed as
the SNR required to support the average packet arrival rate λk,
which can be obtained by substituting (7) into rdk=EB

k as,

γd
k = exp

EB
k u ln 2

τW d
k

+
Q−1

G

(
εc,d
)√

τW d
k

− 1. (16)

If the received SNR is equal to or higher than γd
k , then

(Dq
max, ε

q,d) and εc,d can be satisfied.
3) Ensuring DL Proactive Packet Dropping Probability:

Fig. 3 (a) shows the fluctuation of the received SNR due
to channel fading. When the channel is in deep fading, the
received SNR can be lower than the required SNR γd

k with
finite transmit power. In this case, not all the EB

k packets can
be served with the decoding error probability εc,d in the current
frame. A simple service policy is to discard all EB

k packets
from the queue when the received SNR is lower than γd

k to
ensure queueing requirement. With such policy, the proactive
packet dropping probability equals to the outage probability.
However, some packets can still be served under the decoding
reliability requirement when the channel is in deep fading. In
this paper we adopt the service policy proposed in [18]. Only
part of the EB

k packets are proactively discarded when the
channel is in deep fading. In this way, the proactive packet
dropping probability can be reduced.4 By further controlling the
proactive packet dropping probability with resource allocation,
the overall reliability can be ensured.

SNR

Time

Required

SNR

Received

SNR

Proactive packet dropping

(a)

(b)

th

k
s

B th

k k
E s- (dropped)

(transmitted)

Fig. 3. Intuition on proactive packet dropping mechanism.

Let P d
max denote the maximal transmit power of the BS. To

ensure the power constraint in DL transmission
∑

k∈U P d
k ≤

4Another way to reduce packet loss probability is retransmission. However,
whether retransmission outperforms proactive packet dropping under the same
E2E delay and overall reliability requirements is unclear and deserves further
investigation.

P d
max, we can introduce a transmit power threshold P th,d

k to the
kth user, which satisfies

∑
k∈U P th,d

k ≤ P d
max, and control the

power P d
k not exceeding P th,d

k [18].

When the channel is in deep fading, i.e., gdk <
ϕN0W

d
k γd

k

αd
kP

th,d
k

,
the transmit power required to ensure the decoding error and
queueing delay requirements is higher than P th,d

k . As illustrated
in Fig. 3 (b), some packets are transmitted at rate sthk , which is
obtained by substituting P th,d

k into (7). The rest of the packets
are dropped at rate bk =min(EB

k −sthk , 0) packets/frame [18].
If there is no packet for the kth user in the queue at the BS,
no power will be allocated to the user. Otherwise, (16) should
be ensured. Then, the power control policy can be expressed as
follows when the queue at the BS for the kth user is nonempty,

P d
k = min

{
P th,d
k ,

ϕN0W
d
k γ

d
k

αd
kg

d
k

}
. (17)

As proved in Appendix C, the DL proactive packet dropping
probability of the kth user can be bounded by

Bd
Nt

(gth,dk ) ,
∫ gth,d

k

0

(
1− g

gth,dk

)
fNt(g) dg

=

(
1− Nt

gth,dk

)
e−gth,d

k

Nt−1∑
n=0

(
gth,dk

)n
n!

+

e−gth,d
k

(
gth,dk

)Nt−1

(Nt − 1)!
.

(18)

where fNt(·) is the distribution of small-scale channel gain
given the number of antennas at the BS, and gth,dk is defined
as

gth,dk , ϕN0W
d
k γ

d
k

αd
kP

th,d
k

. (19)

For Rayleigh fading, fNt(g) =
gNt−1

(Nt−1)!e
−g [42]. To guarantee

the DL proactive packet dropping probability, the following
constraint should be satisfied,

Bd
Nt

(
ϕN0W

d
k γ

d
k

αd
kP

th,d
k

)
= εp,d. (20)

4) Ensuring UL Decoding Error and Proactive Packet Drop-
ping Probabilities: Let P u

max and γu
i be the maximal transmit

power of each sensor and the SNR threshold required to ensure
UL decoding error probability εc,u of the ith sensor, respective-
ly. By substituting (8) into rui =1 (i.e., one packet is uploaded
in one frame), we can derive the SNR threshold as follows,

γu
i = exp

(
u ln 2

τW u
i

+
Q−1

G (εc,u)√
τW u

i

)
− 1. (21)

To save energy, we introduce a threshold of UL transmit power,
i.e., P th,u

i ≤P u
max, and ensure that the reliability can be satisfied

with P th,u
i . Then, we can reduce the average UL transmit power

by optimizing the value of P th,u
i .

If the received SNR with P th,u
i is less than the required SNR,

the packet is dropped proactively, and no power is transmit-
ted from the sensor. Otherwise, channel inverse is applied to
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achieve the target SNR in (21). Such a power control policy is
given by

P u
i =

{
0, if gui < gth,ui ,
ϕN0W

u
i γu

i

αu
i g

u
i

, if gui ≥ gth,ui ,
(22)

where gth,ui is a threshold of channel gain for the ith sensor
defined as follows,

gth,ui , ϕN0W
u
i γ

u
i

αu
i P

th,u
i

. (23)

The packet will be discarded when gui < gth,ui , and the UL
proactive packet dropping probability of the ith sensor is given
by

Bu
Nt
(gth,ui ),

∫ gth,u
i

0

fNt(g) dg=1−e−gth,u
i

Nt−1∑
n=0

(
gth,ui

)n
n!

.

(24)

To guarantee the UL proactive packet dropping probability
and UL the decoding error, the following constraint should be
satisfied,

Bu
Nt

(
ϕN0W

u
i γ

u
i

αu
i P

th,u
i

)
= εp,u. (25)

B. Objective Function
In what follows, we derive the expression of Ptot in (12) for

the considered policies to ensure the QoS. Given the power
control policies in (17) and (22), we can obtain E{P d

k } and
E{P u

i }, which however are too complicated to obtain graceful
results in resource optimization. To simplify the expressions,
we consider two tight upper bounds of E{P d

k } and E{P u
i },

respectively.
From the second terms in (17) and (22), we can see that

the power control policies are the same as the channel inverse.
When the channel is in deep fading, the transmit power with
policies (17) and (22) are less than that with channel inverse
due to the maximal transmit power constraints. Thus, we have
P d
k ≤ ϕN0W

d
k γd

k

αd
kg

d
k

and P u
i ≤ ϕN0W

u
i γu

i

αu
i g

u
i

.

From P d
k ≤ ϕN0W

d
k γd

k

αd
kg

d
k

, the upper bound of the average DL
transmit power of the kth user can be obtained as follows,

E{P d
k } = ξk

∫ ∞

0

P d
k fNt (g) dg ≤ ξkϕN0W

d
k γ

d
k

αd
k (Nt − 1)

, (26)

where ξk = λk/E
B
k is the probability that the queue at the BS

for the kth user is nonempty.
From P u

i ≤ ϕN0W
u
i γu

i

αu
i g

u
i

, the upper bound of the average UL
transmit power of the ith sensor can be obtained as,

E{P u
i } = κ

∫ ∞

0

P u
i fNt (g) dg ≤ κϕN0W

u
i γ

u
i

αu
i (Nt − 1)

. (27)

The upper bounds in (26) and (27) are very tight since the
probabilities that gdk <gth,dk and gui < gth,ui are extremely small
in order to meet the ultra-high reliability requirements in (20)
and (24). The expressions of E{P d

k } and E{P u
i } and their gaps

with the corresponding upper bounds in (26) and (27) can be
found in Appendix D.

Finally, an upper bound of Ptot can be obtained by substitut-
ing (26) and (27) into (12), i.e.,

Ptot ≤θmax
i∈S

(
κϕN0W

u
i γ

u
i

ρuαu
i (Nt−1)

+P c
i

)
+

(1−θ)

(∑
k∈U

ξkϕN0W
d
k γ

d
k

ρdαd
k (Nt−1)

+P ntNt+P c
0

)
,PUB

tot .

(28)

C. Problem Formulation

As shown in (28), PUB
tot depends on the bandwidth allocated

to each sensor or user in UL or DL, as well as the number
of active antennas at the BS. Although the transmit power
thresholds in UL and DL do not affect PUB

tot , they control the
feasible region of the bandwidth and the number of antennas.
The optimization problem, which minimizes the upper bound of
the average total power consumption under the QoS constraint,
can be formulated as follows,

min
P th,u

i ,P th,d
k ,

Wu
i ,Wd

k ,Nt

PUB
tot (29)

s.t.
∑
i∈S

W u
i +
∑
k∈U

W d
k ≤Wmax, (29a)∑

k∈U

P th,d
k ≤P d

max, (29b)

P th,u
i ≤P u

max, (29c)

εc,u=εp,u=εc,d=εq,d=εp,d=εmax/5, (29d)

(16), (20), (21), (25), P th,u
i , P th,d

k ,W u
i ,W

d
k >0,

where (29a) is the maximal bandwidth constraint, (29b) and
(29c) are the maximal DL and UL transmit power constraints,
respectively, (29d) is a near optimal combination of packet
loss/error probabilities that ensures the overall packet loss
probability in (14),5 and (20) and (25) guarantee the DL and
UL proactive packet dropping probabilities, respectively.

Remark 1. Similar to (3), (16) and (21) are derived from
the achievable rate in (1) (more exactly, the achievable packet
service rate in (7) and (8)), respectively. In the next section, we
will show how to apply the two properties provided in section
II.B in solving problem (29).

V. ENERGY EFFICIENT RESOURCE ALLOCATION
OPTIMIZATION

Problem (29) is a non-convex mixed-integer optimization
problem, where the number of active antennas Nt is an integer.
We find the global optimal solution of this problem with a
three-step method. First, we optimize the power control policy
with given bandwidth and the number active of antennas. With
the optimal power control policy, problem (29) degenerates
into a new problem, which however is still non-convex. Then,

5Finding the optimal combination of these five probabilities is intractable. As
discussed in [18], for DL transmission, compared with the optimal combination,
setting these components equal only causes minor performance loss in transmit
power. It is not hard to see that if any of these components goes to zero, then
the required UL or DL transmit power goes to infinite. Setting them equal is a
reasonable way to simplify the resource allocation optimization.
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by applying Properties 1 and 2, we find the global optimal
bandwidth allocation for a given number of active antennas.
Finally, with the optimal power control policy and bandwidth
allocation, we show how to obtain the optimal number of active
antennas.

A. Optimal Power Control Policy

In this subsection, we consider the case where Nt is large
enough such that problem (29) is feasible, and find the optimal
solution of P th,u

i and P th,d
k for given W u

i ,W
d
k and Nt.

Let gth,d∗ be the solution of Bd
Nt

(
gth,dk

)
= εmax/5. Substi-

tuting gth,dk = gth,d∗ into (19), we can obtain the expression of
the DL transmit power threshold,

P th,d
k =

ϕN0W
d
k γ

d
k

αd
kg

th,d∗ , (30)

which depends on the DL bandwidth allocation. Then, con-
straint (29b) can be expressed as∑

k∈U

ϕN0W
d
k γ

d
k

αd
kg

th,d∗ ≤ P d
max. (31)

Similarly, let gth,u∗ be the solution of Bu
Nt

(
gth,ui

)
=εmax/5.

Substituting gth,ui = gth,u∗ into (23), we can obtain the expres-
sion of the UL transmit power threshold,

P th,u
i =

ϕN0W
u
i γ

u
i

αu
i g

th,u∗ , (32)

which depends on the UL bandwidth allocation. Then, con-
straint (29c) is equivalent to

ϕN0W
u
i γ

u
i

αu
i g

th,u∗ ≤ P u
max. (33)

For notational simplicity, we denote

ydk
(
W d

k

)
, ϕN0W

d
k

αd
k

exp

EB
k u ln 2

τW d
k

+
Q−1

G

(
εc,d
)√

τW d
k

−1

 ,

(34)

yui (W
u
i ),

ϕN0W
u
i

αu
i

{
exp

[
u ln 2

τW u
k

+
Q−1

G (εc,u)√
τW u

i

]
−1

}
, (35)

which are obtained by substituting (16) and (21) into ϕN0W
d
k γd

k

αd
k

and ϕN0W
u
i γu

i

αu
i

, respectively. Then, the optimal bandwidth allo-
cation can be found from the following problem,

min
Wu

i ,Wd
k

1

Nt−1

[
θ

ρu
max
i∈S

{κyui (W u
i )}+

1−θ

ρd

∑
k∈U

ξky
d
k

(
W d

k

)]
(36)

s.t.
∑
k∈U

ydk
(
W d

k

)
gth,d∗

≤P d
max, (36a)

yui (W
u
i )

gth,u∗
≤P u

max, (36b)

(29a), W u
i >0, W d

k >0,

where constraints (36a) and (36b) are obtained by substituting
(34) and (35) into (31) and (33), respectively.

It is worthy to note that some constraints in problem (29)
are not in problem (36). Specifically, constraints (16) and (21)
in problem (29) are used to obtain ydk

(
W d

k

)
and yui (W

u
i ).

Constraints (20) and (25) are used to obtain channel gain
thresholds gth,d∗ and gth,u∗, respectively. Therefore, the op-
timal solution of problem (36) satisfies constraints (16), (21),
(20) and (25), and hence these constraints are not included in
problem (36). Since P th,d

k and P th,u
i are determined by W d

k

and W u
i according to (30) and (32), respectively, they are not

included in problem (36).

B. Bandwidth Allocation Optimization

In this subsection, we still consider Nt as a sufficient large
constant and find the global optimal bandwidth allocation of
problem (36).

Noticing that yui (W
u
i ) and ydk

(
W d

k

)
have the same form as

y (W ) defined in (3), Property 1 is also applicable to yui (W
u
i )

and ydk
(
W d

k

)
. Although problem (36) is slightly different

from problem (4) in structure, Property 2 is still applicable.
Let W th,u

i and W th,d
k denote the bandwidth that minimizes

yui (W
u
i ) and ydk

(
W d

k

)
, respectively. According to Property 1

and Property 2, an optimal solution of problem (36) can be
obtained by solving the following convex problem,6

min
Wu

i ,Wd
k

1

Nt−1

[
θ

ρu
max
i∈S

{κyui (W u
i )}+

1−θ

ρd

∑
k∈U

ξky
d
k

(
W d

k

)]
(37)

s.t. (29a), (36b), (36a), 0<W u
i ≤W th,u

i , 0<W d
k ≤W th,d

k .

Let W u∗
i and W d∗

k denote the optimal bandwidth allocation.

C. Optimal Number of Active Antennas

In this subsection we study how to obtain the minimal value
of Nt that makes problem (37) feasible. Then, we show how to
find the optimal solution for Nt.

Previous optimal bandwidth allocation and power control
policy are obtained when Nt is sufficiently large such that
optimization problem (37) (equivalently, problem (36)) is fea-
sible. To find out whether or not the problem is feasible, we
study whether or not the required transmit powers in UL and
DL exceed maximal transmit powers by solving the following
convex optimization problem,

min
Wu

i ,Wd
k

z=max

{∑
k∈U

ydk
(
W d

k

)
gth,d∗

−P d
max,max

i∈S

{
yui (W

u
i )

gth,u∗

}
−P u

max

}
(38)

s.t. (29a), 0<W d
k ≤W th,d

k , 0<W u
i ≤W th,u

i .

Let z∗ denote the minimum value of z in problem (38). Then,
problem (37) is feasible if and only if z∗≤0.

Let Nmin
t denote the minimum value of Nt that makes the

optimization problem feasible. When Nt ≥ Nmin
t , PUB

tot in (28)

6Pointwise maximum preserves the convexity of functions [43], and thus
maxi∈S

{
κyui

(
Wu

i

)}
is convex.
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can be expressed as follows,

PUB
tot =

C1

Nt − 1
+ C2Nt + θP c,u + (1− θ)P c,d, (39)

where C1=
θ
ρu maxi∈S {κyui (W u∗

i )}+1−θ
ρd

∑
k∈U ξky

d
k

(
W d∗

k

)
and C2=(1−θ)P nt.
C2 is a parameter that does not change with Nt. The value

of C1 is proportional to the objective function of problem (37).
If the optimal bandwidth allocation depends on Nt, then C1

changes with Nt. Otherwise, C1 is a constant. Whether W u∗
i

and W d∗
k changing with Nt depends on whether constraints

(36a) and (36b) are active (i.e., the equality holds [43]), because
the other constraints of problem (37) do not depend on Nt. If
Nt is large enough, such that constraints (36a) and (36b) are
inactive for the optimal solution, then C1 does not change with
Nt.

Let Ñt denote the minimal value of Nt that makes constraints
(36a) and (36b) inactive, which can also be obtained via binary
search. For the case where the optimal number of antennas N∗

t

that minimizes PUB
tot is larger than Ñt, constraints (36a) and

(36b) are inactive and the optimal bandwidth allocation does
not change with Nt. Since C1 is a constant, N∗

t can be obtained
as,

N∗
t =

⌈
1

2

(
1 +

√
1 +

4C1

C2

)⌉
, (40)

where ⌈x⌉ is the minimal integer not less than x. For the case
where N∗

t ≤ Ñt, N∗
t can be found via exhaustive search in

[Nmin
t , Ñt].

VI. SIMULATION AND NUMERICAL RESULTS

In this section, we first illustrate Property 1 with numeri-
cal results. Then, the packet loss probability achieved by the
proactive packet dropping mechanism and a reactive policy
are compared. After that, we show the impact of medium and
high SNR approximation (V ≈ 1) on the average total power
consumption. Finally, the power consumption and EE achieved
by the proposed policy are shown with numerical results.

TABLE I
PARAMETERS [44]

εc,u = εp,u = εc,d = εq,d = εp,d =
εmax/5

2×10−8

E2E delay requirement Dmax 1 ms
Duration of each frame Tf 0.1 ms
Duration of transmission τ 0.05 ms
SNR loss coefficient ϕ 1.5 (around 2 dB [45])
DL Queueing delay requirement Dq

max 0.7 ms
Single-sided noise spectral density N0 −173 dBm/Hz
Available bandwidth Wmax 100 MHz [2]
Packet size u 20 bytes (160 bits) [2]
Path loss model 10 lg(αk) 35.3 + 37.6 lg(dk)

Maximum transmit power of sensor
P u
max

23 dBm (200 mW)

Maximum transmit power of BS P d
max 40 dBm (10000 mW)

We consider a single-cell scenario with one BS, which serves
50 ∼ 300 sensors and 10 ∼ 100 users. The distances from the
BS to the accessed users and sensors are uniformly distributed
from 50 m to 250 m. Each user needs the packets from its
nearby sensors with sensor-user distance less than 50 m. Other
parameters are listed in Table I, unless otherwise specified.

0 10 20 30 40 50

25

30

35

40

Fig. 4. Demonstration of y(W ), where one packet is transmitted to a user
locates at cell edge.

The values of y(W ) in (3) are illustrated in Fig. 4, where
α is set as the path loss of a user at the edge of the cell, g is
set as the average small-scale channel gain when Nt = 4. The
results show that y(W ) first decreases and then increases with
W , and is minimized at W th. We also see that y(W ) is concave
when Wk >W

(0)
k , and convex when W ≤W (0). In the region

W ≤W th, y(W ) is convex in W .
Numerical results in Table II show the impact of approxi-

mation V ≈ 1 on the SNR and corresponding average transmit
power that are required to ensure the QoS. The results are ob-
tained in a single user scenario, where the distance between the
transmitter and receiver is 250 m. The required packet service
rate is set to be 1 packet/frame. By changing the bandwidth
allocated to the transmitter, the required SNR increases from
5 dB to 20 dB. By using the approximation V ≈1, we can obtain
an upper bound of the average transmit power. The results show
that the upper bound is very tight when the required SNR is
equal to or higher than 5 dB. Even for the scenario that the
required SNR is 5 dB, the gap between the upper bound and the
accurate average transmit power is around 1%.

Simulation results in Table III validate that the required over-
all packet loss/error probability can be achieved by the optimal
solution. The simulation is carried out in the scenario with 20
users and 200 sensors. Resources are allocated according to the
optimal solution of problem (37). The requirement on UL and
DL decoding error probabilities are set as εmax/5. The UL and
DL proactive packet dropping probabilities and queueing delay
violation probability of sensors and users are obtained through
1011 Monte Carlo trails. In each trail, Raleigh fading channel
gains are randomly generated, packets randomly arrive at the
sensors with the average packet arrival rate 100 packets/s, and
each user desires the packets from the sensors within the range
of 50 m. The highest value of each packet loss component
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TABLE II
IMPACT OF THE APPROXIMATION V ≈1

Required SNR with approximated V ≈1 (dB) 5 10 15 20

Required SNR with accurate V in (2) (dB) 4.913 9.986 14.998 20.000

Average transmit power with approximated V ≈1 (dBm) 8.110 10.427 13.557 17.179

Average transmit power with accurate V in (2) (dBm) 8.023 10.413 13.555 17.179

TABLE III
EVALUATING THE RELIABILITY WITH THE OPTIMAL SOLUTION

Required overall packet loss/error probability εmax 10−8 10−7 10−6 10−5

Achieved overall packet loss/error probability ε′max 4.42×10−9 4.43×10−8 4.46×10−7 4.45×10−6

among sensors or users is selected and summed up to obtain
the achieved overall packet loss/error probability ε′max. We can
see that with the optimal resource allocation, the overall packet
loss probability satisfies the reliability requirement.

60 65 70 75 80
10-9

10-8

10-7

10-6

10-5

10-4

10-3

Fig. 5. Proactive packet dropping probabilities v.s. number of users.
To show the relation between the proactive packet dropping

probability and outage probability, we compare the service
policy proposed in [18] with the policy that discards all packets
when the received SNR is lower than γd

k . As mentioned ahead,
the proactive packet dropping probability of the later policy
equals to the outage probability. In DL transmission, the outage
probability can be computed as Pr {gdk < gth,d∗}. The results in
Fig. 5 show that the DL proactive packet dropping probability
of the service policy in [18] is much lower than the DL outage
probability. For any number of users, the gap is around one
order of magnitude. This means that with the service policy
in [18], the reliability can be improved significantly. In UL
transmission, since there is only one packet to be transmitted
in each frame, the packet is dropped when the received SNR
is lower than γu

i . Thus, the UL proactive packet dropping
probability is the same with the UL outage probability.

The ratio of the circuit power at the BS to the DL transmit
power is shown in Fig. 6 (the results in UL transmission are
similar and hence are not shown). Due to the development of
hardware technologies, the circuit power of each antenna will
decrease in the future. To obtain useful insights that do not
change over time, we change the value of P nt. The numerical
results show that the circuit power is dominated in a wide range
of P nt when the traffic load is not high (say 10 ∼ 100 packet-
s/s). When P nt = 2000 mW, P c,d = 120 mW, P c,u = 57 mW
and ρu = ρd = 0.5 (i.e., the values of parameters in 2020 as

10 15 20 25 30 35 40

0

10

20

30

40

50

Fig. 6. The ratio of the circuit power to the transmit power in DL when θ=
0.99.

predicted in [37]), the circuit power dominates in all considered
traffic loads. Such results seem to be counterintuitive since
the required transmit power is very high when the channel
is in deep fading. Nonetheless, there are two factors leading
to this result. First, to satisfy the stringent requirements with
limited transmit power, a large number of antennas is required,
which increases with traffic load. Second, the packets arrive
randomly, such that the packet arrival time is unpredictable. In
some frames with no transmission request, the transmit power
is zero, but the BS and sensors cannot be turned into idle mode
in order to satisfy the low latency requirements of randomly
arrived packets. Thus, circuit powers at the BS and sensors are
not zero even there is no packet to transmit.

To show the performance gain with bandwidth allocation and
power control/allocation, in Fig. 7 we compare the minimal UL
average transmit power and the maximal EE achieved by the
optimal resource allocation policy (with legend “Opt. Policy”)
with two baselines. The first one equally allocates the UL and
DL bandwidth among different sensors and users, respective-
ly, while the total UL and DL bandwidth are still optimized
(with legend “Eq. BW”). The second one optimizes bandwidth
allocation without power control/allocation (with legend “No
PC”). In other words, BS always allocates P th,d

k to the kth user
if the buffer of the kth user is not empty, and a sensor always
uses maximal transmit power P u

max if it has packets to upload.
Components of circuit powers are set as the predicted values in
2020. To reflect the impact of traffic load on the performance,
different numbers of sensors and users are considered. We only
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(a) UL average transmit power vs. number of sensors, where the number
of users is 10 and P c,u=57 mW (17.6 dBm).
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(b) Energy efficiency vs. number of users, where the packet arrival rate of
each user is 100 packets/s.

Fig. 7. UL average transmit power and network EE, where θ=0.99.

provide the results when the required number of antennas does
not exceed 1024.

The gap between “Opt. Policy” and “Eq. BW” policy in Fig.
7(a) is not large. This means that bandwidth allocation does not
have much impact on UL average transmit power. By contrast,
by comparing “Opt. Policy” and “No PC” policy, we can see
that power control can save a large portion of average transmit
power. However, the circuit power is much higher than the
average transmit power when the packet arrival rate at each
sensor is around 100 packets/s. As a result, in a low traffic load
scenario, power control in UL transmission contributes little to
reducing the power consumption at each device.

The results in Fig. 7(b) show that when the number of
antennas is fixed (i.e., not optimized), much more users can be
supported with the optimized bandwidth allocation policy. As a
result, optimizing bandwidth allocation is helpful for reducing
the required minimum number of antennas to guarantee the
QoS. In the case where the optimal number of antennas equals
to the minimum number of required antennas, the EE achieved
by the optimal bandwidth allocation policy is much higher than

the baseline that allocates bandwidth equally. Furthermore, by
comparing the solid curves with the dash curves, we can see
that adjusting the number of active antennas according to the
number of users can increase EE significantly.

VII. CONCLUSION

In this paper, we aimed to find the global optimal resource
allocation for URLLC, where the achievable rate in the short
blocklength regime should be employed, which is non-convex
in the radio resources. By analyzing the properties of the
required transmit power for ensuring the decoding error proba-
bility and the transmission delay of URLLC, we proved that a
global optimal solution lies in a convex-subset of the original
feasible region. By narrowing down the feasible region, the
optimization problem becomes a convex optimization problem.
Then, we illustrated how to apply these properties by consider-
ing an example problem, where the antenna configuration, the
bandwidth allocation, and the power control were optimized
to minimize a weighted sum of UL and DL average power
consumption under the constraints on ultra-low E2E delay and
ultra-low packet loss probability. Simulation and numerical
results validated our analysis. When the average inter-arrival
time between packets at each device is much larger than the
required delay bound, the total power consumption is dominat-
ed by circuit power in both UL and DL transmissions. As a
consequence, optimizing antenna configuration and bandwidth
allocation can improve the EE of the system and the battery life
of devices significantly, and adjusting transmit power according
to channel fading is not necessary.

APPENDIX A
PROOF OF PROPERTY 1

Proof: y(W ) can be simplified as y(W ) =

aW
(
e

b
W+ c√

W −1
)

, where a, b and c are positive constants.
The first order and second order derivatives of y(W ) can be
derived as follows,

y′(W ) =a

[(
1− b

W
− c

2
√
W

)
e

b
W+ c√

W −1

]
, (A.1)

y′′(W ) =a
(
−cW 3/2+c2W+4bc

√
W+4b2

)e b
W+ c√

W

4W 3
. (A.2)

Let us denote x(
√
W ) = −cW

3/2 + c2W +4bc
√
W +4b2.

Then, y′′(W ) = 0 if and only if x(
√
W ) = 0. To check when

x(
√
W )=0, we replace

√
W with z>0. The derivative of x(z)

is

x′(z) = −3cz2 + 2c2z + 4bc. (A.3)

It is not hard to verify that there exists a unique z0>0 such that
x′(z0) = 0, and x′(z0)> 0 in [0, z0), x′(z0)< 0 in (z0,+∞).
Considering that x(0) = 4b2 > 0, and x′(z) is non-negative
in [0, z0], we can easily check that x(z) is non-decreasing in
[0, z0], and hence x(z) is positive in [0, z0]. On the other hand,
when z → +∞, x(z) → −∞. Since x′(z) is negative in
(z0,+∞), x(z) strictly decreases with z. As a result, there is a
unique solution in (z0,+∞) that satisfies x(z)= 0. Therefore,
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a unique value of W (0) can be found such that

y′′(W )


> 0 if 0 < W < W (0),

= 0 if W = W (0),

< 0 if W > W (0).

(A.4)

Thus, y(W ) is non-convex when W ∈ (0,∞).

Now we analyze the properties of y′(W ). It can be found
that y′(W ) → 0 when W → +∞. Since y′′(W ) is negative
in (W (0),∞), y′(W ) strictly decreases with W . Therefore,
y′(W ) > 0, ∀ W ∈ [W (0),∞). Moreover, y′′(W ) is positive in
(0,W (0)), which means y′(W ) strictly increases with W . since
y′(W ) → −∞ when W → 0+, and y′(W (0)) > 0, there is a
unique solution in (0,W (0)) that satisfies y′(W ) = 0. Denote
the solution of y′(W )=0 as W th. Then, we have,

y′(W )


< 0 if 0 < W < W th,

= 0 if W = W th,

> 0 if W th < W.

(A.5)

According to (A.5), y(W ) decreases with W when 0< W ≤
W th, and increases with W when W ≥W th. Therefore, y(W )
is minimized at W th. Since W th ∈ (0,W (0)), from (A.4) we
know that y(W ) is strictly convex in W when 0<W ≤W th.
This completes the proof.

APPENDIX B
PROOF OF PROPERTY 2

Proof: In this appendix, we prove the property in a fre-
quency division multiple access(say OFDMA) system, where
the number of users is K. If all feasible solutions of problem
(4) satisfy condition (5), then Property 2 is obviously true.
Otherwise, we denote the feasible solutions that do not sat-
isfy condition (5) as x̃ , (W̃1, · · ·, W̃K , P̃1, · · ·, P̃K), where
W̃j > W th

j for j ∈ J .

To prove the property, for any x̃, we construct another fea-
sible solution of problem (4) x̃a, (W̃ a

1 , · · ·, W̃ a
K , P̃ a

1 , · · ·, P̃ a
K)

that satisfies condition (5) and f(x̃a)≤f(x̃).

In the following we show that x̃a can be obtained by replac-
ing W̃j , j∈J in x̃ with W th

j .

Since x̃ is a feasible solution, we have P̃j≥yj(W̃j). Accord-
ing to Property 1, yj(Wj) is minimized when Wj =W th

j . As
a result, P̃j ≥ yj(W̃j)≥ yj(W

th
j ), and the constrains in (3) are

satisfied.

The above analysis indicates that x̃a is also a fea-
sible solution of problem (4). Since the cost function
f (W1, · · ·,WK , P1, · · ·, PK) is non-decreasing, we have
f(x̃a)≤f(x̃). Hence, we find another feasible solution x̃a that
satisfies condition (5) and f(x̃a)≤f(x̃).

Therefore, we can always find an optimal solution that satis-
fies (5). This completes the proof.

APPENDIX C
THE UPPER BOUND OF DL PROACTIVE PACKET DROPPING

PROBABILITY IN (18)

Proof: From the derivation in [18], the DL packet dropping
probability of the kth user can be approximated by

F d
Nt

(gth,dk ) ,
∫ gth,d

i

0

[1− C(g)] fNt (g) dg, (C.1)

where C(g) =
ln

(
1+

gγd
k

g
th,d
k

)
ln (1+γd

k)
. Since C(g) is strictly convex with

respect to g in (0, gth,dk ), we have C
(
(1− θ)0 + θgth,dk

)
<

(1 − θ)C(0) + θC(gth,dk ). Thus, C
(
θgth,dk

)
< 1 − θ, (0 <

θ < 1). By selecting θ = g

gth,d
k

, we obtain C(g) < 1− g

gth,d
k

in (0, gth,dk ). Then, by comparing (C.1) with (18), we have
F d
Nt

(
gth,dk

)
<Bd

Nt

(
gth,dk

)
.

APPENDIX D
THE TIGHTNESS OF THE UPPER BOUNDS IN (26) AND (27)

Proof: The expressions of E{P d
k } and E{P u

i } can be
derived as

E{P d
k } =

[
1−Bd

Nt−1

(
gth,dk

)] ξkϕN0W
d
k γ

d
k

αd
k (Nt − 1)

, (D.1)

E{P u
i } =

[
1−Bu

Nt−1

(
gth,dk

)] κϕN0W
u
i γ

u
i

αu
i (Nt − 1)

. (D.2)

We can find that the differences between (D.1) and (D.2)
and the upper bounds in (26) and (27) lie in the terms[
1−Bd

Nt−1

(
gth,dk

)]
and

[
1−Bu

Nt−1

(
gth,dk

)]
. To guarantee

the reliability requirement, Bd
Nt−1

(
gth,dk

)
, Bu

Nt−1

(
gth,dk

)
and

εmax are in the same order of magnitude. Since εmax is ex-
tremely small in URLLC, the upper bounds in (26) and (27) are
very tight.

REFERENCES

[1] C. Sun, C. She, and C. Yang, “Energy-efficient resource allocation for
ultra-reliable and low-latency communications,” in Proc. IEEE Globe-
com, 2017.

[2] 3GPP, Study on Scenarios and Requirements for Next Generation Access
Technologies. Technical Specification Group Radio Access Network,
Technical Report 38.913, Release 14, Oct. 2016.

[3] O. N. C. Yilmaz, Y.-P. E. Wang, N. A. Johansson, et al., “Analysis of ultra-
reliable and low-latency 5G communication for a factory automation use
case,” in IEEE ICC Workshops, 2015.

[4] A. Aijaz, M. Dohler, A. H. Aghvami, et al., “Realizing the tactile internet:
Haptic communications over next generation 5G cellular networks,” IEEE
Wireless Commun., vol. 24, no. 2, pp. 82–89, Apr. 2017.

[5] P. Schulz, M. Matthe, H. Klessig, et al., “Latency critical IoT applications
in 5G: Perspective on the design of radio interface and network architec-
ture,” IEEE Communications Magazine, vol. 55, no. 2, pp. 70–78, 2017.

[6] F. Capozzi, G. Piro, L.A. Grieco, et al., “Downlink packet scheduling in
LTE cellular networks: Key design issues and a survey,” IEEE Commun.
Surveys Tuts., vol. 15, no. 2, pp. 678–700, 2013.

[7] 3GPP, Study on New Radio (NR) Access Technologies. Technical
Specification Group Radio Access Network, Technical Report 38.802,
Release 14, Mar. 2017.

[8] G. Durisi, T. Koch, and P. Popovski, “Toward massive, ultra-reliable, and
low-latency wireless communication with short packets,” Proc. IEEE, vol.
104, no. 9, pp. 1711–1726, Aug. 2016.



13

[9] M. Serror, C. Dombrowski, K. Wehrle, et al., “Channel coding versus co-
operative ARQ: Reducing outage probability in ultra-low latency wireless
communications,” in IEEE Globecom Workshop, 2015.

[10] G. Pocovi, B. Soret, M. Lauridsen, et al., “Signal quality outage analysis
for ultra-reliable communications in cellular networks,” in IEEE Globe-
com Workshops, 2015.
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